-

View metadata, citation and similar papers at core.ac.uk brought to you byj: CORE

provided by SEDICI - Repositorio de la UNLP

JCS&T Vol. 7 No. 1 April 2007

TOWARD INTEGRATION OF KNOWLEDGE BASED SYSTEMSAND
KNOWLEDGE DISCOVERY SYSTEMS

Rancan, C? Pesado, P:*and Garcia-Martinez, R?
1. Computer Science Doctorate Program. ComputeSghkool. La Plata National University
2. Software and Knowledge Engineering Center. Radigate School. ITBA
3. Instituto de Investigacion en Informatica LIPRcultad de Informética,
UNLP - Comisién de Investigaciones CientificasalBdia. de Buenos Aires
4. Intelligent Systems Laboratory. Engineering $thidniversity of Buenos Aires.
claudioran@yahoo.com, ppesado@lidi.info.unlp.edugm@itba.edu.ar

Abstract Knowledge discovery (KD) consists in the search of
interesting patterns and important regularitie®im
This paper presents a proposa| for an information bases [22], [23] When Speaking of
architecture that integrates knowledge discovery Knowledge Discovery based on intelligent systems
systems (automatic acquisition) and knowledge OF Data/Information Intelligent Mining [24] we refe
based systems (experts systems). This workspecifically to the application of machine learning
formulates considerations over the viability of the methods or other similar methods, to discover and t

implementation of this architecture according te th enumerate patterns present in this information. One

advance of the technologies involved. of knowledge discovery paradigms is centered in
knowledge evaluation [25], its structure [26], [27]
K eywords [28], the distributed acquisition processes [29§ an

Data Mining, Expert SystemS, Know'edge discovery, the inte”igent SyStemS teChnOIOgieS associatettigo

Knowledge based systems, Systems architectures. kKnowledge discovery [30].
The interaction between knowledge based systems

1. INTRODUCTION and discovery systems has antecedents in the
Know|edge based Systems (KBS) or expert Systemsparadigm of integrated architectures of planning an
emulate the human expert behavior in a certainlearning based on theories construction [31], [32],
knowledge area. They constitute aid systems to take[33], [34], [35], [36] and hybrid architectures of
decisions in different areas such as educationallearning [37], [38], [39].
strategic selection [1], environmental variables In this context, this paper introduces the problem
control [2], neonatology fans configuration [3], (section 2), an integrative proposal is formulated
agreement in judicial process [4] or the attended (Section 3), components are identified (section) 3.1
generation of activity maps of software development as Well as the interaction between them (sectiap 3.
projects [5]. Knowledge based systems to aid @n example is provided that partially illustratesvh
decision taking is a particular knowledge based the workspace would work (section 4). Finally fetur

system.[6], [7], [8], [9], [10]. research work lines are mentioned (section 5).
The knowledge base of an expert system
encapsulates in some representation formalisms(rule 2. PROBLEM

frames, semantic nets among other) the domainRecentworks in decision making systems in strategi
knowledge that should be used by the system to— operational workspace based on KBS [36], like air
solve a certain problem. The development control [9] or naval units readiness areas [40gvsh
methodologies of knowledge bases have beenthatitis an open problem to define how KBS can be
consolidated in the last 15 years [11], [12], [13]. integrated to knowledge discovery processes based
Intelligent systems constitute the Computer Science©n machine learning [35] that allow them to improve
field which studies and develops algorithms that “on-line” the quality of the knowledge base used fo
implement the different learning models and their decision making. Approaches for solving this type o
application to practical problems resolution [14], Problem are addressed for incremental improvement
[15]. Among the problems approached in this field, of decision making systems in office automatioraare
we can find the one related to knowledge discogerin [41], [42], [43], [44].

[16], [17], [18], [19], [20], [21].
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3. TOWARD AN INTEGRATIVE PROPOSAL that are in the Records Base. These groups arelstore
In this section the components of the integrative in the Clustered Records Base.
proposal are presented (section 3.1) as well as thdnducer This process is based on the use of
interactions between these components (section 3.2) induction algorithms to generate clustering rules
beginning from the records groups that are in the
3.1. Identification of the components Clustered Records Base and Classification Rules
3.1.1. The bases. This section describes: the beginning from the records that are in the Examples
knowledge base, the concepts dictionary, the Base.
examples base, the records base, the clusteredConceptual LabelerThis process is based on the use
records base, the clustered/classification ruleba of the  Concepts Dictionary and the
the discovered rules base and the updated knowledg€lustering/Classification Rules Base to generage th
base. Discovered Rules Base. This process transforms the
Knowledge Base. This base contains the problemknowledge pieces obtained into pieces of coordéhate
domain knowledge deduced by the knowledge knowledge with the Knowledge Base.
engineer, which contributes with the knowledge Knowledge Integrator This process generates the
pieces (rules) applicable to the resolution of the Updated Knowledge Base from the Discovered Rules
problem outlined by the user of the system. Base and the Knowledge Base, solving all the
Concepts Dictionary This base stores the integration problems between them.
registration of all the concepts used in the différ  Inference Enginelt is the process that automates the
knowledge pieces (rules) that integrate the reasoning to solve the problem outlined by the user
Knowledge Base. For each concept it keeps beginning from the pieces of knowledge available in
registration of the corresponding attributes anel th the Updated Knowledge Base or Knowledge Base.
possible values of each attribute
Examples Base This base keeps examples of 3.2.Interaction among components
elements that belong to different classes. The The interaction among the different components is
attributes of these examples should keep corréhativ. shown in  Figure 1. The Knowledge Base
or should be coordinated with the attributes of the encapsulates the necessary pieces of knowledge
concepts described in the Concepts Dictionary. (rules) for the resolution of domain problems. This
Records BaseThis base keeps homogeneous recordsinteraction with the inference engine constitutes t
of information which are associated to some processKnowledge Based System (Expert System).
of knowledge discovery. (I/E clustering). Beginning from the concepts / attributes / values t
Clustered Records Base This base keeps are present in the different pieces of knowledge
homogeneous records of information which are inside the Knowledge Base, the Concepts Dictionary
clustered in classes without labeling (clustersjaas is built. The pieces of knowledge (rules) that are i
result of applying the clustering process to the the Clustering/Classification Rules Base can presen
Records Base. the characteristic of not being coordinated with th
Clustering/Classification Rules BaseThis base  available pieces of knowledge in the Knowledge
keeps knowledge pieces (rules) discovered Base when: [a] a situation of knowledge discovery
automatically as a result of applying the induction takes place because the Inducer generated a
process to the Clustered Records Base and theClustering / Classification Rules Base, or [b] hessa
Examples Base this has become from an Examples Base or a
Discovered Rules Bas&his base keeps knowledge Clustered Records Base resulting from applying the
pieces (rules) related to the problem domain aditres Cluster to a Records Base. In this context the
of applying the labeling conceptual process to the Conceptual Labeler transforms the knowledge pieces
discovered knowledge pieces (rules) that are storedof the Clustering/Classification Rules Base into
in the Clustering/Classification Rules Base. coordinated knowledge pieces with those rules
Updated Knowledge Basé&his base encapsulates corresponding to the Knowledge Base generating the
the knowledge that becomes from the integration of Discovered Rules Base. The Knowledge Integrator
the problem domain knowledge pieces (rules) educedtakes the Discovered Rules Base and (solving the
by the knowledge engineer and the knowledge piecesemergent integration problems) integrates it i@ t
(rules) discovered automatically as a result of the Knowledge Base, generating the Updated
application of the processes of clustering/inductim Knowledge Base, that becomes the new Knowledge
the Records Base or induction to the Examples Base.Base and the cycle is restarted.
3.1.2. The processes. This section describes
the processes: cluster, Inducer, conceptual labeler 4. AN EXAMPLE
knowledge integrator and inference engine. Let us consider, for example, the operation costs
Cluster. This process is based on the use of self establishment problem in a ships owner company in
organized maps (SOM) to generate groups of recordsfunction of the ship type to operate in a certairn.p
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Consider the Knowledge Base whose rules are
exemplified in table 1. Consider the Concepts
Dictionary associated to this Knowledge Base shown

in the table 2.
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Figure 1. Interaction among different components
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SHI P. SHI P_TYPE= BULK CARRI ER
SHI P. SI ZE= LARGE

PORT. PORT_FACI LI TI ES= VERY GOOD
PORT. ACCESSS= FREEVAY

COSTS. Pl ER_LONG= ENLARCE

COSTS. MOORI NG_TI ME= HABI TUAL

SHI P. SHI P_TYPE= BULK CARRI ER
SHI P. SI ZE= MEDI UM

PORT. PORT_FACI LI TI ES= VERY GOOD
PORT. ACCESS: FREEVWAY

COSTS. Pl ER_LONG= ENLARGE

COSTS. MOORI NG_TI ME= HABI TUAL

SHI P. SHI P_TYPE= BULK CARRI ER
SHI P. SI ZE= SMALL

PORT. PORT_FACI LI TI ES: VERY GOCD
ACCESSS= FREEWAY

COSTS. Pl ER_LONG= NORVAL

COSTS MOORI NG_TI ME= SHORT

SHI P. SHI P_TYPE= TANKER

SHI P. SI ZE= LARGE

PORT. PORT_FACI LI TI ES= VERY GOCD
PORT. ACCESSS: FREEWAY

COSTS. Pl ER_LONG= NORVAL

COSTS. MOORI NG_TI ME: HABI TUAL

SHI P. SHI P_TYPE= TANKER

SHI P. SI ZE= MEDI UM

PORT. PORT_FACI LI TI ES= VERY GOCD
PORT. ACCESSS= FREEWAY

COSTS. Pl ER_LONG= NORVAL

COSTS. MOORI NG_TI ME= HABI TUAL

SHI P. SHI P_TYPE= TANKER

SHI P. SI ZE= SMALL

PORT. PORT_FACI LI TI ES= VERY GOCD
PORT. ACCESSS= FREEWAY

COSTS. Pl ER_LONG= NORVAL

COTS. PORT. MOORI NG_TI ME= SHORT

SHI P. SHI P_TYPE= CONTAI NER

SHI P. SI ZE= LARGE

PORT- PORT_FACI LI TI ES= V. GOCD
PORT. ACCESSS: FREEVWAY

COSTS. Pl ER_LONG= NORVAL

COSTS. MOORI NG_TI ME: SHORT

SHI P. SHI P_TYPE= CONTAI NER

SHI P. Sl ZE= MEDI UM

PORT. PORT_FACI LI TI ES= VERY GOOD
PORT. ACCESSS= FREEWAY

COSTS. PI ER_LONG= NORVAL

COSTS. MOORI NG_TI ME= SHORT

SHI P. SHI P_TYPE= CONTAI NER

SHI P. SI ZE= SMALL

PORT. PORT_FACI LI TI ES= VERY GOCD
PORT. ACCESSS= FREEWAY

COSTS. Pl ER_LONG= NORVAL

COSTS. MOORI NG_TI ME= SHORT

SHI P. SHI P_TYPE= PASENGER

SHI P. SI ZE= LARGE

PORT. PORT_FAC! LI TI ES= VERY GOCD
PORT. ACCESS= FREEWAY

COSTS. PI ER_LONG= REDUCED

COSTS. MOORI NG_TI ME= HABI TUAL

SHI P. SHI P_TYPE= PASENGER

SHI P. SI ZE= MEDI UM

PORT. PORT_FACI LI TI ES= VERY GOCD
PORT. ACCESS= FREEWAY

COSTS. Pl ER_LONG= REDUCED

COSTS. MOORI NG_TI ME= HABI TUAL

SHI P. SHI P_TYPE= PASENGER

SHI P. SI ZE= SHORT

PORT. PORT_FAC! LI TI ES= VERY GOOD
PORT. ACCESS= FREEWAY

COSTS. Pl ER_LONG= NORVAL

COSTS. MOORI NG_TI ME= SHORT

Table 1. Knowledge Base
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Concept Attribute Val ue
SHIP SHIP_TYPE g'@g, ER I F SHI P SHI P_TYPE= CONTAI NER
CONTAI NER THEN COSTS MOORI NG Tl ME= SHORT
gﬁg‘ggsGER IF SH P SHI P_TYPE= CONTAI NER
- ST THEN: COSTS Pl ER_LONG= NORMAL
MEDI UM IF SHI P SHI P_TYPE= BULK CARRI ER
LARGE THEN COSTS PI ER_LONG= ENLARGE
PORT PORT_FACI LT TT ES VERY GOOD
[€een)
P AR Table5. Discovered Rules Base
ACCESSS FREEVAY
RoquE The Knowledge Integrator analyzes the Discovered
TRACK Rules Base, verifying that there are no integration
CO8TS PIER LONG ot conflicts and proceeds to integrate it to the
ENLARGE Knowledge Base generating the Updated Knowledge
MOORING_TI ME Eﬂw Base shown in the Table 6. This last one becomes the
EXTEND new Knowledge Base.
Table 2. Dictionary of Concepts IF SHI P. SHI P_TYPE= BULK CARRI ER
AND SHI P. SI ZE= LARGE
: AND PORT. PORT_FACI LI TI ES= VERY GOOD
On the other hand, consider the Examples Base AND PORT. ACCESSS= FREEVAY
described in the Table 3. THEN COSTS. PI ER_LONG= ENLARGE
AND COSTS. MOORI NG_TI ME= HABI TUAL
SHIP SIZE PORT ACCESSS PIER MOORING IF SHI P. SHI P_TYPE= BULK CARRI ER
AND SHI P. Sl ZE= MEDI UM
_INPIE [ LONE || _iINIE AND PORT. PORT_FACI LI TI ES= VERY GOCD
Bulk Large | VeryGood| Freewa Enlarge  Habitupl AND PORT. ACCESS: FREEWAY
Carrier THEN=  OOSTS. Pl ER_LONG= ENLARGE
AND COSTS. MOORI NG _TI ME= HABI TUAL
Bulk Medium | Very Good| Freeway Enlarge Habitual
Carrier IF SHI P. SHI P_TYPE= BULK CARRI ER
AND SHI P. SI ZE= SMALL
Bulk Small Very Good | Freeway Enlarge Short AND PORT. PORT EACI LI Tl ES: VERY GOOD
Carrier AND ACCESSS= FREEWAY
Tanker Large Very Good Freeway  Normal Habitual XHSN %¥§ l\Pllch;I_Il:lG: TI_NEN(:R’\S/fb?T
Tanker Medium| Very Good Route Normg| Habitual
= SHI P. SHI P_TYPE= TANKER
Tanker Small Very Good Road Normg| Short] AND SHI P. SI ZE= LARGE
- AND PORT. PORT_FACI LI TI ES= VERY GOCD
Container Large Very Good Freewgy Normal Short AND PORT. ACCESSS: FREEWAY
Container | Medium| Very Good Freewgy  Normal Shor THEN COSTS. PI ER_LONG= NORMAL
AND COSTS. MOORI NG_TI ME: HABI TUAL
Container Small Very Good  Freeway  Normal Shor
Passenger Large Very Good Freewpy Normal Habitual JAED 2:: E grlzngEEE:ULANKER
Passenger| Medium  Very Good Freewpy Reduted Habitual AND PORT. PORT_FACI LI Tl ES= VERY GOOD
AND PORT. ACCESSS= FREEWAY
Passenger Small Very Good Freeway Reduged Short THEN COSTS. Pl ER_LONG= NORMVAL
AND COSTS. MOORI NG _TI ME= HABI TUAL
Table 3. Examples Base IF SH P. SHI P_TYPE= TANKER
AND SHI P. SI ZE= SMALL
AND PORT. PORT_FACI LI TI ES= VERY GOCD
From the Examples Base the Inducer generates the AND PORT. ACCESSS= FREEVAY
ificati i THEN COSTS. PI ER_LONG= NORMAL
Classification Rules_Base”shown in the.table 4. The o s PeRT NG TIMES S
Conceptual Labeler identifies the belonging of value
; ; ; it = SHI P. SHI P_TYPE= CONTAI NER
to the QOmam of_ attributes in Concepts chtlopary AND SH P o ZE= LARGE
generating the Discovered Rules Base shown in the AND PORT- PORT_FACI LI TI ES= V. GOOD
table 5 AND PORT. ACCESSS: FREEVAY
: THEN COSTS. PI ER_LONG= NORMAL
AND COSTS. MOORI NG_TI ME: SHORT
= SHI P. SHI P_TYPE= CONTAI NER
IF SHI P_TYPE= CONTAI NER AND SHI P. SIZE= MEDI UM
THEN MOORI NG_TI ME= SHORT AND PORT. PORT_FACI LI TI ES= VERY GOOD
AND PORT. ACCESSS= FREEWAY
IF SHI P_TYPE= CONTAI NER THEN COSTS. PI ER_LONG= NORMAL
THEN: Pl ER_LONG= NORMAL AND COSTS. MOORI NG_TI ME= SHORT
IF SHI P_TYPE= BULK CARRI ER IF SHI P. SHI P_TYPE= CONTAI NER
THEN Pl ER_LONG= ENLARGE AND SHI P. SI ZE= SNALL
AND PORT. PORT_FACI LI TI ES= VERY GOCD
AND PORT. ACCESSS= FREEWAY
o THEN COSTS. PI ER_LONG= NORMAL
Table 4.Classifications Rules Base AND COSTS. MOORI NG_TI ME= SHORT
IF SHI P. SHI P_TYPE= PASENGER
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AND SHI P. SI ZE= LARGE

AND PORT. PORT_FACI LI TI ES= VERY GOOD
AND PORT. ACCESS= FREEVAY

THEN COSTS. Pl ER_LONG= REDUCED

AND COSTS. MOORI NG_TI ME= HABI TUAL

IF SHI P. SHI P_TYPE= PASENGER

AND SHI P. SI ZE= MEDI UM

AND PORT. PORT_FACI LI TI ES= VERY GOOD
AND PORT. ACCESS= FREEVAY

THEN COSTS. Pl ER_LONG= REDUCED

AND COSTS. MOORI NG_TI ME= HABI TUAL

IF SHI P. SHI P_TYPE= PASENGER

AND SHI P. SI ZE= SHORT

AND PORT. PORT_FACI LI TI ES= VERY GOOD
AND PORT. ACCESS= FREEVAY

THEN COSTS. Pl ER_LONG= NORVAL

AND COSTS. MOORI NG_TI ME= SHORT

IF SHI P. SHI P_TYPE = CONTAI NER

THEN COSTS. MOORI NG_TI ME= SHORT

IF SHI P. SHI P_TYPE= CONTAI NER

THEN COSTS. Pl ER_LONG= NORVAL

I F SHI P. SHI P_TYPE= BULK CARRI ER
THEN COSTS. Pl ER_LONG= ENLARGE

Table 6. Updated Knowledge Base
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certain group (right part of the rule) in terms of
values of attributes of well-known concepts whemn th
knowledge pieces (rules) result from applying the
Inducer to the Cluster. In the Knowledge Integrator
we should define the treatment to appipen the
integration process between the rules of the
Knowledge Base and the discovered rules arise: [a]
conditions of dead point, [b] recurrent rules, [c]
redundant rules, [d] contradictory rules, and [égs
with conflicts of support evidence, among othess. “
priori” measures should be developed to estabfish t
quality of the knowledge discovery process and the
degree of integrability to the existent Knowledge
Base. The improvement of a Knowledge Base with
discovered knowledge pieces in automatic way can
lead to a degradation of the original Knowledge
Base, so it is necessary to explore (theoreticatly
least) which are the curves of degradation of the
quality process of knowledge discovery identifying
border conditions for the model in the developed

5. RELATED WORK
The automatic discovery of useful knowledge pieces [1)
is a topic of growing interest in the expert system
engineering community [45], [46], [47]. Our work
differs from those mentioned before in the proposal
of a combined mechanism for rules obtaining, using
self-organized maps based onlustering and [2]
induction algorithms. On the other hand, the
identification of the necessary processes alloves th
autonomous assimilation of the knowledge pieces
generated by the expert system. Knowledge
discovery integration process models based on[3]
connectionist models [48], [49], [50], reasoning
models based on cases [51], not expected patterns
generation models [52], genetic algorithms [53Fl an
technical categorization heuristics [54] have been
proposed recently in order to dispose automatic
processes for incremental improvement of the
intelligent systems response applied to the spmecifi
problems resolution. This proposal differs from the
one mentioned above in the fact that it proposes a[s]
knowledge discovery integration model (rules
centered) with expert systems environment,
identifying the technology needed to be used toesol
this integration. [6]

6. FUTURE LINES OF WORK 7]
In the different processes and how these processes
interact with the different bases, some problem&ha
been identified, whose solution is foreseen to work [g]
In the Inducer: how to use the support groups to
provide a degree of credibility (trust) to the
knowledge piece (rule) generated; in the Conceptual
Labeler: [a] define the treatment to give to attrésu  [©]
values of concepts that are in the discovered hulés
not in the Concepts Dictionary that emerges froen th
original Knowledge Base of the Knowledge Based
System and [b] how to rewrite the ownership to a

95

theoretical frame.
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