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Abstract—Shotgun sequencing has facilitated the analysis of
complex microbial communities. Recently we have shown how
local binary patterns (LBP) from image processing can be used to
analyse the sequenced samples. LBP codes represent the data in
a sparse high dimensional space. To improve the performance of
our pipeline, marginalised stacked autoencoders are used here to
learn frequent LBP codes and map the high dimensional space to
a lower dimension dense space. We demonstrate its performance
using both low and high complexity simulated metagenomic
data and compare the performance of our method with several
existing techniques including principal component analysis (PCA)
in the dimension reduction step and k-mer frequency in feature
extraction step.

I. INTRODUCTION

An enormous volume of biological data is generated using
next-generation sequencing technology. To understand the
underlying genetic information, sequence analysis is there-
fore an important step. The sequenced data can include a
community of viruses and bacteria and reads and be from
the same or different genomes that makes reconstructing
individual genomes problematic. Moreover, we are presented
with fragmented assemblies due to insufficient coverage, se-
quencing errors, sequence repetition, and genetic diversity.
Consequently, alignment-free techniques [1], [2] have been
introduced as an alternative way to analyse metagenomic
data [3] by incorporating species-specific genomic signatures
extracted by calculating the normalised frequency of k-mers
of a specific size, e.g., commonly k = 4. This frequency is ob-
tained by counting the occurrences of each k-mer combination
and represents a feature vector in high-dimensional space.

Recently, we have introduced an alternative feature space,
local binary patterns (LBP) and its extesnion multi-resolution
LBP from image processing, to extract the local changes in
a sequence [4], [5]. LBP originally is an image processing
feature descriptor representing local texture changes [6]. Its
one-dimensional extension also found application to other
signal processing areas including speech processing [7]. The
problem of automatically grouping reconstructed genomic
fragments into species-level groups (‘binning’) is considered.
Unsupervised binning and visualisation of the metagenomic
data is especially helpful when there is no related reference
genomes or any other prior information about the taxonomic
structure of the data.
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Fig. 1: Schematic overview of the proposed visualisation and
binning of the metagenomic contigs.

Using LBP each sequence is represented as a high di-
mensional sparse feature vector. To improve the results,
marginalised stacked denoising autoencoders (mSDA) [8],
[9] have been used instead of common dimension reduction
techniques such as principal component analysis (PCA) which
captures low dimensional (dense) features. This technique has
been introduced to reconstruct frequent words from infrequent
ones with application to text mining [8]. It is a fast and an un-
supervised method that can reliably capture important patterns
in the data. After extracting important patterns, Barnes-Hut t-
distributed stochastic neighbour embedding (BH-tSNE) [10] is
used for visualisation and binning step.

We then compared our results with a number of metage-
nomic techniques in terms of precision, recall, and F1 score.
Our results show the application of the proposed method to the
analysis of contigs from a single sample metagenomic study.

II. METHODOLOGY

In this section, our pipeline (Fig. 1) is explained in more
detail. We numerically represent the genomic fragments using
a nucleotide mapping. After that LBP is used to extract
features from these numerical representations. mSDA is then
used to reduce the dimensions of the LBP feature vectors by
capturing the frequent dense patterns. BH-tSNE is then used
to map data onto a two-dimensional space for visualisation
and binning. For quantitatively evaluating the visualisation
performance, we cluster the BH-tSNE projected data using
DBSCAN algorithm and calculate precision, recall, and F1
score between the DBSCAN assigned labels and the original
labels.



TABLE I: EIIP, atomic, and paired nucleotide representations.

Letter EIIP Atomic Paired
A 0.1260 70 0
C 0.1340 58 1
G 0.0806 66 1
T 0.1335 78 0

Fig. 2: A nucleotide sequence (top) and its EIIP, atomic, and
paired representations. Depending on the representation, each
letters A, C, G, and T of nucleotide sequence is mapped to a
specific value.

A. The Nucleotide Mapping

To represent the data in terms of a LBP feature vector,
the data should be represented numerically. There are two
main numerical representation groups for the genomic contigs:
(1) assigning an arbitrary value to each letter A, C, G, and
T of the nucleotide sequence including two and four bit
binary representations [11], [12] and Voss representation [13].
(2) Assigning a number based on certain biochemical or
biophysical properties of the DNA molecules including paired
nucleotide representations [14], EIIP [15], and atomic rep-
resentations [16]. Table I shows the value assigned to each
nucleotide in each of the representations. Fig. 2 shows an
example of mapping a nucleotide sequence to three numerical
vectors.

B. Local Binary Patterns

LBP has found popularity not only in the field of image
processing but also in signal processing [17]. Using traditional
two-dimensional LBP, each data window is transferred to a
fixed length binary number. LBP codes illustrate the data
pattern and the corresponding distribution indicates how often
each pattern appears. The LBP distribution of genomic frag-
ments is considered as the species specific genomic signatures
and our feature vectors in this work.

LBP examines the neighbouring points of each data point
and assigns a binary code to it. By considering x(t) as the
numerical representation of the tth position of a genomic
segment, LBP is defined as

LBP(x(t)) =

p/2−1∑
i=0

{Sign(x(t+ i− p/2)− x(t))2i+

Sign(x(t+ i+ 1)− x(t))2i+p/2},

(1)

where p is the number of neighbouring points and Sign
indicates the sign function

Sign(x) =

{
0 x < 0
1 x ≥ 0

. (2)

Sign assigns a binary number by thresholding the difference
between each neighbouring point and the centre point t.
Consequently, it assigns a p-bit binary number to each window
of length p + 1. Each binary number is converted to a LBP
code using a binomial weight. Finally, by considering all the
obtained codes, the distribution of the LBP codes can be
defined as

hk =
∑

p/2≤i≤N−p/2

δ(LBPp(x(i), k)), (3)

where k = 1, 2, ..., 2p is all possible values of LBP codes, δ
shows the Kronecker delta function, and N is the genomic
fragment length. Here, one-dimensional LBP is considered as
a feature space to compare genomic pattern changes.

C. Marginalised Stacked Denoising Autoencoders (mSDA)

mSDA, developed by Chen et al. [8], are not only compu-
tationally less expensive when compared to SVD or stacked
denoising autoencoders (SDAs) but also scalable to high-
dimensional features. Since we are working with genomic
data, we naturally expect some noise, therefore denoising
autoencoders are trained to reconstruct clean data from the
noise corrupted ones. We therefore use mSDA in this study for
improving the LBP feature representation through extraction of
nonlinear features. In mSDA, multiple mappings are learnt to
reconstruct noisy features from the most frequent features and
hence it can be used as a dimensionality reduction technique.

Let X = [x1, · · · ,xn] represent the numerical representa-
tion of n contigs. Each contig xj is then represented using
LBP distribution as hj = {wj1, · · · , wj2p} (eq. 3). Assume
that the first nl � n contigs have corresponding labels
{y1, · · · , ynl

} ∈ Y . Let T = {wt1 , · · · ,wtr} shows a strict
subset of H (LBP distribution of all contigs) with size r and
r � 2p referred to prototype bins. The algorithm aims to
‘convert’ each bin of H into one or more of these prototype
bins by learning a mapping W : R2p → Rr. Therefore, the
LBP distribution of feature length 2p is transformed into a
combination of prototype bins of length r.

Training of the mapping matrix W is based on one im-
portant point: if a prototype bin already exists in some input
h, W should be able to predict it from the remaining bins
in h. Consequently, it artificially creates a supervised dataset
from the unlabelled data by setting each bin in h with
some probability (1− ϕ). A number of so called ‘corrupted’
LBP bins as ĥ1, . . . , ĥm are then formed by performing this
procedure m times.

For each input hi, a sub-vector is created h̄i =
[xt1 , · · · , xtr ]> ∈ Rr which only contains the prototype
bins. A mapping W ∈ Rr×2p is then learned to reconstruct
the prototype feature bins from the corrupted ones ĥi, by
minimising the squared reconstruction error,



1

2nm

n∑
i=1

m∑
j=1

‖h̄i −Wĥj
i‖

2. (4)

A constant feature is added ĥi = [ĥi; 1] that is not cor-
rupted. Moreover, an appropriate bias is incorporated within
the mapping W = [W,b] that reconstructs the average
occurrence of the prototype features. Hence, the design matrix
is given as:

H = [h̄1, · · · , h̄1︸ ︷︷ ︸
m

, · · · , h̄n, · · · , h̄n︸ ︷︷ ︸
m

] ∈ Rr×nm

as the m copies of the prototype bins. Similarly, m
corruptions of the original inputs denoted as Ĥ =
[ĥ1

1, · · · , ĥm
1︸ ︷︷ ︸

m

, · · · , ĥ1
n, · · · , ĥm

n︸ ︷︷ ︸
m

] ∈ R2p×nm that reduce the

loss function in eq. (4) to:

1

2nm
‖H−WĤ‖2F , (5)

where ‖·‖2F denotes the squared Frobenius norm. The solution
to (eq. 5) can be obtained under closed-form as the solution
to the well-known ordinary least square.

W = RQ−1 with Q = ĤĤ> and R = HĤ>. (6)

Ideally, m → ∞ so that by considering the weak law of
large numbers, R and Q converge to their expectations and
(eq. 6) becomes:

W = E[R]E[Q]−1, (7)

with the expectations of R and Q defined as

E[Q] =

n∑
i=1

E[ĥiĥ
>
i ], E[R] =

n∑
i=1

E[h̄iĥ
>
i ]. (8)

The expectations in (eq. 8) can be represented in closed-form
because of the uniform corruption. The output of the linear
mapping W : Rd → Rr approximates the expected value
of a prototype bin. tanh() squashing-function is applied to
the output that has the effect of amplifying or dampening the
feature values of the reconstructed prototype bins.

z = tanh(Wh), (9)

Algorithm 1 mSDA

1: function [Ws , Fs] = mSDA(H , r , l); l is the number
of layers.

2: [d,n] = size(H);
3: Ws = zeros(d , d+1 , l);
4: Fs = zeros(d , n , l+1);
5: Fs(: , : , 1) = H;
6: for t = 1 : l do
7: [Ws(: , : , t), Fs(: , : , t+1)] = mDA(Fs(: , : , t) , r);
8: end for

Algorithm 2 mDA

1: function [W , F] = mDA(H , r);
2: H = [H ; ones(1,size(H , 2));
3: d = size(H , 1);
4: q = [ones(d - 1 , 1)(1 - ϕ) ; 1];
5: C = HH>;
6: Q = C.(qq>);
7: Q(1 : d + 1 : end) = q.diag(C);
8: R=C.repmat(q> , d , 1);
9: W = R(1 : end - 1 , :)/(Q + (1e-5)eye(d));

10: F=tanh(WH);

For an input hi, the r most frequent feature bins are
denoted as zi ∈ Rr. Later reconstruction is performed
with S random non-overlapping subsets of input features
h̃i = [h1>

i , · · · ,hS>

i ]>. For each one of these sub-spaces
independent mapping Ws is learnt which minimises

Ls(W
s) =

1

2n

n∑
i=1

S∑
s=1

∥∥∥zi −Wsh̃s
i

∥∥∥2 . (10)

Finally, mSDA output is the average of all reconstructions:

f1 = tanh

(
1

S

S∑
s=1

Wshs

)
(11)

This explains one layer dimension reconstruction of r <<
2p. Consequently, multiple layers can be stacked on top of the
first layer as described in Algorithm 1 and Algorithm 2.

D. Barnes-Hut t-Distributed Stochastic Neighbour Embedding

BH-tSNE is used many areas as a nonlinear technique for
high dimensional data visualisation [10]. It is based on the
divergence minimisation of input objects distributions and the
corresponding low-dimensional data points. As a result, it can
preserve the original local data structure in the final lower
dimension.

Normalised Gaussian kernel has been considered as an
ordinary similarity measure but it scales quadratically to the
number of data points. The main objective function also has
been approximated by defining the similarity function based on
a number of neighbouring points [10]. In addition, a vantage-
point tree is employed for decreasing search complexity. BH-
tSNE is then a more efficient (O(N logN )) data reduction
approach and is used in this paper for the second stage of
dimension reduction, two-dimensional data visualisation and
clustering.

E. DB-SCAN

DBSCAN [18] is a popular density-based clustering al-
gorithm with the aim of discovering clusters from the ap-
proximate density distribution of corresponding data points.
DBSCAN takes two parameters: Epsilon, ε, and the minimum
amount of elements necessary to produce a cluster, minPts.
The initialisation point is a random point which has not
been visited previously. The ε-neighbourhood of this point



is then retrieved and if it consists of an acceptable number
of elements, a cluster is formed, otherwise the element is
considered as noise. This element can subsequently be located
in a properly size ε-environment of some other elements
and therefore be perceived as part of a cluster. In case an
element appears to be a dense point of a cluster, its ε-
neighbourhood is likewise a part of that specific cluster. Thus,
all elements which are discovered inside the ε-neighbourhood
are included, together with their own ε-neighbourhood when
they are also dense. This is carried out up to the point where
the density-connected cluster is formed entirely. Subsequently,
an unvisited element is retrieved and then processed, resulting
in the formation of a different cluster or noise.

F. Datasets

To validate the effectiveness of our methodology we con-
sider two simulated datasets. Simulated Illumina sequences for
10 and 100 genomes were downloaded from http://www.bork.
embl.de/∼mende/simulated data/. The data were assembled by
Ray Meta [19] into contigs (k = 31).

G. Performance Evaluation

In order to check the performance of our method, DB-
SCAN [18] has been used to cluster the final results. The
precision, recall, and F1 score are calculated between the
DBSCAN assigned labels and the original labels to determine
the performance as a measure of clusters “purity”. Assuming
there are g genomes in the dataset that are binned to a clusters,
the precision, recall, and F1 score can be calculated as

Precision =

a∑
i=1

max
j
sij

a∑
i=1

g∑
j=1

sij

Recall =

g∑
j=1

max
i
sij

a∑
i=1

g∑
j=1

sij +
∑

unbinned sequences

F1 = 2× Precision× Recall
Precision + Recall

(12)

where sij is the length of contigs in cluster i corresponds to
genome j.

III. EXPERIMENTAL RESULTS AND DISCUSSION

The performance of our method is illustrated for sim-
ulated datasets using integer nucleotide representations for
LBP length p = 8. Our experiments show integer nucleotide
representations and p = 8 results in better performance. We
first analysed the simulated low complexity dataset with 10
genomes to show the effectiveness of our method to visualise
the data (Figure 3). Then, we analysed the effectiveness
of various aspects of our binning considering: (1) a 4-mer
feature vector instead of the LBP distribution to compare our
feature space with a commonly used 4-mer frequency and (2)
PCA as linear dimension reduction compared to mSDA. We

-60 -40 -20 0 20 40 60

-80

-60

-40

-20

0

20

40

60

-60 -40 -20 0 20 40 60

-80

-60

-40

-20

0

20

40

60

-50 0 50

-80

-60

-40

-20

0

20

40

60

Rhodopseudomonas palustris CGA009

Neisseria meningitidis MC58

Bacillus clausii KSM-K16

Staphylococcus aureus subsp. aureus NCTC 8325

Methanococcus maripaludis C7

Lawsonia intracellularis PHE/MN1-00

Cyanothece sp. ATCC 51142

Thiobacillus denitrificans ATCC 25259

Escherichia coli str. K-12 substr. W3110

Listeria welshimeri serovar 6b str. SLCC5334

Fig. 3: Visualisation of the simulated 10 genomic community
by considering LBP window length p = 8. Each colour
represents a different species (see key) on the left side (the
clusters are manually annotated) and a cluster defined by our
approach on the right hand side figures.



TABLE II: Precision, recall, F1 score (%), and the number of
clusters for our proposed method, 4-mer, PCA, CONCOCT,
and MaxBin.

10 Genomes
Methods Precision Recall F1 score Number of clusters

LBP 98.37 99.83 99.83 10
4-mer 96.14 70.80 81.54 13
PCA 90.41 96.33 93.27 11

CONCOCT 98.56 97.35 97.95 19
MaxBin 93.43 96.65 95.01 10

100 Genomes
Methods Precision Recall F1 score Number of clusters

LBP 95.47 82.73 88.64 99
4-mer 95.32 69.56 80.43 98
PCA 65.60 90.67 76.13 101

CONCOCT 60.73 96.37 74.51 79
MaxBin 89.83 83.96 86.80 85

considered that the pipeline is fixed (similat to our pipeline)
and only feature space or dimension reduction steps were
changed. The results show that the proposed method has a
more discriminative feature vector (LBP compared to 4-mer)
(Table II). Furthermore, mSDA performs better than the PCA.
mSDA has lower time complexity than PCA but needs more
time data points to perform well. Therefore, we expected to
have better results for larger datasets.

Text also compared our binning pipeline with two binning
techniques: (1) CONCOCT [20] bins the data by employing
sequence composition and across-sample coverage and (2)
MaxBin [21], [22] that was originally introduced for single
sample data in which it bins the data based on tetra-nucleotides
frequencies and it has been extended to MaxBin2 to support
multiple samples. CONCOCT works well for low complexity
data but our results show for high complexity metagenomic
data CONCOCT could not work as well as other techniques
(Table II). MaxBin produced many unclassified contigs. Con-
sequently, it has higher precision but lower recalls. For both
low and high complexity genomic data, our proposed method
performs better than other compared methods. It shows that
the proposed pipeline can work for low and high complexity
datasets.

IV. CONCLUSION

A metagenomic visualisation and binning approach has been
implemented using LBP for feature extraction and mSDA
for nonlinear feature selection. Our results on simulated ge-
nomic contigs show the underlying taxonomic structure of the
metagenomic data and confirm the advantage of using image
processing approaches combined with nonlinear dimension
reduction techniques for metagenomic data analysis.
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[17] T. Ojala, M. Pietikäinen, and D. Harwood, “A comparative study of
texture measures with classification based on featured distributions,”
Pattern recognition, vol. 29, no. 1, pp. 51–59, 1996.

[18] M. Ester, H.-P. Kriegel, J. Sander, and X. Xu, “A density-based algorithm
for discovering clusters in large spatial databases with noise.” in Kdd,
vol. 96, no. 34, 1996, pp. 226–231.
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