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Abstract

Botanical epidemic models are very important tools to study invasion, per-
sistence and control of diseases. It is well known that limitations arise from
considering constant infection rates. We replace this hypothesis in the frame-
work of delay differential equations by proposing a delayed epidemic model for
plant–pathogen interactions with host demography. Sufficient conditions for
the global stability of the pathogen-free equilibrium and the permanence of the
system are among the results obtained through qualitative analysis. We also
show that the delay can cause stability switches of the coexistence equilibrium.
In the undelayed case, we prove that the onset of oscillations may occur through
Hopf bifurcation.
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1 Introduction

Models of plant epidemics, either caused by fungal pathogens or by viruses, have
received much attention in the last few years [7, 10, 11, 14, 21, 23, 25]. Many aspects
of the plant–pathogen interaction have already been considered in the past. For
example, Gilligan and coworkers focused on thresholds for invasion, persistence of
the disease and effective strategies to control it [10,11,14–17]. Given the importance
of the dynamics of the population size, and in particular of the susceptible hosts
for the outcome of a successful invasion [1, 2, 35], Cunniffe et al. presented a model
including the host demography, in both a linear and non-linear formulation, to
represent how the availability of susceptible tissue changes during the infection [10].
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Jeger et al. analysed different models for plant disease epidemics paying particular
attention to the plant virus transmission [22,26], and recently studied the likelihood
of successful biocontrol of foliar plant diseases by coupling a compartmental SIR
model for host–pathogen dynamics with a pathogen-biocontrol agent dynamics [23,
25]. Jeger et al. [22] and van den Bosch et al. [43,44] incorporated the virus dynamics
into a population-based epidemiological model, and explored the evolution of the
virus when different types of disease control are introduced. Other epidemiological
models do not explicitly consider vectors’ or viruses’ dynamics, but are based on
host plant categories of susceptible, exposed, infectious, and removed [26,38].

The first model for the spread of plant disease is due to Van der Plank [47], who
assumed that the time evolution of the density of infected host tissue (denoted by
I) is ruled by the following delay differential equation:

dI(t)

dt
= ρ (I(t− τ1)− I(t− τ1 − τ2)) (1− I(t)). (1)

In (1) ρ is a positive constant (corrected infection rate), and τ1 and τ2 are constant
delays representing the latent and infectious periods, respectively. Despite of many
studies that followed Van der Plank’s model and that adopted discrete time approxi-
mations of it [24,50], delay differential equations are rarely used in theoretical studies
of plant disease [51], perhaps in part because they are difficult to analyse [12, 33].
As a matter of fact, most of the literature for botanical epidemics present models in
which either the disease incubation period is considered negligible, which means that
once a susceptible individual has been infected it becomes instantly infectious, or
the infected susceptible individual goes through a period of latency before becoming
infectious. In the former case the dynamics is described by SIR (susceptibles – in-
fectious – removed) compartmental models while in the latter by SEIR-like models,
where the class of the exposed is also considered. Only few studies have considered
alternative approaches, where these assumptions of constant rates of infection [47]
and of exponentially distributed latent and infectious periods [12] are avoided.

Delay differential equations have been widely used to study the spread of hu-
man/animal diseases (just to name few contributions, see [5,20,27,31,32,36,40–42,
52]). Much attention has been given to models with constant delays representing
either the infectious period after which the infected individuals are removed, or the
constant latency time or both [3,48,49]. The global stability properties of equilibria,
for SIR [5,31,40] and SEIR [3,29,38,49] epidemic models including delay, are among
the relevant results that have been obtained through qualitative analysis.

In 2010, Cunniffe and Gilligan [10] presented a particular formulation to model
plant epidemics. The aim of their study was to analyse the effect of different host
dynamics on invasion, persistence and control of the disease. The model incorporates
two sources of infection: a primary infection due to a free-living inoculum (free-
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living infective stages, fragments of previously infected tissue, spores, other resting
structures e. g. sclerotia [17]), denoted by X, and a secondary infection due to the
transmission from infected (I) to susceptible hosts (S). Due to the symbols used
for denoting the state variables, the model is called “SIRX model” and it has been
argued to be appropriate for soil-borne plant diseases caused by fungal pathogens like
Fusarium oxysporum, Gaeumannomyces graminis and Rhizoctonia solani [10,17], or
in general for plant parasites such as soil-borne and air-borne fungi, nematodes, and
bacteria [17].

The host dynamics plays a crucial role when the generation time of the host is
short compared to that of the pathogens. This is the case of diseases in which the
hosts are leaves, roots or other plant organs [14]. In a more recent paper [11], Cun-
niffe and Gilligan studied the effects of an antagonist population on the interaction
between plant host and soil-borne pathogen, where this last interaction is modelled
with an SIX model, which is a variant of a class of models analysed by Gubbins et
al. [17].

As addressed by Cunniffe et al. [12], it is sometimes necessary to incorporate
the latent period in plant epidemic models. Sporulating plant pathogens such as
Leveillula taurica, Magnaporthe grisea and Ascochyta blight, that can have different
hosts like pepper, rice, chickpea (just to cite some of them), have latent periods
that can vary between 5 and 21 days depending on the climatic conditions [37,
39]. Particularly in the cases of polycyclic pathogens, if the inoculum has a short
generation time and an abundant spore production, with massive multiplication in
susceptible hosts, it can give rise to rapid and devastating epidemics. It is therefore
extremely important to understand how the latent time, which is needed for the
production of spores, e. g. in the case of fungal pathogens, influences the dynamics
of the epidemics.

In this paper we analyse the interaction between plants and (air-) soil-borne
pathogens, and consider the primary infection delayed. More precisely, the trans-
mission of primary infection at time t is described by the term βpX(t− τ)S(t)e−cτ

where c and βp are positive constants, S(t) is a measure of the susceptible host at
time t, X(t − τ) represents the inoculum produced at the previous time t − τ and
e−cτ represents the survival probability of inoculum through the latent time [t−τ, t].
We also consider the transmission from infected to susceptible hosts instantaneous,
which means that the time needed by the pest to spread from an infected to a
susceptible host is negligible compared to the time of latency.

Our goal is to study the effects of the latent time length, described by the delay,
on the dynamics of the (air-) soil-borne plant disease. At this aim, methods of
qualitative analysis as stability theory, bifurcation theory and uniform persistence
theory for infinite dimensional systems are applied.

The organisation of the paper is the following: in Section 2, the model is pre-
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Figure 1: Transfer diagram of the plant–pathogen interaction model in terms of
Susceptibles, Infectious and free-living inoculum density (System (2) with τ = 0).

sented together with its basic properties as positivity and boundedness of solutions.
Section ?? is devoted to equilibria existence and local stability analysis. We also
give the delay domain of existence of the coexistence equilibrium. In Section 3 the
global stability analysis of the disease-free equilibrium is performed. Furthermore,
necessary and sufficient conditions for the permanence of the system are given. In
Section 4 the undelayed model is studied and some numerical simulations are shown
in Section 5. Conclusions are given in Section 6.

2 The model and its basic properties

We consider the following system of delay differential equations with discrete delay:

dS(t)

dt
= bS(t)

(
1− S(t)+I(t)

k

)
− [βpX(t− τ)e−cτ + βsI(t)]S(t)

dI(t)

dt
= [βpX(t− τ)e−cτ + βsI(t)]S(t)− µI(t)

dX(t)

dt
= aI(t)− cX(t).

(2)

In this model, the state variables are the fractions in which the host is divided:
susceptibles (S); infectious (I); and the free-living inoculum, or vector, density (X).
The inoculum requires a time τ to become infectious. We assume τ ∈ R+.

The parameters are all positive constants. b is the birth rate of susceptible hosts,
k is the carrying capacity of the susceptible host population in absence of pathogens,
βp (resp. βs) is the transmission rate of the primary (resp. secondary) infection, the
term e−cτ represents the survival probability of inoculum through the latent time
[t − τ, t], µ is the rate of disease induced mortality for the infected hosts, a is the
rate of production of inoculum by infected hosts, and c is the rate of decay of the
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inoculum. The transfer diagram of the instantaneous model (i.e. system (2) with
τ = 0) is depicted in Figure 1.

When τ = 0, the model reduces to a particular variant of the model introduced
by Cunniffe and Gilligan in [11], and therefore a variant of the class of models
introduced by Gubbins et al. in [17].

For biological reasons the initial conditions are non-negative continuous functions

S(θ) = φ1(θ); I(θ) = φ2(θ); X(θ) = φ3(θ),

where φ(θ) = (φ1, φ2, φ3)T ∈ C, are functions such that φi(θ) ≥ 0, (−τ ≤ θ ≤
0, i = 1, 2, 3). C denotes the Banach space C

(
[−τ, 0] ,R3

+

)
of continuous functions

mapping the interval [−τ, 0] into R3
+ with the supremum norm

‖φ‖ = sup
θ∈[−τ,0]

|φ(θ)|,

where | · | is any norm in R3
+.

Lemma 2.1. Any solution of (2) with φ(θ) > 0, θ ∈ [−τ, 0] remains positive when-
ever it exists.

Proof. The first equation of (2) can be rewritten as

dS

dt
− S F (S,X, I) = 0,

where

F (S,X, I) := b

(
1− I

k
− 1

b
g(X, I)− 1

k
S

)
, g(X, I) := βpX(t− τ)e−cτ + βsI(t).

Therefore,(
dS

dt
− SF (S,X, I)

)
e−

∫ t
0 F (r)dr = 0 =⇒ d

dt

(
S e−

∫ t
0 F (r)dr

)
= 0.

Since S(0) = φ1(θ) > 0 then S(t) > 0, t ≥ 0.
To prove the lemma for I(t) let (S(t), I(t), X(t)) be a solution of (2) associated

with positive initial conditions. First, let us assume that t̄ > 0 is the first time such
that X(t̄) = 0, X(t) < 0 for t ∈ (t̄, t̄+ ε), with ε > 0 and sufficiently small (ε < τ),
and for −τ ≤ t < t̄, X(t) > 0. From the third equation of system (2) we get

dX

dt

∣∣∣∣
t=t̄

= aI(t̄)
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Solving the second equation of system (2) we obtain

I(t̄) =

[
I0 +

∫ t̄

0
βpX(t− τ)S(t)e−cτe

∫ t
0 (µ−βsS(θ))dθdt

]
e
∫ t̄
0 (βsS(θ)−µ)dθ > 0

Consequently, on the interval (t̄, t̄+ ε), X(t) is negative and increasing, which con-
tradicts X(t̄) = 0, so we conclude that X(t) is positive for t ≥ 0. The positivity of
I follows from X and S by observing that

dI

dt
=

[
I0 +

∫ t

0
βpX(ξ − τ)S(ξ)e−cτe

∫ ξ
0 (µ−βsS(θ))dθdξ

]
e
∫ t
0 (βsS(θ)−µ)dθ > 0

Lemma 2.2. The compact set

Ω =
{

(S, I,X) ∈ R3
+0 : S + I ≤ LM, X ≤ a

c
LM

}
, (3)

where M = max{S(0), k}, L = b+1
µm

, µm = min{1, µ} is globally attractive and in-
variant for the solutions of (2).

Proof. From the first equation of (2) we obtain

dS

dt
< bS

(
1− S

k

)
=⇒ lim sup

t→+∞
S(t) ≤M.

By introducing
z(t) = S(t) + I(t),

we get
dz

dt
≤ (b+ 1)M − µmz.

Therefore, by applying the theorem of differential inequalities [6] we have

z(t) < z(0)e−µmt +
(b+ 1)M

µm
(1− e−µmt) =⇒ lim

t→+∞
z(t) ≤ b+ 1

µm
M.

With the same technique it is possible to prove the result for X.

By introducing the scaled dimensionless variables

Ŝ =
S

k
, Î =

I

k
, X̂ =

bX

ak
, t̂ = bt, τ̂ = bτ,
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and the dimensionless parameters

β̂p =
βpak

b2
, β̂s =

βsk

b
, µ̂ =

µ

b
, ĉ =

c

b
,

and by dropping the hats, we get the dimensionless system

dS

dt
= S(t) (1− S(t)− I(t))− [βpX(t− τ)e−cτ + βsI(t)]S(t)

dI

dt
= [βpX(t− τ)e−cτ + βsI(t)]S(t)− µI(t)

dX

dt
= I(t)− cX(t),

(4)

with the following initial conditions

(φ1(θ), φ2(θ), φ3(θ)) ∈ C
(
[−τ, 0] ,R3

+

)
, φi(0) ≥ 0, i = 1, 2, 3. (5)

The basic reproductive number of the pathogen is given by

R0 =
βpe
−cτ + βsc

µc
. (6)

We recall that, generally speaking, R0 is defined as the total number of infections
arising from one infected individual that is introduced into a healthy population. In
the context of plant diseases, Van de Bosh et al. emphasise how particularly indica-
tive is the equivalent definition of generation–to–generation multiplication factor of
the pathogen population at low pathogen density [45]. The correspondence between
this definition and the mathematical expression (6) is particularly evident when R0

is written in terms of the dimensional parameters. Furthermore, it is interesting to
notice that R0 can be written as partitioned into two independent components cor-
responding to the primary and the secondary infection respectively, R0 = Rp0 +Rs0.

In terms of the dimensionless parameter we can see that Rp0 =
βpe−cτ

µc , therefore it
represents the average number of new infections produced with a rate βp by the free-
living inoculum, which survived the latent period of length τ over the mean lifetime
of the inoculum 1/c, over the mean lifetime of the infection 1/µ. Analogously,
Rs0 = βs

µ , so that it represents the average number of new infections produced with
a rate βs by the infected host (e. g. through release of spores) over 1/µ.

Theorem 2.1. For all values of the parameters, system (4) admits two steady state
solutions

(i) The trivial equilibrium E0 = (0, 0, 0);
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(ii) The pathogen–free equilibrium E1 = (1, 0, 0).

Furthermore,

(iii) If R0 > 1, system (4) admits the coexistence equilibrium E2 = (S∗, I∗, X∗),
where

S∗ =
1

R0
, I∗ =

1

µR0 + 1

(
1− 1

R0

)
, X∗ =

I∗

c
.

Proof. Points (i) and (ii) can be easily checked. As for (iii), the coexistence equi-
librium E2 = (S∗, I∗, X∗) can be obtained as solution of the algebraic system

1− S∗ − I∗ −
(
βpX

∗e−cτ + βsI
∗) = 0 (7)(

βpX
∗e−cτ + βsI

∗)S∗ − µI∗ = 0 (8)

I∗ − cX∗ = 0. (9)

Remark 2.1. The delay domain Γ of existence of the coexistence equilibrium E2

requires R0 > 1. We observe that

(i) If µ < βs then Γ = R+;

(ii) If µ > βs then Γ = {τ ∈ R+ : τ < τmax}, where

τmax :=
1

c
ln

(
βp

c(µ− βs)

)
.

In order to determine the stability properties of the equilibria we write the char-
acteristic equation corresponding to E0, E1 and E2, respectively. The characteristic
equation of system (4) at a generic equilibrium Ē = (S̄, Ī, X̄) is given by 1− 2S̄ − Ī − βsĪ − βpe−cτ X̄ − λ −(βs + 1)S̄ −βpe−(λ+c)τ S̄

βsĪ + βpe
−cτ X̄ βsS̄ − µ− λ βpe

−(λ+c)τ S̄
0 1 −c− λ

 = 0. (10)

At E0 = (0, 0, 0) equation (10) becomes

(1− λ)(−µ− λ)(−c− λ) = 0. (11)

Since equation (11) has a positive root, we can conclude that E0 is an unstable
equilibrium (saddle point).
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At Ei, i = 1, 2 equation (7) is satisfied, and the characteristic equation (10) can
be written as a third order transcendental equation

P0(λ) + P1(λ)e−λτ = 0, (12)

where the polynomials P0(λ) and P1(λ) can be written as follows

P0(λ) = (c+ λ)
[
(S̄ + λ)(βsS̄ − µ− λ)− (βs + 1)µĪ

]
,

P1(λ) = βpe
−cτ [S̄(S̄ + λ)− µĪ

]
.

The stability analysis for E1 follows.

Theorem 2.2. The pathogen free equilibrium E1 = (1, 0, 0) of system (4) is

(i) unstable if R0 > 1;

(ii) linearly neutrally stable if R0 = 1;

(iii) asymptotically stable if R0 < 1.

Proof. At E1 the characteristic equation (12) becomes

(λ+ 1)
(

(βs − µ− λ)(−c− λ)− βpe−(λ+c)τ
)

= 0. (13)

Equation (13) has a real negative root λ = −1 and the other roots are solutions of

∆(λ) := (βs − µ− λ)(−c− λ)− βpe−(λ+c)τ = 0. (14)

(i) Assuming R0 > 1, then

∆(0) = −c(βs − µ)− βpe−cτ = µc(1−R0).

Therefore, ∆(0) < 0. Since lim
λ→+∞

∆(λ) = +∞, there exists at least one posi-

tive root of (14).

(ii) If R0 = 1, then λ = 0 is a simple characteristic root of (14). Let λ = α + iω
any of the other solutions, then (14) turns into:

(α+ iω)2 + (α+ iω)(c+ µ− βs) + c(µ− βs) = e−(α+iω)τβpe
−cτ , (15)

By using Euler’s formula and by separating real and imaginary parts we can
write

−ω2 + α2 + α(c+ µ− βs) + c(µ− βs) = e−(α+c)τβp cosωτ,

2αω + ω(c+ µ− βs) = −e−(α+c)τβp sinωτ.
(16)
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Observing that R0 = 1 implies c(µ − βs) = βpe
−cτ . Moreover, if there ex-

ist roots satisfying both equations (16), then they also satisfy the equation
obtained by squaring and adding them member to member, we obtain

((c+ α)2 + ω2)((α+ µ− βs)2 + ω2) = c2e−2ατ (µ− βs)2. (17)

For equation (17) to be verified we must have α ≤ 0. Therefore E1 is linearly
neutrally stable.

(iii) Let be R0 < 1 (which implies (µ−βs > 0). Observe that all roots of (14) have
negative real part for τ = 0. Our goal is to prove that for any values of the
parameters the characteristics roots cannot reach the imaginary axis. This
means that for any values of the parameters and for all delays τ it happens
that Re(λ) < 0. Let λ = iω, ω ∈ R+ be a root of (14). Then, it must satisfy

ω4 + ω2(c2 + (µ− βs)2) + c2(µ− βs)2 − β2
pe
−2cτ = 0.

Since R0 < 1 then there are no positive real roots ω. Therefore, all roots of
(14) must have negative real part and E1 is asymptotically stable.

Now let us focus on the coexistence equilibrium E2. As we have seen, E2 exists
when R0 > 1. According to Remark 2.1 the stability properties of E2 have to be
investigated for each τ if µ < βs and for τ < τmax if µ > βs. At E2 the characteristic
equation (12) is

λ3 + a2λ
2 + a1λ+ a0 + (b0 + b1λ)e−λτ = 0, (18)

where

a2 = c+ µ+ S∗ − βsS∗; a1 = cS∗ + cµ+ S∗µ+ I∗(βs + 1)µ− cS∗βs − S∗2βs
a0 = cµS∗ + c(βs + 1)µI∗ − cβsS∗2; b1 = −S∗βpe

−cτ ; b0 = (µI∗ − S∗2)βpe
−cτ .

The characteristic equation (18) has delay dependent coefficients and it is quite
involved. Therefore, it is difficult to obtain information on the nature of the eigen-
values and the occurrence of stability switches. However, in the next section we will
show that system (4) is permanent when R0 > 1. That is, every solution of (4) will
eventually enter and remain in a compact region in the interior of the feasible set
(3). This means that for R0 > 1 the disease will maintain itself in the environment.
Furthermore, in Section 4 we will show that some stability properties for E2 can be
inferred from the analogous properties of the coexistence equilibrium for τ = 0.
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3 Permanence and global stability

First, we remark that using the same technique as in Lemma (2.2) it is possible to
prove the following:

Lemma 3.1. All feasible solutions of system (4) are bounded and enter the region

Ωε =

{
(S, I,X) ∈ R3

+0 : S + I ≤ 2M

µm
+ ε, X ≤ 2M

cµm
+ ε for all ε > 0

}
where µm = min{µ, 1} and lim supt→∞ S(t) ≤M with M = max{1, S(0)}.

Theorem 3.1. If R0 ≤ 1, then the solutions of (4) initiating in the interior of Ωε

for any positive ε, satisfy (S(t), I(t), X(t))→ (1, 0, 0) as t→∞.

Proof. Let us consider the first caseR0 < 1. We introduce the following non-negative
Lyapunov functional [3, 52]:

V (t) = X(t) + ω1I(t) + ω2

∫ t

t−τ
X(u)du+ ω3 (S(t)− 1)2 ,

with ωi > 0, (i = 1, 2, 3). Along the solutions of (4) we obtain (from now on the
upper dot denotes the time derivative)

V̇ |(4) = −
{

2ω3 (1− S(t))2 S(t) + (c− ω2)X(t)

+
[
2ω3βpe

−cτS(t)2 − βpe−cτ (ω1 + 2ω3)S(t) + ω2]X(t− τ)
+
[
2ω3(βs + 1)S(t)2 − (2ω3(βs + 1) + ω1βs)S(t) + µω1 − 1

]
I(t)

}
.

We choose ωi (i = 1, 2, 3) satisfying the following conditions (see Remark 3.1):

(ω1 + 2ω3)2βpe
−cτ < 8ω2ω3, (19)

[(ω1 + 2ω3)βs + 2ω3]2 < 8ω3(βs + 1)(µω1 − 1). (20)

In this way we have: V̇ (t)|(4) ≤ 0. The maximum invariant set in {(S, I,X) ∈
Ωε : V̇ (t)|(4) = 0} is E1, since E0 is always an unstable saddle point. Therefore,
by applying the Lyapunov–LaSalle type theorem [28], we get (S(t), I(t), X(t)) →
(1, 0, 0) as t→∞ in Ωε when R0 < 1.

Let us now consider the case R0 = 1 or, equivalently, βpe
−τ + βsc = µc. From

the first equation of (4) we have Ṡ ≤ S(t)(1− S(t)). Therefore S(t) will be always
decreasing when above 1, and if there exist a time such that S(t) goes below 1 then
it must stay below 1 for all following times. Two cases are possible:
(a) S(t)→ 1 from above as t→∞;
(b) there exists a T such that S(t) < 1 for all t > T .
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In case (a) we only need to show that X(t)→ 0. Integrate the first equation of
system (4) from τ to t+ τ . We have,

S(t+ τ)− S(τ) =
∫ t+τ
τ (1− S(u))S(u)du−

(∫ t+τ
τ (1 + βs)I(u)S(u)du

+
∫ t+τ
τ βpe

−cτX(u− τ)S(u)du
)

≤
∫ t+τ
τ (1− S(u))S(u)du−

(∫ t+τ
τ (1 + βs)I(u)du

+
∫ t+τ
τ βpe

−cτX(u− τ)du
)

≤ −
∫ t

0 βpe
−cτX(u)du.

Hence, ∫ t

0
βpe
−cτX(u)du ≤ −S(t+ τ) + S(τ) ≤ S(0).

Letting t → ∞, we can conclude that X(t) ∈ L1(0,∞) and therefore, X(t) → 0.
From the second equation of (4) and by observing that βs − µ < 0 we get that
limt→∞X(t) = 0 implies limt→∞ I(t) = 0.

In case (b) we can consider the functional

V (t) = (µ− βs)X(t) + I(t) + βpe
−cτ
∫ t

t−τ
X(u)du.

Then, for all t > T + τ , we obtain,

V̇ |(4) = −βpe−cτ (1− S(t))X(t− τ)− βs(1− S(t))I(t) < 0.

Applying the Lyapunov–LaSalle theorem we obtain that (I(t), X(t))→ 0 as t→∞
and therefore limt→∞(S(t), I(t), X(t)) = (1, 0, 0).

Remark 3.1. As an example of ω1, ω2, ω3 satisfying (19) and (20), take ω2 = c.
Then, (20) is equivalent to (1+βs)

2ω2
3+2(1+βs)(βsω1+2−2µω1)ω3+β2

sω
2
1 < 0 which

is true for some ω3 > 0 if βsω1 + 2− 2µω1 < 0 and (βsω1 + 2− 2µω1)2 − β2
sω

2
1 > 0.

The latter two conditions are satisfied if ω1 >
1

µ−βs . By observing that R0 < 1 is

equivalent to βpe
−τ < c(µ − βs) and with the previous choices of ωi, (i = 1, 2) we

obtain that also (19) is satisfied for any ω3.

From Theorems 2.2 and 3.1 we obtain the following corollary:

Corollary 3.1. The pathogen free equilibrium E1 = (1, 0, 0) of system (4) is globally
asymptotically stable in Ωε for any ε > 0 if R0 < 1.

In the following we will prove that the instability of E1 implies that system (4)
is permanent. Some definitions and a lemma are necessary to establish the main
result.

12



Definition 3.1. System (4) is said to be permanent if there exists a compact region,
say U ∈ R3

+, such that every solution of (4) with positive initial condition will
eventually enter and remain in the region U .

We begin by observing that for a dissipative system uniform persistence is equiv-
alent to permanence. To prove the permanence of system (4) we will use the uniform
persistence theory for infinite dimensional systems [19]. Let U be a complete met-
ric space. Suppose that U0 is an open set dense in U , and U0 is a set such that
U0 ∪ U0 = U, U0 ∩ U0 = ∅. Assume that T (U) is a C0 semigroup on U satisfying

T (t) : U0 → U0, T (t) : U0 → U0. (21)

Let Tb(t) = T (t)|U0 and let Ab be the global attractor for Tb(t).

Definition 3.2. The semigroup T (t) is said to be point dissipative in U if there is
a bounded non empty set B in U such that, for any u ∈ U , there is a t0 = t0(u,B)
such that T (t)u ∈ B for t ≥ t0.

Definition 3.3. The semigroup T (t) is said to be uniformly persistent if there is an
η > 0 such that for any u ∈ U0, lim inft→∞ d(T (t)u, U0) ≥ η.

Lemma 3.2. Suppose that T (t) satisfies (21) and we have the following:

• (i) there is a t0 ≥ 0 such that T (t) is compact for t > t0;

• (ii) T (t) is a point dissipative in U ;

• (iii) Ãb =
⋃
u∈Ab ω(u) is isolated and has an acyclic covering M̂ , where

M̂ = {M1,M2, . . . ,Mn}.

Then T (t) is uniformly persistent if and only if for each Mi ∈ M̂

W s(Mi) ∩ U0 = ∅ for i = 1, 2, . . . , n

The proof of this lemma can be found in [19]. A consequence of this result is
that U0 is a uniform repeller with respect to U0, i.e., there is an ε > 0 such that for
any u ∈ U0, lim inft→+∞ d(T (t)u, U0) ≥ ε, where d is the distance of T (t)u from U0.

We are now able to prove the following result:

Theorem 3.2. System (4) is permanent provided that µ < βs.

13



Proof. We begin by showing that the boundary planes of R3
+ repel the positive

solutions of system (4) uniformly. Let U = C
(
[−τ, 0] ,R3

+

)
, U0 = intU and U0 = ∂U .

We will now verify that the conditions of Lemma 3.2 are satisfied. By the definitions
of U0 and system (4) it is easy to see that U0 is positively invariant. Moreover,
conditions (i) and (ii) of Lemma 3.2 are trivially satisfied. We therefore only need to
verify (iii) and that W s(Mi)∩U0 = ∅. Since µ < βs implies R0 > 1 then (4) admits
two constant solutions E0 and E1 on U0 corresponding to S(t) = I(t) = X(t) = 0
and S(t) = 1, I(t) = X(t) = 0. If (S(t), I(t), X(t)) is a solution of (4) with initial
conditions in C1 = {(φ1, φ2, φ3) ∈ C([−τ, 0],R3

+) : φ1 = 0, θ ∈ [−τ, 0]} then we have

Ṡ(t)|((φ1,φ2,φ3)∈C1) = 0, from which we obtain S(t)|((φ1,φ2,φ3)∈C1) = 0 and respectively

from the second and the third equation of (4) we get İ(t) ≤ −µI(t) and Ẋ(t) ≤
−cX(t). Hence I(t)→ 0 and X(t)→ 0 as t→∞, that is all solutions starting in C1

approach E0, i.e. C1 = W s(E0). It is also easy to prove that all the solutions of (4)
starting in C2 = {(φ1, φ2, φ3) ∈ C([−τ, 0],R3

+) : φ2 = 0, φ3 = 0, φ1 6= 0, θ ∈ [−τ, 0]}
approach E1, that is C2 = W s(E1). Since if R0 > 1 then E0 and E1 are unstable,
Ãb is just the union of the constant solutions, and we can take the Mi to be these
constant solutions, which are also isolated invariant sets. Therefore {E0, E1} is our
isolated and acyclic covering of Ãb, satisfying condition (iii) of Lemma 3.2.

We now want to show that W s(Mi) ∩ U0 = ∅ for i = 1, 2, . . . , n. We will only
prove that W s(E1) ∩ U0 = ∅ since the proof of W s(E0) ∩ U0 = ∅ is simple. Let us
assume the contrary, that is W s(E1) ∩ U0 6= ∅ then there exists a positive solution
(S(t), I(t), X(t)) of system (4) such that limt→∞(S(t), I(t), X(t)) = (1, 0, 0). Since
µ < βs, then µ < βs(1 − ε) for a sufficiently small ε, and there exists a positive
constant T = T (ε) such that

S(t) > 1− ε > 0, 0 < I(t) < ε, 0 < X(t) < ε, ∀t ≥ T,

from the second equation we obtain

İ(t) = (βpX(t− τ)e−cτ + βsI(t))S(t)− µI(t) ≥
≥ (βs(1− ε)− µ)I(t), ∀t ≥ T + τ.

According to the comparison principle, if µ < βs then limt→∞ I(t) = +∞, contra-
dicting I(t) < ε. Therefore we have W s(E1) ∩ U0 = ∅. Finally, from Lemma 3.2
we are able to conclude that U0 repels the positive solutions of (4) uniformly, and
therefore that system (4) is permanent.

4 Undelayed system

This section is devoted to the study of the classical approach to plant–pathogen
interaction. That is, we consider the case of instantaneous transmission of primary
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infection. We perform a qualitative analysis of model (4) without delay, i.e., we set
τ = 0. This analysis has interest in itself and will also allow to get some information
on the stability of the coexistence equilibrium in the case with delay.

As shown in the previous sections, the delayed model undergoes a bifurcation
when the basic reproduction number crosses unity. Therefore, it is useful to investi-
gate the stability properties of system (4), without delay, near the criticality (that is
at E1 and R0 = 1). To this aim, we use the bifurcation theory approach developed
in [9, 13, 46], which is based on the centre manifold theory [18]. In particular, we
are interested to assess if there is a stable coexistence equilibrium bifurcating from
E1, and E1 changes from being stable to unstable. This behaviour is called forward
bifurcation [9, 13,46].

In short, it can be shown that the normal form representing the dynamics of the
system on the central manifold is given by

u̇ = au2 + bµu,

where,

a =
v

2
·Dxxf(x0, 0)w2 ≡ 1

2

n∑
k,i,j=1

vkwiwj
∂2fk
∂xi∂xj

(x0, 0), (22)

and

b = v ·Dxϕf(x0, 0)w ≡
n∑

k,i=1

vkwi
∂2fk
∂xi∂ϕ

(x0, 0). (23)

In the (22) and (23) ϕ denotes a bifurcation parameter to be chosen, fk’s denote
the right hand side of system (4) with τ = 0, x denotes the state vector, x0 the
disease–free equilibrium E1 and v and w denote, respectively, the left and right
eigenvectors corresponding to the null eigenvalue of the Jacobian matrix of system
(4) with τ = 0, evaluated at criticality.

We have the following result:

Theorem 4.1. When τ = 0, system (4) exhibits a forward bifurcation at E1 and
R0 = 1.

Proof. We assume the parameter values such that R0 = 1 that is βp +βsc = µc. By
choosing βp as bifurcation parameter, the critical value is:

β∗p = (µ− βs) c. (24)

Note that the eigenvalues of the matrix,

J(E1, β
∗
p) =


−1 −βs − 1 − (µ− βs) c

0 βs − µ (µ− βs) c

0 1 −c

 , (25)
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are given by λ1 = −1 and the solutions of

(βs − µ− λ) (−c− λ) + c(βs − µ) = 0,

that is: λ2 = βs−µ−c (which is negative when R0 = 1, see (24)) and λ3 = 0. Hence,
when R0 = 1, the disease–free equilibrium E1 is a non-hyperbolic equilibrium.

The right eigenvectors w = (w1, w2, w3)T of (25) are given by: J(E1, β
∗
p)w = 0.

We obtain:
−w1 + [−βs − 1]w2 + (βs − µ)cw3 = 0

(βs − µ)w2 − (βs − µ)cw3 = 0

w2 − cw3 = 0,

so that:
w1 = c [−1− µ]w3; w2 = cw3.

The left eigenvectors v = (v1, v2, v3)T of (25) are given by: J(E1, β
∗
p)Tv = 0. We

obtain:
v1 = 0

[−βs − 1] v1 + (βs − µ) v2 + v3 = 0

(βs − µ) cv1 − (βs − µ) cv2 − cv3 = 0,

so that
v1 = 0; v2 =

v3

µ− βs
.

The coefficients a and b given in (22) and (23) may be now explicitly computed.
Taking into account system (4) with τ = 0 and considering only the nonzero com-
ponents of the left eigenvector v, it follows that:

a = 2v2w1w2
∂2f2

∂S∂I
(E1, β

∗
p) + 2v2w1w3

∂2f2

∂S∂X
(E1, β

∗
p),

and

b = v2w3
∂2f2

∂X∂βp
(E1, β

∗
p),

where f2 is the right hand side of second equation of system (4) with τ = 0, f2 =
βpSX + βsSI − µI. It can be checked that:

∂2f2

∂S∂I
(E1, β

∗
p) = βs,

∂2f2

∂S∂X
(E1, β

∗
p) = β∗p ,

∂2f2

∂X∂βp
(E1, β

∗
p) = 1.

It follows:
b =

v3w3

µ− βs
,
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so that b is positive, and:

a = 2v2w1w2βs + 2v2w1w3β
∗
p =

2c [1− µ] v3w
2
3

µ− βs
(
cβs + β∗p

)
,

which can be written, taking into account of (24),

a =
2µc2 [−1− µ] v3w

2
3

µ− βs
.

Therefore, a is negative and the bifurcation is forward.

The theorem above states that for values of R0 greater than 1 but close to 1, the
model admits a unique infected equilibrium, which is locally asymptotically stable.
In the next theorem we find a sufficient condition ensuring that this property holds
true for R0 greater than 1.

Theorem 4.2. If R0 > 1 and τ = 0 then the infected equilibrium equilibrium
E2 = (S∗, I∗, X∗) is locally asymptotically stable if µ ≥ βp.

Proof. When τ = 0 equation (18) becomes

λ3 + a2λ
2 + (a1 + b1)λ+ a0 + b0 = 0. (26)

Since

a2 = c+
1

R0
+

βp
cR0

> 0 and a0 + b0 = µI∗(βp + cβs + c) > 0,

from the Routh–Hurwitz criterion we know that all roots of (26) have negative real
parts if

a2(a1 + b1)− (a0 + b0) > 0,

that is

F (R0) := (c4 + cI∗(βp + cβs)(µ−βp) + cI∗µ(βpβs + c))R2
0 + c2(2βp + c)R0 +βp(βp + c) > 0,

which is verified if the hypothesis holds.

As corollary of Theorem 4.2, it follows that for µ < βp the onset of oscillations
may take place. In particular from a direct application of the criterion in [30], we
have the following result:

Corollary 4.1. If τ = 0, R0 > 1 and c4 +cI∗(βp+cβs)(µ−βp)+cI∗µ(βpβs+c) < 0

then there exist a Rc such that if dF (R0)
dR0

∣∣∣
R0=Rc

6= 0 at R0 = Rc system (4) undergoes

a Hopf bifurcation.
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5 Numerical results and further developments

We can observe that once the stability properties of the equilibrium E2 are known for
the case without delay (τ=0), stability switches may happen for certain values of the
delay τ when the characteristic roots reach the imaginary axis. Let λ = iω, ω > 0,
be a root of (18). Then, by separating real and imaginary parts and using Euler’s
formula, we get

−a2ω
2 + a0 = −b0 cos(ωτ)− b1ω sin(ωτ),

−ω3 + a1ω = −b1ω cos(ωτ) + b0 sin(ωτ).
(27)

Squaring and adding both equations, we obtain

ω6 + T1ω
4 + T2ω

2 + T3 = 0, (28)

where
T1 = a2

2 − 2a1, T2 = a2
1 − 2a0a2 − b21, T3 = a2

0 − b20.

Depending on the sign of Ti, i = 1, 2, 3, equation (28) will admit one or two positive
real roots. For example, if a0 < b0 then T3 < 0 and (28) can only have one positive
real root ω0, that is the characteristic equation (18) admits a pair of purely imaginary
roots in the form ±iω0. It is important to notice that ω = ω(τ) and that there exists
a set I ⊆ R such that if τ ∈ I then ω(τ) is a positive root of (28) otherwise ω(τ) is
not definite. From (27) we know that τ = τ0n corresponding to ω = ω0(τ) is defined
as

τ0n(τ) =
1

ω0(τ)

(
ωb1(a0 − ω2a2)− b0(a1ω − ω3)

b0(a0 − ω2a2) + ωb1(a1ω − ω3)
+ 2nπ

)
,

and that the imaginary roots of the characteristic equation (18) crosses the imag-
inary axis from left to right if δ(τ0) > 0, and from right to left if δ(τ0) < 0 [4],
with

δ(τ0) = sign

{
d<eλ
dτ

∣∣∣∣
λ=iω0(τ0)

}
.

Due to the complexity of computations we will not prove this result analytically,
but with the aid of numerical simulations we will show that when E2 is unstable and
there exists a stable limit cycle, then for large values of the delay a Hopf bifurcation
occurs with the disappearance of the stable periodic orbit and the stabilisation of
the equilibrium.

Remark 5.1. If T3 > 0 and (28) has only one real root, then the root will be
negative. This implies that the delay does not change the stability properties of E2.
If T3 > 0 and (28) has three real roots, then two of them will be positive if and only
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Figure 2: Temporal behaviour of the infected host and corresponding three-
dimensional phase of system (4) obtained by using the following parameters:
τ = 0, βp = 0.3, βs = 0.5, µ = 0.05 and c = 0.15. In this case E2 is unstable,
the conditions of Corollary 4.1 hold, and system (4) has a periodic orbit.

if T1 < 0 or T1 = 0, T2 < 0. Finally, if T3 < 0 then at least one real root of (28)
will be positive. In the last two cases the method described above can be applied and
stability switches can happen.

We consider the region of the parameter space of system (4) corresponding to
the existence of the internal equilibrium, that is R0 > 1. To illustrate the transition
from the instability to the stability of E2, we will initially assume τ = 0 and then
τ > τ0. We consider the following parameter values: βp = 0.3, βs = 0.5, µ = 0.05
and c = 0.15. In this way, for τ = 0 we get R0 = 50, E2 ≡ (0.02, 0.28, 1.87) is
unstable and system (4) has a periodic orbit (see Figure 2). In this case equation
(28) admits one or two positive real roots for τ ∈ [0, 5.344]. In particular there
exists a critical delay τ0 = 5.3 such that E2 is unstable for τ < τ0 (see Figure 3) and
acquires stability by a Hopf bifurcation for τ > τ0 as shown in Figure 4.

6 Conclusions

The main aim of this paper was to analyse how the latent time of the disease, rep-
resented by a time delay in the infectivity of the free-living inoculum, can affect
the dynamics of (air-) soil-borne plant disease models. As widely mentioned in the
previous sections, these type of models have been extensively studied by Gilligan
and coworkers. In their works, they were mostly interested in conditions for cultural
or biological control of the disease, and therefore of the pathogen [10,11, 17]. Here,
we studied a variant of the class of models introduced by Gubbins et al. [17]. In par-
ticular, we considered that the primary infection is not instantaneous but delayed.
Therefore model (2) is given by delay differential equations with delay dependent
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Figure 3: Temporal behaviour of the infected host and corresponding three-
dimensional phase of system (4) obtained by using the following parameters:
τ = 4, βp = 0.3, βs = 0.5, µ = 0.05 and c = 0.15. In this case 0 < τ < τ0, E2

is unstable and system (4) has a periodic orbit.

parameters.
Regarding the disease-free equilibrium E1, we showed that the classical stability–

threshold holds true. If R0 < 1, then the pathogens are unable to invade and the
pathogen-free equilibrium is globally asymptotically stable, whereas if R0 > 1 then
E1 becomes unstable (Theorem 2.2).

We have shown that the delay influences the delay-existence domain of the coex-
istence equilibrium E2 (Remark 2.1). In other words, when the basic reproduction
number is greater than unity and the infectious hosts are removed at a rate that is
greater than the secondary infection rate (i.e., µ > βs) then the disease can’t become
endemic unless the length of the latent time is small enough. On the opposite, when
µ < βs the disease can become endemic for all sizes of the delay. Furthermore, if the
coexistence equilibrium is unstable the delay can affect its stability properties, and
the effect of the delay is stabilising (Figure 4). These results are biologically rele-
vant because suggest that plant epidemics can be successful: (i) if pathogens have
short latent periods for the primary infection, in case of slow diffusion of secondary
infection; (ii) if the secondary infection rate is large enough and exceeds the removal
rate of the infected host. In this last case a periodic behaviour of the epidemics will
not occur with large delays (latency), e. g. due to the generation time for spore
production, as in fungal pathogens.

Additionally, the delay is harmless in affecting the stability property of E2 by
failing to induce stability switches when E2 is stable. On the contrary, when E2

is unstable, and a periodic solution has emerged near the steady state, then large
delays can be stabilising and cause the disappearance of the periodic orbit. This
result seems to be particularly interesting. In fact, in [10] the authors found a
reduction in the range of values ensuring the endemic stability. This circumstance
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Figure 4: Temporal behaviour of the infected host and corresponding three-
dimensional phase of system (4) obtained by using the following parameters:
τ = 6, βp = 0.3, βs = 0.5, µ = 0.05 and c = 0.15. In this case τ > τ0 and
δ(τ0) < 0, therefore the imaginary roots of the characteristic equation (18) crossed
the imaginary axis from right to left causing the stabilisation of E2.

is deemed to be due to the host logistic growth. We show that such reduction does
not occur when the latency period is large enough.

Finally we analysed the case τ = 0. We showed that near the criticality (at E1

and R0 = 1) there is a stable coexistence equilibrium (E2) bifurcating from E1, and
E1 changes from being stable to unstable. Nevertheless, E2 can destabilise through
Hopf bifurcation and an onset of oscillations occurs. Unfortunately, the condition
guaranteeing the Hopf bifurcation involves multiple parameters and for this reason
does not allow a feasible biological interpretation.

Acknowledgments

The authors would like to thank the anonymous referees for their helpful comments
and suggestions.

References

[1] [10.1038/280361a0] R. M. Anderson and R. M. May, Population biology of
infectious diseases: Part I, Nature, 280 (1979), 361–367.

[2] R. M. Anderson and R. M. May, Infectious Diseases of Humans: Dynamics
and Control, Oxford University Press, Oxford and New York, 1991.

21



[3] (MR2831780) [10.3934/mbe.2011.8.931] E. Beretta and D. Breda, An SEIR
epidemic model with constant latency time and infectious period, Math. Biosci.
Eng., 8 (2011), 931–952.

[4] (MR1897706) [10.1137/S0036141000376086] E. Beretta and Y. Kuang, Geomet-
ric stability switch criteria in delay differential systems with delay dependent
parameters, SIAM J. Math. Anal., 33 (2002), 1144–1165.

[5] (MR1331508) [10.1007/BF00169563] E. Beretta and Y. Takeuchi, Global sta-
bility of an SIR epidemic model with time delays, J. Math. Biol., 33 (1995),
250–260.

[6] G. Birkhoff and G. Rota, Ordinary Differential Equations, John Wiley and
Sons, Boston, 1982.

[7] (MR3181321) [10.1016/j.amc.2014.01.127] B. Buonomo and M. Cerasuolo, Sta-
bility and bifurcation in plant–pathogens interactions, Appl. Math. Comput.,
232 (2014), 858–871.

[8] (MR1224446) [10.1007/978-3-540-70514-7] V. Capasso, Mathematical Struc-
tures of Epidemic Systems, Springer, Berlin, 1993.

[9] (MR2130673) [10.3934/mbe.2004.1.361] C. Castillo–Chavez and B. Song, Dy-
namical models of tuberculosis and their applications, Math. Biosci. Engin., 1
(2004), 361–404.

[10] [10.1098/rsif.2009.0226] N. J. Cunniffe and C. A. Gilligan, Invasion, persis-
tence and control in epidemic models for plant pathogens: The effect of host
demography, J. Royal Soc. Interface, 7 (2010), 439–451.

[11] (MR2975009) [10.1016/j.jtbi.2011.02.023] N. J. Cunniffe and C. A. Gilligan,
A theoretical framework for biological control of soil–borne plant pathogens:
Identifying effective strategies, J. Theor. Biol., 278 (2011), 32–43.

[12] [10.1094/PHYTO-12-10-0338] N. J. Cunniffe, R. O. J. H. Stutt, F. van den
Bosch and C. A. Gilligan, Time–dependent infectivity and flexible latent and
infectious periods in compartmental models of plant disease, Phytopathology,
102 (2012), 365–380.

[13] (MR1608613) [10.1007/s002850050099] J. Dushoff, W. Huang and C. Castillo–
Chavez, Backward bifurcations and catastrophe in simple models of fatal dis-
eases, J. Math. Biol., 36 (1998), 227–248.

22



[14] [10.1016/S0065-2296(02)38027-3] C. A. Gilligan, An epidemiological framework
for disease management, Adv. Bot. Res., 38 (2002), 1–64.

[15] [10.1098/rstb.2007.2181] C. A. Gilligan, Sustainable agriculture and plant
diseases: An epidemiological perspective, Philos. T. Roy. Soc. B, 363 (2008),
741–759.

[16] [10.1146/annurev.phyto.45.062806.094357] C. A. Gilligan and F. van den Bosch,
Epidemiological models for invasion and persistence of pathogens, Annu. Rev.
Phytopathol., 46 (2008), 385–418.

[17] [10.1006/tpbi.1999.1441] S. Gubbins, C. A. Gilligan and A. Kleczkowski. Pop-
ulation dynamics of plant–parasite interactions: thresholds for invasion. Theor.
Pop. Biol., 57 (2000), 219–233.

[18] (MR709768) [10.1007/978-1-4612-1140-2] J. Guckenheimer and P. Holmes,
Nonlinear Oscillations, Dynamical Systems and Bifurcations of Vector Fields,
Springer-Verlag, Berlin, 1983.

[19] (MR982666) [10.1137/0520025] J. Hale and P. Waltman, Persistence in infinite–
dimensional systems, SIAM J. Math. Anal., 20 (1989), 388–395.

[20] (MR2806492) [10.1007/s00285-010-0368-2] G. Huang and Y. Takeuchi, Global
analysis on delay epidemiological dynamic models with nonlinear incidence, J.
Math. Biol., 63 (2011), 125–139.

[21] [10.1111/j.1365-3059.1986.tb02026.x] M. J. Jeger, Asymptotic behaviour and
threshold criteria in model plant disease epidemics, Plant Pathol., 35 (1986),
355–361.

[22] [10.1111/j.0307-6962.2004.00394.x] M. J. Jeger, J. Holt, F. Van Den Bosch and
L. V. Madden, Epidemiology of insect–transmitted plant viruses: Modelling
disease dynamics and control interventions, Physiol. Entomol., 29 (2004), 291–
304.

[23] [10.1016/j.jtbi.2008.09.036] M. J. Jeger, P. Jeffries, Y. Elad and X-M Xu, A
generic theoretical model for biological control of foliar plant diseases, J. Theor.
Biol., 256 (2009), 201–214.

[24] [10.1094/Phyto-84-24] M. J. Jeger and F. van den Bosch, Threshold criteria
for model plant disease epidemics. I. asymptotic results, Phytopathology, 84
(1994), 24–27.

23



[25] [10.1016/j.virusres.2011.05.012] M. J. Jeger, F. van den Bosch and L. V. Mad-
den, Modelling virus–and host–limitation in vectored plant disease epidemics,
Virus Res., 159 (2011), 215–222.

[26] [10.1093/imammb15.1.1] M. J. Jeger, F. Van Den Bosch, L. V. Madden and
J. Holt, A model for analysing plant–virus transmission characteristics and
epidemic development, Math. Med. Biol., 15 (1998), 1–18.

[27] (MR2192127) Z. Jin and Z. Ma, The stability of an SIR epidemic model with
time delays, Math. Biosci. Eng., 3 (2006), 101–109.

[28] (MR1218880) Y. Kuang, Delay Differential Equations: With Applications in
Population Dynamics, Academic Press, 1993.

[29] (MR1706068) [10.1016/S0025-5564(99)00030-9] M. Y. Li, J. R. Graef, L. Wang
and J. Karsai, Global dynamics of a SEIR model with varying total population
size, Math. Biosci., 160 (1999), 191–213.

[30] (MR1265895) [10.1006/jmaa.1994.1079] W. M. Liu, Criterion of Hopf bifurca-
tions without using eigenvalues, J. Math. Anal. Appl., 182 (1994), 250–256.

[31] (MR2091848) [10.1016/j.aml.2003.11.005] W. Ma, M. Song and Y. Takeuchi,
Global stability of an SIR epidemic model with time delay, Appl. Math. Lett.,
17 (2004), 1141–1145.

[32] (MR1936269) [10.2748/tmj/1113247650] W. Ma, Y. Takeuchi, T. Hara and E.
Beretta, Permanence of an SIR epidemic model with distributed time delays,
Tohoku Math. J., 54 (2002), 581–591.

[33] [10.1007/s10658-005-1229-5] L. V. Madden, Botanical epidemiology: Some key
advances and its continuing role in disease management, Eur. J. Plant Path.,
115 (2006), 3–23.

[34] L. V. Madden, G. Hughes and F. Van den Bosch, The Study of Plant Disease
Epidemics, American Phytopathological Society, St Paul, MN, 2007.

[35] [10.1038/280455a0] R. M. May and R. M. Anderson, Population biology of
infectious diseases: Part II, Nature, 280 (1979), 455–461.

[36] (MR2570523) [10.1016/j.nonrwa.2008.10.014] C. C. McCluskey, Complete
global stability for an SIR epidemic model with delay-distributed or discrete,
Nonlinear Anal. RWA, 11 (2010), 55–59.

24



[37] M. T. McGrath, N. Shishkoff, C. Bornt and D. D. Moyer, First occurrence of
powdery mildew caused by Leveillula taurica on pepper in New York, Plant
Disease, 85 (2001), 1122–1122.

[38] (MR1857535) [10.1137/S0036139999359860] H. L. Smith, L. Wang and M. Y.
Li, Global dynamics of an SEIR epidemic model with vertical transmission,
SIAM J. Appl. Math., 62 (2001), 58–69.

[39] R. N. Strange, Introduction to Plant Pathology, John Wiley & Sons, 2006.

[40] (MR1780445) [10.1016/S0362-546X(99)00138-8] Y. Takeuchi, W. Ma and E.
Beretta, Global asymptotic properties of a delay SIR epidemic model with
finite incubation times, Nonlinear Anal., 42 (2000), 931–947.

[41] (MR2926693) [10.1080/14689367.2011.607798] J. M. Tchuenche and C.
Chiyaka, Global dynamics of a time delayed SIR model with varying popu-
lation size, Dynamical Systems, 27 (2012), 145–160.

[42] (MR2301843) [10.1002/mma.810] J. M. Tchuenche, A. Nwagwo and R. Levins,
Global behaviour of an SIR epidemic model with time delay, Math. Methods
Appl. Sci., 30 (2007), 733–749.

[43] F. Van Den Bosch, G. Akudibilah, S. Seal and M. Jeger, Host resistance and
the evolutionary response of plant viruses, J. Appl. Ecol., 43 (2006), 506–516.

[44] F. Van den Bosch, M. J. Jeger and C. A. Gilligan, Disease control and its
selection for damaging plant virus strains in vegetatively propagated staple
food crops; a theoretical assessment, Proc. Royal Soc. Lond. B Biol., 274
(2007), 11–18.

[45] F. Van den Bosch, N. McRoberts, F. van den Bergh and L. V. Madden, The
basic reproduction number of plant pathogens: Matrix approaches to complex
dynamics, Phytopathology, 98 (2008), 239–249

[46] (MR1950747) [10.1016/S0025-5564(02)00108-6] P. Van den Driessche and J.
Watmough, Reproduction numbers and sub–threshold endemic equilibria for
compartmental models of disease transmission, Math. Biosci., 180 (2002), 29–
48.

[47] J. E. Van der Plank, Plant Diseases: Epidemics and Control, Academic Press,
1963.

[48] (MR2748361) [10.1007/s12190-009-0353-3] R. Xu and Y. Du, A delayed SIR
epidemic model with saturation incidence and a constant infectious period, J.
Appl. Math. Comput., 35 (2011), 229–250.

25



[49] (MR2661797) [10.1007/s11071-009-9644-3] R. Xu and Z. Ma, Global stability
of a delayed SEIRS epidemic model with saturation incidence rate, Nonlinear
Dynam., 61 (2010), 229–239.

[50] J. C. Zadoks, Systems analysis and the dynamics of epidemics, Phytopathology,
61 (1971), 600–610.

[51] (MR2422575) [10.1016/j.nonrwa.2007.05.004] H. Zhang, L. Chen and J. J.
Nieto, A delayed epidemic model with stage–structure and pulses for pest
management strategy, Nonlinear Anal. RWA, 9 (2008), 1714–1726.

[52] (MR2476697) [10.1155/2008/636153] J. Z. Zhang, Z. Jin, Q. X. Liu and Z. Y.
Zhang, Analysis of a delayed SIR model with nonlinear incidence rate, Discrete
Dyn. Nat. Soc., 2008 (2008), 16pp.

26


