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A study of orientational ordering in a fluid of dipolar Gay–Berne molecules
using density-functional theory
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We present a density-functional approach to describe the orientational ordering of nonpolar and
dipolar Gay–Berne fluids. The first-order perturbation theory developed by Velascoet al. @J. Chem.
Phys.102, 8107~1995!# for a Gay–Berne fluid is simplified and tested for molecules with a length
to breath ratio ofk53 and energy anisotropies ofk851, 1.25, 2.5, and 5. The theory is found to be
in fair agreement with existing simulation data for the location of the isotopic–nematic phase
transition, but it overestimates the vapor–liquid critical point of the fluid due to a description of the
free energy at the mean-field level. The effect on the phase behavior of including a central
longitudinal point dipole within the Gay–Berne molecule is studied using a correct treatment of the
long-range dipolar contribution at the level of a second-order virial theory@B. Groh and S. Dietrich,
Phys. Rev. E50, 3814~1994!#. For a given energy anisotropy ofk855 and reduced dipole moment
m* 50.5 we search for a stable ferroelectric nematic phase by changing the length to breath ratiok.
We do not find any evidence of ferroelectric nematic ordering fork.1.5; the system only exhibits
vapor–liquid and isotropic–nematic phase transitions for these values of the aspect ratios. For a
slightly elongated and oblate shaped potential~e.g., k50.5!, regions of stable isotropic–
ferroelectric nematic and nematic–ferroelectric nematic phase coexistences are observed. The
results of the theory indicate that a ferroelectic nematic fluid phase may be stabilized with respect
to the positional ordering in the fluid of oblate dipolar particles. Comparison are made, where
appropriate, with the existing results of Monte Carlo simulations for dipolar Gay–Berne fluids~Rull
and co-workers, Molec. Phys.94, 439~1998!; J. Chem. Phys.109, 9529~1998!!. © 2002 American
Institute of Physics.@DOI: 10.1063/1.1469607#
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I. INTRODUCTION

A fine balance between anisotropic repulsive, dispers
forces, and polar interactions is crucial in determining
phase behavior of liquid crystal materials. Although t
seminal view of Onsager1 that the repulsive hard core of th
molecule gives rise to orientationally ordered phases is n
well established ~e.g., see simulation studies for ha
ellipsoids2,3 and hard-spherocylinders4–7!, the nature of the
dispersive and polar interactions influence the precise st
ture that is observed. In addition, the presence of molec
polarity can also give rise to an orientationally ordered ph
which is polar. The focus of this contribution is first to e
amine the effect of a central point dipole oriented along
axis of symmetry~longitudinal dipoles! on the liquid crystal-
line phase transitions of prolate and oblate molecules w

a!Author to whom correspondence should be addressed. Electronic
s.varga@ic.ac.uk
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anisotropic attractive dispersive forces. A particular empha
is placed on the possible stability of ferroelectric nema
phases in such systems, a subject which has given rise
great deal of debate in recent years. It is hoped that an an
sis of the behavior of our simple model system will provi
an understanding of the behavior of real thermotropic liq
crystals.

The examination of the effect of polar interactions on t
structure and thermodynamic properties of fluids has b
the subject of numerous studies. In a recent review, Teix
et al.8 present a detailed discussion of the work on class
fluids with dipolar interactions. The attention of the review
mainly on the apparent absence of a vapor–liquid transi
and the possibility of polar phases in systems of spherical~or
near spherical! particles with strong dipolar interactions. Th
precise position and orientation of the polar interactions
nonspherical molecules are also very important in determ
ing the structure of liquid crystalline phases. The main co
clusions of theoretical and simulation studies of dipolar m
il:
7 © 2002 American Institute of Physics
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9108 J. Chem. Phys., Vol. 116, No. 20, 22 May 2002 Varga et al.
sogens have also been summarized in a recent paper.9 The
main effect of a central dipole is to stabilize the positiona
ordered~layered! liquid crystalline phases such as the sme
tic A, while the effect on the isotropic–nematic transitio
appears to be small and in some cases unfavorable; for
ecules with longitudinally oriented dipoles positioned ne
one end~terminal dipoles!, the nematic phase is stabilize
relative the smectic phase.9 The majority of simulation stud-
ies of prolate dipolar molecules lead to the conclusion t
polar nematic~ferroelectric! phases are not found for suc
systems; in the case of spherical and, less controversiall
oblate molecules there is some evidence for stable ferroe
tric phases. In view of the large number of studies in the a
we will only make a specific mention of the contribution
that are directly relevant to our current work on the Ga
Berne system; the reader is directed to the previous revi
for more details.

The simple model mesogen that we examine in this w
is the Gay–Berne particle10 with a central longitudinal point
dipole. The Gay–Berne model is the most widely stud
molecule with uniaxial anisotropic shape and attractive in
actions; it can be viewed as an anisotropic version of
Lennard-Jones interaction. The nonpolar Gay–Berne sys
has been showed to exhibit uniaxial nematic and position
ordered liquid crystalline phases such as smectic A and
depending on the precise values of the interaction par
eters. The first simulation studies11,12were for a specific form
of the potential which was slightly different from the origin
Gay and Berne recipe chosen to represent a four-
Lennard-Jones molecule. This preliminary work indicat
that stable nematic and smectic A phases can be foun
systems interacting via the Gay–Berne potential. Shortly
terwards a more complete examination of the temperat
density boundaries for vapor–liquid equilibria and for ne
atic and smectic B liquid crystalline phase behavior w
reported for the original Gay–Berne parameterization us
Gibbs ensemble Monte Carlo13 and thermodynamic
integration.14 A large number of groups have now simulat
the liquid crystal phases of uniaxial Gay–Berne syste
Most of the studies are for prolate molecules,11–31 where as
well as describing the structure and bulk phase behavior
differing values of the energy and shape anisotropy,
dynamic,18,29 nonequilibrium,21,22 and elastic properties26,27

have also been simulated. As expected the main conclu
of this body of work is that the smectic phase is stabilized
systems with large side-by-side attractive interactions
also for molecules with large aspect ratios. The studies
Gay–Berne molecules with an oblate shape anisotropy
less numerous;32–37 in addition to the isotropic and discoti
nematic phases, columnar positional ordering is also seen
systems with sufficiently large energy and shape aniso
pies. The vapor–isotropic, vapor–nematic, and isotrop
nematic interface has also be the focus of some attentio
simulations of liquid crystal films of prolate Gay–Bern
particles.38–43 Further work in the area of a generalize
Gay–Berne potential for biaxial and chiral molecules, co
fined systems, and mixtures has also appeared, but we d
discuss this in our short survey as the conclusions do
relate to the uniaxial pure component Gay–Berne syst
Downloaded 15 May 2002 to 155.198.17.121. Redistribution subject to A
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examined in our work. As far as a theoretical description
the liquid crystalline phase behavior of Gay–Berne m
ecules is concerned, comparatively fewer studies have b
reported probably as a result of the complicated anisotro
form of the potential.44–50In one of the first theoretical stud
ies which dates back to the time of the first simulations
Gay–Berne mesogens, Tjipto-Margo and Sullivan44 used a
mean-field perturbation theory with the attractive te
treated as a truncated spherical-harmonic expansion to ex
ine the vapor–liquid phase behavior and orientational ord
ing of the system; however, due to the crude nature of
approximations employed the theory failed to give an a
equate description of the phase diagram. Density-functio
theories~DFTs! such as the one proposed by Velascoet al.46

~which we employ in our paper! are more suited to a quan
titative description of anisotropic liquid crystalline fluids
Velasco et al.46 used a Weeks, Chandler, and Anders
~WCA! perturbation scheme together with a scaled Onsa
density-functional theory to provide a good description
the simulated vapor–liquid and fluid-nematic pha
behavior;13,14,17 they made no treatment of the smec
phases in their original paper. In extensions of the appro
to deal with positional ordering48,49a nonlocal version of the
DFT with a Tarazona weighted density approximati
~WDA! was employed, and good agreement with the sim
lated smectic phase boundaries was found. To conclude
emphasize that a clear understanding of the phase beh
of nonpolar prolate and oblate Gay–Berne molecules is
prime importance in understanding the effect of dipolar
teractions on the liquid crystalline transitions.

We now turn to the central remit of this paper which
an understanding of the orientational ordering in the dipo
Gay–Berne system. The results of computer simulations
prolate and oblate Gay–Berne molecules with dipoles pla
in a variety of positions and orientations interactions ha
now been reported. The first simulation studies of dipo
Gay–Berne mesogens were by Satohet al.51; prolate mol-
ecules with central point dipoles oriented along the princi
axis ~longitudinal! were studied by Monte Carlo simulatio
using the parameters of Luckhurst and co-workers.11,12 Al-
though the isotropic–nematic transition was not found to
significantly affected by the incorporation of a dipolar inte
action, the smectic A phase was stablized by the stron
side-by-side interaction, as one would expect. A calculat
of the ferroelectric order parameters indicated that the sys
did not exhibit a polar phase even for relatively large valu
of the dipole moment, in line with what was found for dipo
lar hard spherocylinders.9 A more detailed examination of th
liquid crystal boundaries for Gay–Berne molecules with
central longitudinal dipole indicated that the nematic phas
suppressed for sufficiently strong dipolar interactions in
vor of smectic A layering below an isotropic–nematic
smectic A triple point temperature.52–55 Gay–Berne mol-
ecules with an off-center~terminal! dipole oriented along the
principal axis ~longitudinal! have been studied;54–58 as for
the hard spherocylinders with terminal longitudin
dipoles,59 the nematic phase is now stabilized with respec
smectic layering with a corresponding shift of the nemati
smectic transition to higher temperatures and densities.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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9109J. Chem. Phys., Vol. 116, No. 20, 22 May 2002 Orientational ordering in a fluid of dipolar Gay–Berne molecules
structure of the smectic phase for the Gay–Berne syst
with terminal dipoles is particularly interesting: whereas
simple smectic A~monolayer! phase is found for the mol
ecules with a central dipole, in the case of terminal dipole
striped anti-ferrolectric bilayer structure of layers with loc
ferroelectric order was seen.57 Simulations have also bee
performed for prolate Gay–Berne systems with dipoles
ented perpendicular to the principal axis~transverse! placed
at the center60–62 and the end63–65 of the molecules. The
main observations are similar to those of the previous dip
Gay–Berne systems: the dipolar interactions have little ef
on the isotropic–nematic phase transition although a mar
stabilization of the smectic phase is seen. Although so
tilted smectic phase were reported in the earlier work,60,61

these now appear to be the results of periodic effects of
box shape.64 The vortex and ring dipole ordering found fo
the smectic phases of hard spherocylinders with cen
transverse dipoles66 was not found for the Gay–Berne sy
tems. Of more direct relevance to our work are the studie
dipolar Gay–Berne molecules with an oblate shape ani
ropy, where, as for the nonpolar Gay–Berne systems, m
fewer studies have been made. Zannoni and co-workers
presented simulation results for oblate Gay–Berne molec
with central longitudinal67 and central transverse68 dipoles.
In the case of the oblate molecules with a central longitu
nal dipole four different temperatures were examined a
fixed density corresponding to isotropic, nematic disco
and columnar phases.67 The nematic phase was found to b
nonpolar, but only a single density and temperature was
amined; we shall return to this point when we discuss
results. A small degree of ferroelectric order was found
the columnar state; small ferroelectric domains of five or
molecules with the dipoles in a head-to-tail geometry w
present in the columns, but an anti-ferroelectric arrangem
of adjacent columns was seen. This is line with the obse
tions for hard cut spheres and hard ellipsoids with cen
longitudinal dipoles.69–72 Interestingly, Patey and
co-workers71,72 found that a ferroelectric nematic phase c
be formed in such systems of dipolar oblate particles, as
found for dipolar hard-sphere fluids.69,73–75One should note
that theses systems have a large susceptibility and a s
residual field~due to a different treatment of the simulate
boundaries, for example! which can give rise to pola
samples. The simulations of oblate Gay–Berne molecu
with transverse central dipoles illustrate this point:68 in the
case of a weak transverse external field, polar colum
phases can be stabilized imparting a biaxiality on the syst

It is now clear from the preceding dicussion that a lar
number of computer simulation studies have been mad
examine the effect of dipolar interactions on the orde
phases of Gay–Berne molecules. To our knowledge no
oretical investigation of the liquid crystalline phase diagra
of dipolar Gay–Berne systems has been made; some lim
work has appeared on the structure and elastic propertie
these systems.76,77 We examine the effect of the dipolar in
teractions on the isotropic–nematic transition of Gay–Be
mesogens with central longitudinal dipoles making comp
sons with the simulation data where possible. We do not t
states with positional order at this stage, and examine o
Downloaded 15 May 2002 to 155.198.17.121. Redistribution subject to A
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orientational ordering. The second and perhaps more in
esting aim of the work is to examine the possible stability
ferroelectric nematic phases especially in the case of ob
shaped molecules.

Before we discuss the details of the theory and the p
ticular features of the phase behavior of the dipolar Ga
Berne system, it is important to mention the conflictin
views on the subject of polar fluid phases. A stable ferroel
tric nematic phase for thermotropic mesogens still elu
experimentalists, although polar ordering has been found
specifically designed polymeric materials such as arom
polyesters and lyotropic polypeptides;78 spontaneous polar
ization is of course common in tilted smectic phases of ch
molecules due to a breaking of symmetry in such structu
A good summary of the state of play in the area of polarity
achiral mesogens can be found in the review of Blino79

~also see Ref. 9!. The most widely studied model of ferro
electrics is the classical Heisenberg exchange potential~con-
tinuous Ising model!;80 the problem with these approaches
that since they often involve lattice models the system
forced to have a frozen positional order. In one of the fi
theoretical examinations of polar nematic phases, Pal
Muhoray et al.81 used a general Hamiltonian treated with
mean-field~Maier–Saupe! theory to show that ferroelectric
ity may be possible in systems of dipolar oblate shaped p
ticles; this is certainly consistent with the findings of com
puter simulations of dipolar hard oblate particles mention
earlier.71,72 Mean-field studies are being used to understa
the general features of ferrolectric phase behavior~e.g., see
Ref. 82!. In the case of dipolar hard molecules of prola
shape, density-functional theories using the hyperne
chain~HNC! and mean-spherical approximation~MSA! clo-
sures indicate that ferroelectric phases may be stable in
systems;83–85note that in their first paper, Perera and Pate84

did not locate a stable polar nematic phase due to an
proper treatment of the long-range contribution to the dipo
interactions which was then corrected.85 Studies for dipolar
hard spherocylinders with an Onsager free energy functio
also indicate the possibility of regions of ferroelectric ord
in the phase diagram.86 One should note that the stability o
ferrolectric phases of dipolar prolate molecules has not b
confirmed by the simulation studies~see Ref. 9 and refer
ences therein!. The main difficulty in dealing with system
with point dipoles is the long-range nature of the interact
and the lack of screening~in contrast with what is found for
charged systems!. From a careful and rigorous treatment
the electromagnetic properties of systems with dipolar in
actions, Groh and Dietrich87–92 have used a density
functional treatment with the correct second virial coefficie
of the long-range dipolar interaction to show that the stabi
of the polar phases is governed both by the shape of
sample and the nature of the dielectric medium surround
it. Their calculations for the spherical Stockmay
system87–90,92indicated that the system exhibits a ferroele
tric fluid phase, although for small values of the dipole m
ment the polar fluid phase was shown to be preempted b
freezing transition.90 The numerous other theoretical studi
of phase transitions in dipolar spherical particles are
viewed in Ref. 8. In the case of hard ellipsoids and sphe
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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9110 J. Chem. Phys., Vol. 116, No. 20, 22 May 2002 Varga et al.
cylinders with central longitudinal dipoles, the theory
Groh and Dietrich91 predicts that the nematic phase is sta
lized by the polar interactions and that ferroelectric orde
possible for systems of near-spherical or oblate shape.
latter feature is consistent with the findings of t
simulations,69–75 although the freezing transitions have n
been examined in the theory. Not everyone is convinced
polar order is possible in fluid phases. Indeed, Lagerwa93

has used symmetry arguments developed for solids to a
that polar ordering in fluids is unlikely; however, no trea
ment of the boundary conditions was incorporated into
analysis. This having been said we employ the approac
Groh and Dietrich to develop a density-functional theory a
examine the ordering transitions~nematic and ferroelectric
nematic! in systems of dipolar Gay–Berne molecules.

II. DIPOLAR GAY–BERNE MODEL

The dipolar Gay–Berne intermolecular pair potent
model examined in this contribution consists of a short-ra
anisotropic term incorporating repulsive and dispersive
tractive contributions@the usual Gay–Berne~GB! model#,
and a long-range dipolar term

u5uGB1uDip. ~1!

The Gay–Berne interaction energy (uGB) is the anisotropic
version of the well-known Lennard-Jones potential and
given by

uGB~rI12,vI 1 ,vI 2!54«~vI 12,vI 1 ,vI 2!

3F S sss

r 122s~vI 12,vI 1 ,vI 2!1sss
D 12

2S sss

r 122s~vI 12,vI 1 ,vI 2!1sss
D 6G , ~2!

where the unit vectorvI i defines the orientation of the mai
axis of particlei . The vector connecting the centers of pa
ticles 1 and 2 is given as the product of a unit vector and
intermolecular distance (rI125r 12vI 12). The depth of the po-
tential energy well«(vI 12,vI 1 ,vI 2) depends on the orienta
tional unit vectors, the length to breath ratio (k5see/sss)
and the energy depth anisotropy (k85«ss/«ee), which are
defined as the ratio of the size and energy interaction par
eters in the end-to- end and side-by-side configurations

«~vI 12,vI 1 ,vI 2!5«ss$12x2~vI 1vI 2!2%2 1/2

3H 12
1

2
x8F ~vI 12vI 11vI 12vI 2!2

11x8vI 1vI 2

1
~vI 12vI 12vI 12vI 2!2

12x8vI 1vI 2
G J 2

,

where

x5
k221

k211

and

x85
k81/221

k81/211
.
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The distances(vI 12,vI 1 ,vI 2) at which the potential vanishe
is the distance of closest approach between two ‘‘h
Gaussian overlap’’~HGO! particles

s~vI 12,vI 1 ,vI 2!5sssH 12
1

2
xF ~vI 12vI 11vI 12vI 2!2

11xvI 1vI 2

1
~vI 12vI 12vI 12vI 2!2

12xvI 1vI 2
G J 2 1/2

.

The full description of the Gay–Berne model can be found
the original paper,10 where the parametersk andk8 were set
to 3 and 5 in order to provide a close representation of
pair potential between two four-site Lennard-Jones m
ecules. In this paper both parameters will be varied to exa
ine their separate effects on the phase behavior.

The form of dipolar pair potential due to the embedd
point dipole ~m! into the center of the particles along th
main axis can be written as follows:

uDip~rI12,vI 1 ,vI 2!55
0, r 12,s~vI 12,vI 1 ,vI 2!

m2

r 12
3 w~vI 12,vI 1 ,vI 2!,

for r 12>s~vI 12,vI 1 ,vI 2!,

~3!

where

w5vI 1vI 223~vI 1vI 12!~vI 2vI 12!.

III. PERTURBATION THEORY OF ISOTROPIC,
NEMATIC, AND FERROELECTRIC PHASES

A. Gay–Berne system

Before details of the theoretical treatment of the dipo
molecules are described, we outline the perturbation the
for the fluid of nonpolar Gay–Berne molecules. In the us
perturbation treatment we separate the interaction pote
into a short ranged repulsive reference term and an attrac
term

uGB5urep1uatt. ~4!

According to the perturbation theory of Weeks, Chand
and Andersen~WCA!,94 the repulsive part of the potential i
obtained by shifting the potential with respect to the w
depth of the interaction energy:

urep~rI12,vI 1 ,vI 2!5H uGB~rI12,vI 1 ,vI 2!1«~vI 12,vI 1 ,vI 2!,

for r 12,r m~vI 12,vI 1 ,vI 2!

0, otherwise.
~5!

The repulsive potential clearly remains anisotropic. Cor
spondingly, the attractive term is given by

uatt~rI12,vI 1 ,vI 2!

5H 2«~vI 12,vI 1 ,vI 2! r 12,r m~vI 12,vI 1 ,vI 2!

uGB@rI12,vI 1 ,vI 2# r 12>r m~vI 12,vI 1 ,vI 2!
. ~6!

In the WCA prescriptionr m is the distance at which the
potential takes its minimum value. The free energy of a s
tem of particles interacting through a soft anisotropic rep
sive potential such as~5! can be determined by using a pe
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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9111J. Chem. Phys., Vol. 116, No. 20, 22 May 2002 Orientational ordering in a fluid of dipolar Gay–Berne molecules
turbation theory with the standard Barker–Henderson~BH!
temperature dependent contact distance; for the pre
model, however, the contact distance also depends on
orientations of the particles. Instead of following the B
route we make the following approximation:

urep~rI12,vI 1 ,vI 2!'uHGO~rI12,vI 1 ,vI 2!

5H ` r 12,s~vI 12,vI 1 ,vI 2!

0 otherwise
. ~7!

In this way, the free energy functional of the Gay–Ber
fluid is given as the sum of two contributions

FGB@ f #5F ref
HGO@ f #1Fpert

att @ f #. ~8!

Here, the singlet orientational distribution functionf (v)
gives the functional dependence of the free energy on
molecular orientation, and will be made explicit later in th
section. The first term corresponds to the free energy of
reference HGO model, which in the language of the the
of Onsager1,95 can be written as

F ref
HGO@ f #5F id@ f #1Fexc@ f #. ~9!

This contribution incorporates the ideal translational and
entational entropy terms, and is given by

bF id@ f #

N
5 ln~L3r!211E f ~vI !ln~4p f ~vI !!dvI , ~10!

where b51/kT ~T is the temperature, andk is the Boltz-
mann constant!, N is the number of particles,L is the de
Broglie wave length, andr5N/V is the number density~V
is the volume!.

The simplest representation of the excess~residual! free
energy contribution due to the intermolecular interactions
that of Onsager, which is exact at the level of the seco
virial coefficient ~excluded volume! term, and as a conse
quence is only valid in the low-density limit~where the or-
dering transitions occur for systems with infinite aspects
tios!. There are a number of ways of extending the adequ
of the Onsager theory to systems with realistic aspect ra
~see the review of Vroege and Lekkerkerker95 for details!.
Approaches range from the early work with scaled parti
theory ~SPT!,96 through the prescription of scaled virial ex
pansions~e.g., see Refs. 97–99!, to the use of DFTs origi-
nally developed for inhomogeneous systems.100 The most
successful description of the ordering transitions in h
convex-body models are based on the standard decou
approximation of Parsons.101,102 This approximation allows
us to separate the spatial dependence of the excluded vo
from its orientational dependence by a suitable scaling to
equivalent hard-sphere~HS! model. In the simplest imple
mentation of the decoupling approximation for our syste
one only requires a knowledge of the second virial coe
cients for the HGO and HS potentials with the same mole
lar volume, together with an expression for the free energ
the hard-sphere fluid

bFexc@ f #

N
5

bFexc
HS

N

B2
HGO@ f #

B2
HS . ~11!
Downloaded 15 May 2002 to 155.198.17.121. Redistribution subject to A
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Such an expression can be derived following a number
routes, and we refer the reader to the original papers
further details. In the particular case of interest there is
spatial dependence on the repulsive contribution to the
energy as we are only concerned with orientationally orde
and disordered fluid phases. By using the Carnahan
Starling103 expression for the residual free energy of t
equivalent HS of the same volume together with the ex
expression for the second virial coefficient of the HG
particle,104,105 the excluded volume contribution to the fre
energy of the HGO fluid can be written as

bFexc@ f #

N
5

4h23h2

~12h!2 E EA12x2~vI 1vI 2!2

12x2

3 f ~vI 1! f ~vI 2!dvI 1dvI 2 , ~12!

where the packing fraction is defined in terms of the volu
of the HGO molecule byh5rnHGO. The packing fraction is
related to the reduced density usually employed in simu
tion studies byh5kpr* /6 wherer* 5rsss

3 .
At the level of the first-order perturbation theory, th

contribution of the attractive interactions to the free ene
functional has the form

Fpert
att @ f #5 1

2 r2E E E E uatt~rI12,vI 1 ,vI 2!gHGO~rI12,vI 1 ,vI 2!

3 f ~vI 1! f ~vI 2!drI1drI2dvI 1vI 2 . ~13!

Here, the pair correlation functiongHGO(rI12,vI 1 ,vI 2) of the
reference HGO system has to be determined, which is a c
plicated function of the orientations of the two molecules a
intermolecular distance. This is a formidable computatio
task not only for the ordered phases but even for the ho
geneous isotropic phase. One way of overcoming this pr
lem is to use of the previously mentioned decoupling a
proximation for the pair correlation function as described
Velascoet al.46 Due to the complex form of the Gay–Bern
potential, however, this still involves a substantial compu
tional burden. In order to keep the expression as manage
as possible, a simplead hoc mean-field approximation is
used, which incorporates the main properties of the fi
order perturbation theory for the Lennard-Jones fluid.106 In
essence the approximation involves setting the pair corr
tion function g(r ) to unity and at the same time truncatin
the radial integral at a cut-off distance ofr c52.5s. This
choice gives a vapor–liquid phase boundary that is in v
good agreement with simulation results for the Lenna
Jones system. Additionally, it provides a very good repres
tation of density profile for an inhomogeneous Lenna
Jones fluid near a single hard wall.107 In the current study we
extend this treatment to a Gay–Berne fluid with an orien
tional dependent cutoffr c52.5s(vI 12,vI 1 ,vI 2), and write the
attractive perturbation to the free energy of the Gay–Be
system as

bFpert
att @ f #/N5 1

2 r* bE E E û~vI 12,vI 1 ,vI 2!

3 f ~vI 1! f ~vI 2!dvI 12dvI 1dvI 2 , ~14!
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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where

û~vI 12vI 1 ,vI 2!5E
0

2.5s* (vI 12 ,vI 1 ,vI 2)
uatt~x,vI 12,vI 1 ,vI 2!x2dx.

In this expression the quantities are scaled in terms of
cross-section diameter for the side-by-side configura
(sss): x5r 12/sss and s* (vI 12,vI 1 ,vI 2)5s(vI 12,vI 1 ,vI 2)/
sss. Using the following notation for the integral of the a
tractive energy over the relative orientations:

z5
1

«ss
E û~vI 12,vI 1 ,vI 2!dvI 12, ~15!

we can write the attractive contribution to the free ene
functional as

bFpert
att @ f #/N5

1

2

r*

T* E E E z~vI 1vI 2!

3 f ~vI 1! f ~vI 2!dvI 1dvI 2 , ~16!

where the reduced temperature is defined asT* 5 1/b«ss.

B. Dipolar Gay–Berne system

Now that we have outlined the theory of the orientatio
ally ordered Gay–Berne fluid, we extend the treatment to
dipolar Gay–Berne system. The dipolar contribution
treated as an additional perturbation to the free energy fu
tional

FDGB@ f #5F ref
HGO@ f #1Fpert

att @ f #1Fpert
Dip@ f #. ~17!

At the level of second virial theory, the dipolar perturbati
term can be written as

bFpert
Dip@ f #/N5rB2

Dip@ f #, ~18!

where the second virial coefficient is given by

B2
Dip@ f #52

1

2V E E E E f M~rI12,vI 1 ,vI 2! f ~vI 1!

3 f ~vI 2!drI1drI2dvI 1dvI 2 , ~19!

and the Mayer function of the dipole–dipole interaction is

f M~rI12,vI 1 ,vI 2!

5H 0, r 12,s~vI 12,vI 1 ,vI 2!

exp~2buDip~rI12,vI 1 ,vI 2!!21, otherwise
.

It has been shown108,109 that the use of Eq.~18!, which is
sometimes referred to as a modified mean-field approxi
tion, results in a better description of the vapor–liquid coe
istence curve for polar fluids than the usual mean-fi
theory. The Taylor series expansion of the Mayer function
given by

f M5 (
n51

`
~2buDip!n

n!
. ~20!

The substitution of the first term of Eq.~20! into Eq. ~19!
results in an expression to first order in the dipolar poten
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B2
Dip,LR@ f #5

1

2V E E E E buDip~rI12,vI 1 ,vI 2!

3 f ~vI 1! f ~vI 2!drI1drI2dvI 12dvI 1dvI 2 . ~21!

This expression represents the long-range contribution to
second virial coefficient of the dipolar system, with the p
tential decaying as 1/r 12

3 . Due to convergence consideration
the spatial integration has to be performed carefully for su
an expression. In a series of very interesting and thou
provoking papers, Groh and Dietrich87–92 have considered
this problem in detail, and have concluded that the shap
the fluid sample has to be considered explicitly with this ty
of integral. By performing the spatial integration in a
uniaxial ellipsoidal sample with axial ratio (k), one obtains
the following result:

B2
Dip,LR@ f #52

bm2

2 E E f ~cosu1! f ~cosu1!~w̃~vI 1 ,vI 2!

14pI ~k!cosu1 cosu2!dvI 1dvI 2 , ~22!

where

w̃~vI 1 ,vI 2!5E w~vI 1 ,vI 2 ,vI 12!ln s~vI 12,vI 1 ,vI 2!dvI 12.

~23!

The functionI (k) provides the shape dependence and is
lated to the depolarization factorD(k): I (k)51/32D(k). It
can be shown that in the limit of a spherical sample,k51
and I (k)50, but the depolarization factor is nonzero; th
gives rise to a depolarization field in the bulk, which shou
be taken into account in any theory of dipolar systems. T
effect is neglected in most theoretical treatments of order
transitions in dipolar systems~e.g., see Refs. 99 and 110!,
and can lead to a misleading conclusion about the poss
existence of a ferroelectric nematic phase. The other limi
particular interest is the infinitely thin and long ellipsoid
sample for which there is no depolarization effect

I ~k→`!5 1
3. ~24!

The principal reason for using this ellipsoidal symmetry
Eq. ~22! is that one obtains the correct shape independ
thermodynamic limit for a system with homogeneous ma
netization, as has been pointed out by Groh and Dietrich89

The higher order terms of the Mayer function Eq.~20!
result in a short-range contribution to the second virial co
ficient Eq.~19!, which does not cause convergence proble
and can be integrated in the standard way

B2
Dip,SR@ f #52

1

2 E E E E (
n52

`
~2buDip~rI12,vI 1 ,vI 2!!n

n!

3 f ~vI 1! f ~vI 2!r 12
2 dr12dvI 12dvI 1dvI 2 . ~25!

The use ofn530 terms is found to be more than sufficient
ensure convergence of the series. The dipole moment of
system is characterized in terms of a reduced value whic
defined in the usual way asm* 5Am2/(«sssss

3 ).
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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C. Minimization of the free energy functional

In order to calculate the free energy of the system,
equilibrium orientational distribution function has to be d
termined. This can be done by a functional minimization
the corresponding free energy functionals with respect to
orientation distribution functionf (vI ), i.e., Eq. ~8! for the
Gay–Berne fluid and Eq.~17! for the dipolar Gay–Berne
fluid, with the constraint thatf (vI ) remains normalized
* f (vI )dvI 5195

]~bF@ f #/N1l~12* f ~vI !dvI !!

] f ~vI !
U

f eq(vI )

50, ~26!

wherel is a Lagrange undetermined multiplier. By specif
ing the explicit form of the free energy functional, th
Euler–Lagrange integral equation can be written in an in
grated form which does not require an explicit knowledge
l. This equation is solved by iteration following the proc
dure of Herzfieldet al.111 with a slight modification. The
polar angleu is discretised in the range 0 top, and a Simp-
son’s quadrature is used to evaluate the integrals. The
grals over the relative molecular orientationsvI 12 for the dis-
persive attractive interactions of Eq.~15!, for the short-range
dipolar interaction of Eq.~23!, and for the sum of the long
range dipolar interactions given by Eq.~25! are expanded in
terms of Legendre polynomials,95 to reduce the computa
tional burden. Only a fourth-order expansion is necessar
get a reliable representation of the free energy for mode
elongations of the particles (k,3). It is important to note at
this stage that the form of the single orientational distribut
function f (uI ) is not prescribeda priori, e.g., as a series o
Legendre polynomials~see Ref. 95!, and is not treated a
symmetrical aboutu5p/2; this allows us to describe ferro
electric nematic phases as well as the usual nematic ph

Once the equilibrium orientational distribution functio
and free energy are known, the pressureP52(]F/]V)N,T

and the chemical potentialm52(]F/]N)V,T can be deter-
mined from the standard thermodynamic relations. The ph
diagrams of the system can then be obtained by ensuring
equality of the chemical potentials, pressures, and temp
tures in the coexisting phases. These phase coexistence
ditions are solved numerically using a simplex method.112

In the present study, only the isotropic~vapor and liquid!
and orientationally ordered~nematic and ferroelectric nem
atic! fluid phases are considered. These phases are char
ized by the following ordered parameters: the usual nem
order parameterS is used to quantify the ordering with re
spect to the nematic director chosen to lie along thez axis

S5E P2~cos~u!! f ~vI !dvI

5 1
3E ~3 cos2~u!21! f ~vI !dvI , ~27!

whereP2 is the second Legendre polynomial. A value ofS
50 represents an orientationally disordered isotropic fl
phase, while a value ofS51 would correspond to a perfectl
oriented phase~nematic or ferroelectric nematic!. The nem-
atic order parameter cannot be used to distinguish the p
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ferroelectic nematic order from the usual nematic order p
sessing up–down symmetry. A polarity parameterM , which
is defined in terms of the first Legendre polynomialP1 , has
the required property, since it is nonzero only for the fer
electic phases

M5E P1~cos~u!! f ~vI !dvI 5E cos~u! f ~vI !dvI . ~28!

Although the values of the polar order parameterM are not
reported it allows us to distinguish between the nematic
ferroelectric nematic phases.

IV. RESULTS AND DISCUSSION

A. Gay–Berne system

Our results for the fluid phase equilibria of the referen
Gay–Berne fluid are presented first to demonstrate the
ability of approximations used in the theory. In Fig. 1 w
show the effect of varying the energy anisotropyk8 on the
vapor–liquid coexistence boundaries for systems with a fi
elongationk. It can be seen that a decrease in the ene
anisotropy promotes the vapor–liquid transition by shifti
the phase envelope to higher temperatures. The decrea
the energy anisotropy leads to a larger contribution to
attractive interactions@see Eq.~2!#, which are the driving
force for the vapor–liquid transitions. The agreement b
tween the theory and simulation results27 is satisfactory. As
for all analytical descriptions of the free energy, the theo
overestimates the vapor–liquid critical temperature; a ren
malization group~RG! theory of the critical region is re-
quired for the correct treatment of the critical region, but th
is beyond the scope of the current study. The added co
quence is that the theory increasingly underestimates the
existing vapor densities as the critical point is approach
the discrepancy for the saturated liquid densities is l
marked. Despite this failure, the approximation used for
attractive contribution@Eq. ~14!# provides a much better rep

FIG. 1. The effect of the energy depth anisotropy (k8) on the vapor–liquid
coexistence of the Gay–Berne system withk53. The curves correspond to
the results of the theory, and the points are the results of simulations~Ref.
27!. From top to bottomk851, 1.25, 2.5, and 5.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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resentation of the vapor–liquid equilibria than the us
mean-field approximation.44,46 We have also examined th
effect of molecular elongation on the vapor–liquid coexi
ence curve. For a slightly larger elongation ofk53.2, we
find that the phase envelope is shifted to lower temperat
due to a decrease in the relative contribution to the attrac
energy. This is consistent with the results of t
simulations.28 The agreement between the theoretically p
dicted and simulated vapor–pressures is also satisfactory
can conclude that approximation of Eq.~14! captures the
main features of the attractive contribution of the poten
and provides a good representation of the vapor–liquid e
libria of the Gay–Berne fluid.

We now turn to an examination of the orientationa
ordered phases of the Gay–Berne system; as the mole
possess up–down symmetry, only the nematic phase is
amined in this case. The equation of state and the nem
order parameter of the Gay–Berne model withk53 and
k855 for a temperatureT* 51.25, which is above the
vapor–liquid critical point are displayed in Fig. 2. The late
simulation study31 indicates that as the system is compres
there is a transition from an isotropic fluid phase~with a
packing fraction ofh I50.495! to an orientationally ordered
nematic phase~with a packing fraction ofhN50.506 and a
nematic order parameter ofS50.55! at a pressure of abou
PI 2N* 5bPv058.17. The theory underestimates the press
close to the isotopic–nematic transition, but the location
the isotropic–nematic transition density is very close to
simulated value: the theoretical predictions for the densi
of the coexisting isotropic and nematic phases areh I

50.476 andhN50.487 with a transition pressure ofPI 2N*
56.17. The orientational ordering of the fluid is well repr
sented by the theory, not only at the isotropic–nematic tr
sition ~with a predicted value ofS50.53! but also along the
nematic branch of the isotherm as can be seen from the o
parameter curve in Fig. 2. Since the repulsive anisotro
forces play the dominant role in the orientational ordering
will have become clear at this stage that the use of the
coupling approximation~11! together with the HGO refer
ence system~7! provides the essential features of the rep
sive contribution of the Gay–Berne potential.

B. Dipolar Gay–Berne system

In order to assess the adequacy of the theory in desc
ing the dipolar interactions, we start by examining t
vapor–liquid phase equilibria of the Stockmayer model~the
dipolar Lennard-Jones system is equivalent to the Ga
Berne system withk5k851!. The theoretical predictions o
the vapor–liquid coexistence envelope for the Stockma
system are compared to the Gibbs ensemble simulation
of Smit et al.113 in Fig. 3 for various values of the reduce
dipole momentm* 5Am2/«sssss

3 5Am2/«s3; the theory is
seen to provide a good representation of the vapor–liq
equilibria for this system of dipolar spherical molecules,
though it suffers from the same problems as the descrip
of the nonpolar Gay–Berne systems~see Fig. 1!.

We now come to the central goal of this contribution: A
examination of the fluid phase behavior of Gay–Berne m
Downloaded 15 May 2002 to 155.198.17.121. Redistribution subject to A
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ecules with central point dipoles oriented along the princi
molecular axis. The orientational ordering of our dipol
Gay–Berne fluid is particularly intriguing, because the dip
lar interaction breaks the up–down symmetry of the inter
tion energy. The dipolar interaction potential favors the p
allel end-to-end and the antiparallel side-by-si
configurations. The parallel end-to-end configuration is m
dominant for the particles which are nearly spherical or p
sess oblate (ku1) shapes, while the antiparallel configur
tion is more energetically favorable for the longer prola
particles (k.1). This results in a very subtle interplay be
tween the shape of the particle and the dipolar interaction
the stabilization or destabilization of the orientationally o
dered phases for different type of particle shapes.

FIG. 2. Isotherm and nematic order parameter atT* 51.25 for the Gay–
Berne system withk53 and k855 ~P* 5bP/n0 , h5rn0!. The curves
correspond to the results of the theory, and the points are the resul
simulations~Ref. 14!.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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Before discussing the phase behavior of oblate sha
dipolar Gay–Berne molecules, we demonstrate the accu
of the theory in describing the isotropic–nematic phase tr
sitions for prolate Gay–Berne molecules with central lon
tudinal dipoles by comparing the theoretical predictions w
the isothermal–isobaric MC simulation data of Rull a
co-workers.52,53 In Figs. 4 and 5 we can see the effect
gradually increasing the dipole moment on the equation
state and on the nematic order parameter for dipolar G
Berne molecules of prolate shape (k53); vapor–liquid
equilibria are not seen as the system is in a stateT*

FIG. 3. Vapor–liquid equilibria for the Stockmayer system~k51 andk8
51! with dipole momentsm* 5Am2/«s350, 1, and 2. The curves corre
spond to the results of the theory, and the points are the results of
simulations~Ref. 113!.

FIG. 4. Isotherm and nematic order parameter atT* 51.25 for the dipolar
Gay–Berne system withk53 andk855. The figures on the left are for a
dipole moment ofm* 50.5, while the figures on the right are form* 51.
The curves correspond to the results of the theory, and the points ar
results of simulations~Refs. 52 and 53!.
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51.25) which is above the critical point. The density depe
dence of the pressure of the dipolar Gay–Berne mode
seen to be well predicted, at least for low values of the dip
moment. In line with the molecular simulation studies the
is no indication of ferroelectric nematic ordering, and on
the usual isotropic–nematic transition is seen. The results
the isotropic–nematic phase equilibria are gathered in Tab
together with the existing simulation data.52,53 The agree-
ment is quite good for reduced dipole moments up to a va
of m* 51. For stronger dipole moments, the theory predi
much lower transition pressures and densities than the s
lated values. According to the simulations, the isotropi
nematic transition densities are not affected significantly
the dipolar interaction~apart from a very slight destabiliza
tion to higher densities!, while the theoretical predictions
suggest that the transition is shifted to lower densities w
increasing dipole moment. This can be attributed to the
proximation used for the dipolar contribution to the free e
ergy@Eq. ~18!# in which the virial series is truncated after th
second virial coefficient term. The same is found for t

C

the

FIG. 5. Same as the Fig. 4, but the values of the reduced dipole momen
m* 51.5 on the left-hand side andm* 52 on the right-hand side.

TABLE I. Isotropic–nematic phase coexistence data of dipolar Gay–Be
fluid obtained by Monte Carlo~MC! simulations~Refs. 52 and 53! and from
the present theory atT* 51.25 andk855. h I and hN denote the packing
fraction of isotropic and nematic phases, respectively;P* 5bP/v0 and
m* 5Am2/«sssss

3 .

h I hN PIN* m*

MC 0.477 0.501 6.27 0.5
Theory 0.475 0.487 6.15 0.5
MC 0.479 0.503 6.28 1.0
Theory 0.473 0.484 5.96 1.0
MC 0.482 0.506 6.28 1.5
Theory 0.459 0.471 5.16 1.5
MC 0.479 0.504 5.64 2.0
Theory 0.416 0.432 3.21 2.0
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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other theoretical studies of dipolar hard spherocylinders
this level of approximation.91,99,110It is evident that higher
order terms should be incorporated to improve the desc
tion of systems with larger dipole moments~e.g., see Refs
114 and 115!. This relative insensitivity of the isotropic–
nematic transition to the dipolar interactions has been
cussed in terms of the dimerisation of the molecules
strong dipolar interactions~implicitly incorporating ‘‘three-
body’’ interactions!.116,117We will, therefore, only discuss th
dependence of the phase diagram on the molecular shap
the dipolar Gay–Berne system with a relatively weak dip
moment ofm* 50.5. Before we turn to the effect of molecu
lar shape it is important to mention that the dipolar Ga
Berne system also exhibits a nematic–smectic A phase t
sition at higher densities; the treatment of layering transiti
to smectic phases or of solid phases has not been inco
rated in the present theory.

A change in the shape of the molecule from prolate
oblate has a profound effect on the phase behavior of dip
Gay–Berne fluids as shown in Fig. 6. For a shape anisotr
of k53 corresponding to a prolate molecule, only vap
liquid, and nematic phases are found. The first-or
isotropic–nematic biphasic region widens with decreas
temperature until it meets the vapor–liquid coexitence cu
at the vapor–liquid–nematic triple point. Below the trip
point, the vapor phase is in coexistence with the nem
phase. This trend is very similar to what has been found
the nonpolar Gay–Berne fluid, with the exception that th
is no vapor–liquid–nematic triple point because the sme
B phase preempts the nematic phase at the lo
temperatures.27,28 As was mentioned earlier, positionally o
dered phases cannot be examined with the present th
The absence of ferroelectric nematic ordering in the pro
dipolar Gay–Berne system is consistent with the findings
the simulations.51–55

For lower values of the aspect ratio the extent of
vapor–liquid coexistence region is first seen to increase w
an increase in the critical temperature and a decrease in
triple point; at the same time the isotropic–nematic transit
is shifted to higher densities where it is probably metasta
and preempted by the formation of solid phases. Furth
more, the isotropic–nematic transition becomes less first
der. This tendency is observed for molecular aspect ratio
to k51.5, where an additional region of ferroelectric orde
ing is found at low temperature: a region of vapo
ferroelectric nematic coexistence is seen at very low te
perature, and regions of vapor–liquid and isotropi
ferroelectric coexistence are seen above the triple poin
second critical point is seen at which the isotropic liqu
nematic, and ferroelectric nematic phases are in coexiste
above this critical temperature, the isotropic–nematic tra
tion is weakly first order while the nematic–ferroelectr
nematic transition is second order. One should again n
that for this aspect ratio ofk51.5 the ferrolectric phase i
seen for packing fractions above 50%, which suggests
the polar phase is probably metastable with respect to a s
phase; this was seen for spherical molecules wherek51.90

For molecules with an oblate shape~an aspect ratio of
k50.5!, a dramatic change in the phase diagram can be s
Downloaded 15 May 2002 to 155.198.17.121. Redistribution subject to A
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FIG. 6. The effect of molecular elongation on the phase diagram of
dipolar Gay–Berne fluid with an energy depth anisotropy ofk855 and a
dipole moment ofm* 50.5. The values of the elongation are~a! k53, ~b!
1.5, and~c! 0.5. The regions of stability of the vapor (V), isotropic (I ),
nematic (N), and ferroelectric nematic (FN) phases are indicated on th
figures.
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The region of the ferroelectric nematic phase is shifted
wards lower densities, corresponding to packing fractions
as low as 40%. The relative extent of vapor–liquid coex
ence is seen to decrease in spite of the fact that the va
liquid critical point is at a higher temperature; this is becau
of a corresponding increase in the temperature of the vap
liquid–ferroelectric triple point. Although not shown in th
scale of the figure, the ferroelectric nematic phase rem
stable for temperatures as high asT* 52.7, where there is a
liquid–nematic–ferroelectric nematic critical point~as was
seen for the system with an aspect ratio ofk51.5!; above
this temperature there is a stable region of the nematic ph
Furthermore, we expect that for more oblate particles
vapor–liquid transition could be totally preempted
isotropic–ferroelectric nematic transition. Having found
ferroelectric nematic phase at relatively high temperature
low densities (h'0.4) suggests that ferroelectric nema
ordering is much more likely for oblate-shaped particles th
for the prolate molecules. It is hoped that at these relativ
low densities the ferroelectric phase found for the oblate
lar Gay–Berne molecules will be stable relative to the so
~and possibly even columnar phases! which are expected to
be stable above packing fractions of about 50%. It is gr
fying to find the possibility of polar phases with relative
weak values of the dipole moment. These findings are
general agreement with the conclusions of Groh a
Dietrich,91 who studied fluids of dipolar hard ellipsoids, an
also with the simulations of Patey an co-workers.71,72 Ferro-
electric phases were not found for the oblate dipolar Ga
Berne system at the selected states simulated
Berardiet al.67 for a single packing fraction ofh'0.45. The
particles were more oblate (k50.345) and the energy aniso
ropy was chosen in order to favor the end-to-end configu
tion (k851/5) which will tend to stabilize columnar orde
ing. In the case of our dipolar Gay–Berne system,
ferroelectric phases are found at low density for the less
late molecules (k50.5) and we also favor the side-by-sid
interaction (k855), in this way minimizing the possible sta
bility of the columnar phase.

It is useful to examine our results using the analysis
Blinov.79 The point at which the polar nematic phase fi
starts to become stable is when the dipolar interactions ar
the order of the kinectic energy, or roughly speaking wh
m2/nm>kT, wherenm is the molecular volume. In the cas
of the HGO modelnm5pksss

3 /6 so in our reduced units w
find that one can expect a ferroelectric phase for temp
tures belowT* <6m* 2/(pk). For prolate molecules with
k53, this corresponds to a very low temperature ofT*
<0.16 which is clearly in the solid part of the phase diagr
@see Fig. 6~a!#. When the shape anisotropy is reduced tok
51.5, the value ofT* <0.32 indicates the limit of stability of
the polar phase, which is not far from our theoretical pred
tion for the temperature of the vapor–liquid–ferroelect
triple point @see Fig. 6~b!#. For oblate shaped molecules wi
k50.5, the rough relation predicts a much higher tempe
ture ofT* <0.96 for the limit of stability of the ferroelectric
nematic phase, which again is not far from our predictio
for the triple point temperature@see Fig. 6~c!#.
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V. CONCLUSIONS

A simple version of the classical density-function
theory is presented for systems of particles interacting v
complex intermolecular potential which incorporates ani
tropic repulsive, dispersive, and polar interactions. T
theory is only developed to deal with spatially homogeneo
phases; only orientational ordering in fluid phases are c
sidered. Positional ordering into smectic layers or colum
phases could also be treated, e.g., see the work of Vel
and Mederos,49 but this is not straightforward for potential
such as the Gay–Berne model and is beyond the scope o
present study. We thus focus on regions of the phase be
ior where only spatially homogeneous fluid phases are
pected. By combining a decoupling approximation of the
pulsive forces with a simple mean-field treatment of t
dispersive forces developed for the Lennard-Jones poten
a tractable yet reasonably quantitative theory for the Ga
Berne model is obtained. The approach is then extende
the dipolar Gay–Berne model by using a perturbation the
at the second virial level; a proper treatment of the sh
independent thermodynamic limit for a system with hom
geneous magnetization is used. The theory provided a g
description of the equation of state and the order parame
in the ordered phases for the dipolar-Gay–Berne system
turn our attention to systems with moderate densities and
dipole moments, where the theory is expected to give
best description. In contrast to the findings of simulati
studies, the dipolar interactions are predicted to stabilize
nematic phase relative to the isotropic; this was also see
other theoretical studies at the second-virial level.91,99,110As
was mentioned earlier higher body terms have to be incor
rated to reproduce the relative insensitivity of the isotropi
nematic transition to the dipolar interactions~e.g., see Refs
114 and 115!; unfortunately the incorporation of the three
body terms is not trivial for the Gay–Berne model. Ferr
electric nematic ordering is predicted to be unlikely in dip
lar molecules of prolate or spherical shape; the polar fl
phase is most likely preempted by solidification. Proba
the most important single result of our study is that we ha
found a relatively low-density high-temperature region in t
phase diagram of oblate Gay–Berne molecules with a cen
longitudinal dipole where a ferroelectric phase is possib
the relatively low-density of this polar phase would me
that it preempts columnar ordering. It is hoped that our
sults will be used as a guide in future simulation studies
oblate dipolar Gay–Berne molecules to ascertain the stab
of a ferroelectic nematic phase in such a system.
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