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Abstract: The definition of effective pedagogical strategies for coaching and tutoring students according to their needs in each moment is a high handicap in ITS design. In this paper we propose the use of a Reinforcement Learning's (RL's) model, that allows the system to learn how to teach to each student individually, only based on the acquired experience with other learners with similar characteristics, like a human tutor does. This technique avoids to define the teaching strategies by learning action policies that define what, when and how to teach. The model is applied to a database design ITS system, used as an example to illustrate all the concepts managed in the model.

1. INTRODUCTION

"Intelligent Tutoring Systems (ITSs) are computer-aided instructional systems with models of instructional content that specify what to teach, and teaching strategies that specify how to teach" [19]. Pedagogical strategies specify how the content is sequenced, what kind of feedback to provide, when and how to coach, explain, remediate, summarise, give an exercise, problem, question or analogy, etc.

The choice of the best strategy has been widely studied, from PMS system [16], where the student has the responsibility of his own learning, providing a set of options to choose, until SOPHIE system [4], that exposed that the experience on a given domain requires "common sense" and "casual comprehension"; this knowledge is difficult to be incorporated in pedagogical rules, which are commonly represented as a set of "if-then" production rules.

But there are many drawbacks in the definition of pedagogical rules. First, there are many pedagogical rules that the system will require to teach effectively, being too expensive to encode them, and second, it is difficult to incorporate knowledge that human tutors do not use themselves, since expert teachers cannot describe how the system should reason with such knowledge [2]. Moreover, it is difficult to determine how much strategies are necessary, the differences among them, the moment to apply them, why they fail, how to solve it, etc. A variety of methods are used to model tutoring expertise, including procedures, plans, constraints and rules [11].

To overcome the obstacles derived from the definition and election of pedagogical strategies, other artificial intelligence techniques have been incorporated, like semantic nets, neural nets, etc. The system MENO-TUTOR [12], for instance, incorporates a procedural net, where a node represents new knowledge and each link (with an associated weight) represents the strategy to follow. In other projects, Machine Learning (ML) techniques have been incorporated in the creation of student models capable of reasoning in a pedagogical way. For instance, ADVISOR system [3] uses reinforcement learning to implement a pedagogical agent that monitors the student's behaviour based on their top-level characteristics.

In this paper, we propose to eliminate the pedagogical strategy concept, at least as it has been understood in previous works, using other kind of representation of the pedagogical information. This new representation is based on a reinforcement learning model [9] that allows ITSs to adapt tutoring to student's needs, sequencing the content in an optimal way based on the student's performance, lesson objectives and the relationships between course modules, avoiding to define all static and
predefined pedagogical strategies for each student. The ITS learns by trial and error at the same time that students learn ITS's contents. This method is endorsed by the traditional teaching, where the human tutors learn to teach students through a long process of trial and error [14].

In this work, we use a database design ITS to illustrate the working way of the reinforcement learning system. Concretely, we have used the methodology proposed by Teorey [17].

The paper is organised as follow: first, the architecture of ITS used in this work and reinforcement learning model are briefly described in sections 2 and 3 respectively. In section 4, the definition of an ITS system as a reinforcement learning problem is defined. In section 5, an example of working where a Design Database ITS described as a Reinforcement Learning problem learns to teach is shown. Finally, the main conclusions of this work are exposed.

2. ITS MODULES

A typical structure of an ITS is composed of four well differentiated modules (see Figure 1) [5]. The student module contains all important information about the student in the learning process: student knowledge, personal characteristics, historical behaviour, etc. The interface module facilitates the communication between the ITS and the student. The domain module contain all characteristics of the knowledge to teach. Finally, the pedagogical module decides what, how and when to teach the domain module contents, taking the better pedagogical decisions according to the user's needs.

3. REINFORCEMENT LEARNING

Reinforcement Learning (RL) is defined as follow [9]: "an agent is connected to its environment via perception and action, as depicted in Figure 2. On each step of interaction the agent receives as input, i, some indication of the current state, s, of the environment; the agent then chooses an action, a, to generate as output. The action changes the state of the environment, and the value of this state transition is communicated to the agent through a scalar reinforcement signal, r. The agent's behaviour, B, should choose actions that tend to increase the long-run sum of values of the reinforcement signal. It can learn to do this over time by systematic trial and error, guided by a wide variety of algorithms."

4. USING REINFORCEMENT LEARNING IN ITS

This paper is focused on the application of the reinforcement learning model for deciding (by learning) what, how and when to teach a concept, according to current student's needs. For the effectiveness of this proposal it is necessary, to construct a good student model and to classify learners according to their critical characteristics in learning the ITS's knowledge. A high variety of student models and techniques for constructing them have been studied [15], and any classification technique, like C5.0 [13], could be used to assort students. In order to bound the aims of this paper, let it be a good assortment of students.

ITS's knowledge is stored at the domain module. The traditional knowledge structure (topics, sub-topics, etc.) could be an advantage in the pedagogical strategy in ITS. That's why we propose to use this hierarchy to define the tutor system's objectives. Figure 3 shows a proposal of a
hierarchical structure of knowledge, where each topic has been divided into sub-topics, and these in others sub-topics, and so on. At the same time, each node of the tree contains sets of definitions, examples, problems, exercises, etc. in several formats (image, text, video, etc.).

At the pedagogical module, the ITS finds the best way to teach the knowledge items, corresponding with the internal nodes of the tree (topics), to the current student. The definition of this problem as a reinforcement learning problem is fulfilled as follow. The agent's state is the current student's knowledge, represented by a vector of representative values of the student's knowledge for each topic. The ITS perceives the current student's knowledge \( s_t \) by evaluations (tests). Given one state, the system chooses an action to be executed according to the current action policy, \( B \). The action corresponds with showing leaves of the knowledge tree (definition, exercise, problem, etc.). This action is supposed to change the current state of the student's knowledge to a new state \( s_{t+1} \), generating a state transition and a reinforcement signal (positive or negative) to the system. This signal is used to update the system's action policy. The system behaviour, \( B \), should choose actions that tend to maximise the long-run sum of values of the reinforcement signal, choosing in this way the optimal tutoring strategy (what, when, and how; the best sequence of contents and how to teach them) to coach the current learner.

5. A DATABASE DESIGN ITS LEARNING TO TEACH

In this section, how an ITS could learn to teach using the Reinforcement Learning model is shown. Database Design (DBD) domain have been proposed as example of an ITS domain. This domain has been included too in PANDORA project, where we are working in this moment. The PANDORA goal is to define methods and techniques for database development implemented in a CASE tool, useful for students and practitioners, where one of the modules of this project is concerned with tutoring learning via Web.

5.1 Design Database Domain Knowledge

The knowledge model used for this system is based on the methodology proposed by Teorey [17] in which he emphasises three main phases in the database design: conceptual, logical and physical phases. Data models used are the Entity Relationship (E/R) model [6] and the Relational model [7]. The physical design is not based in any data model due

---

1 This work takes part of PANDORA project (CASE Platform for Database development and learning via Internet), Spanish CICYT project (TIC99-0215).
to it depends of the Data Base Management System (DBMS).

In order to simplify the example, we focus on the "binary relationship" sub-tree, specially on the "N:M" topic (see Figure 4), supposing that "entity", "attribute", "degree" and "cardinality" topics have already been learnt by the student.

The "N:M" topic contains the following definitions, examples and tests:

1) Definitions: This topic contains several definitions with different formats:
   - Definition 1 (Text format): "The connectivity N:M of a binary relationship indicates the mapping between more than one instance of the entity types that participate in the relationship [1]."
   - Definition 2 (Image and Text format): "Let "to achieve" be a relationship between the entity types STUDENT and COURSE (Figure 5). As one student can achieve many courses and in one course many students are registered, then one instance of each entity type participates more than once in the relationship "to achieve", so the connectivity must be N:M [8]."

2) Examples:
   - Example 1 (Image and Text format): "In the domain of movies we could be interested in representing the association between actors and movies in which they have worked. One actor must act in some movies and usually in a movie more than one actor participate, so we could model a N:M connectivity as it is shown in the Figure 6."

Figure 5: N:M relationship of the Definition 2

Figure 4: Database Design Knowledge Tree

Figure 6: N:M relationship of the Example 1
3) Tests:
- **Test 1**: "Read carefully the following questions and identify the N:M connectivity:
  (a) A client orders backlogs and one backlog is ordered by a client
  (b) A recipe is made with some ingredients and one ingredient may appear in various recipes
  (c) One employer may work in a department, and in a department works several employers
  (d) One book may be written by some writers and a writer may be author of various books"
- **Test 2**: "If you are told that a recipe is made with some ingredients and one ingredient may appear in various recipes, which connectivity you will draw in the Figure 7?"
- **Test 3**: "Let us suppose that we want to design a database for a school. We know that one student studies at least one subject and one subject may be taught by two teachers at least. Which connectivity you will draw in the relationships of Figure 8?"

![Figure 7: N:M relationship of the Test 2](image)

![Figure 8: N:M relationships for Test 3](image)

### 5.2 Reinforcement Learning Components

In this section, the components of a reinforcement learning problem in the database design intelligent tutoring system environment are defined.

1.- **Set of states (S)**: A state is defined as the description of the student knowledge. It is represented by a vector which stores as many representative values of learner's knowledge items (internal node of the knowledge tree) as is wished the student learns. In order to simplify the example, it is supposed that these values are defined in the set \{0, 1\}. The items of the knowledge tree are enumerated in an pre-order way. The zero value indicates that the student does not know the item, and the one value indicates that the item has been correctly learned. In the Figure 9, a possible state of the system is shown, based on the knowledge tree defined in Figure 4 and bounded to the "Binary Relationship" branch, where the student knows the "Degree" and "Cardinality" items, but not the others.

![Figure 9: state vector example](image)

2.- **Set of actions (A)**: The actions that the tutor can execute are those that teach the ITS's subject, i.e. to show the leaves of the knowledge items defined in the knowledge tree. It is allowed to show macro-actions, that define a set of leaves of the tree that will be shown at the same time. It is necessary to know if a leaf of the tree has been shown to a student, because it affects on the state of the system. For instance, a student could learn a topic just after teaching him/herself a leaf, but he/she could understand it thanks to the fact that previously, the system has shown him/her another topic. Thus, let us suppose a system with the macro-action defined in Figure 10. There are actions composed by only one leaf and actions composed by several leaves. Let us suppose too, that the student is in a state s, and the system executes the action a1, i.e. the system shows to the student the definition one (def1). If the student would not learnt the item, the system have to execute another action that will content the previous one. For instance, action a4.

![Figure 10: examples of macro-actions](image)

3.- **Perception of the environment (I: S → S)**: This function indicates how the ITS perceives the state the student is into. To perceive the consequences of the execution of a given action, to evaluate the student's knowledge is required. The
only way an ITS could perceive the knowledge state of the student is through evaluating his/her knowledge by tests (presented by shadow shapes in the Figure 4). Each knowledge item in the ITS has associated a set of tests, that will serve to evaluate how much the student knows about the item. These tests will be centred at the last action executed by the ITS, assuming that other student’s capabilities evaluated before do not vary from the last evaluation. However, this could be false, varying them. This problem implies that an ITS could receive from the environment states with different levels of information, that could make the system not to differentiate some states from others, or perceiving two different states as equal (POMDPs: Partially Observable Markov Decision Problems), as it happens in teaching with human tutors. To avoid this problem, there will be necessary to accomplish continuous re-evaluations.

4.- Reinforcement (R: SxA ⇒ R): This function defines the reinforcement signals (rewards) provided by the environment. This reinforcement function supplies a maximum value upon arriving to the goals of the tutor; in conclusion, the aim of the ITS will be to maximise its long term reward. For example, a goal for the tutor would be that the user learn the “N:M” item, receiving only a positive reinforcement signal when the component of the state vector in this item is one. Only in this moment when the teaching process is considered finished. The application of the reinforcement signal is a key issue in the learning technique, because to decide when and how to apply the reward is crucial for the system learning. The ITS learning is a delayed positive reward problem, given that it is impossible to know the kindness of the actual state perceived immediately after the performance of an action (the system does not immediately know whether it has achieved its goal after executing an action, since it might be only achieved (or not) after the execution of several ones). Furthermore, a higher reinforcement signal will be applied when the student may have learnt in less time and better (positive impact on achieving the goal).

5.- Value-action function (Q: SxAxΠ ⇒ R): This function estimates the usefulness of showing leaves of the tree to a student when he is in certain knowledge state. This function provides an evaluation method for the tutor action policies. Therefore, the goal of the learning process is to find the policy such that it maximises this function, i.e., to obtain the optimal value-action function (see equation (1), where γ it is the discount parameter of future actions).

### 5.3 Q-Learning

The reinforcement learning algorithm proposed in this work to learn the Q function is the Q-learning algorithm [18]. This algorithm allows to learn directly from the experience, based on the value-action function, Q(s,a), to define its action policy. One of the main characteristics of this algorithm is that it does not require that system executes optimal sequences to converge [10], being able to learn the Q function and, therefore, the optimum policy. This is very important for ITS, given that learning is based on the interaction with users, and this implies a high cost.

The Q-learning algorithm is described in Table 1. It requires a definition of the possible states, S, the actions that the agent can perform in the environment, A, and the rewards that it receives at any moment for the states it arrives to after applying each action, r. It dynamically generates an action-value table, Q(s,a), that allows to follow a potentially optimal policy. The γ parameter controls the relative importance of past actions rewards with respect to new ones, and α parameter is the learning rate.

![Table 1. Q-learning algorithm](image)

In its learning, the ITS uses the state description (s) as input of the function approximator (Q), using this function to select a teaching action (a). After executing actions, the student changes its state, that has to be perceived by the ITS (using tests). Depending on the kindness of the state reached in order to attain the goals, the system will receive a positive or null reward.

To define if in ITS domain the execution of an action in a given state does or not always arrive to the same state is critical. When it does not achieve always the same state is because of noise associated to perception, and actions. This implies that the reward of executing an action in a given state, can be different depending on whether the next observed state is a goal state or not. In ITSs there is not determinism in actions, because their execution could arrive to different final states, due for
instance, to the different characteristics of learning that students have (the student can learn or not the item, with different results on the tests, etc.). Nevertheless, to simplify the example in this paper, we suppose there exist determinism, and, then, the learning rate $= 1$.

In the other hand, an exploitation/ exploration (to use pre-acquired knowledge or to try new alternatives respectively) strategy must be defined, because it influences the learning rate and its quality. In this case, any strategy (greedy, random, etc.) can be used, but we propose to mix them with the possibility that ITSs present in the interaction with users, proposing to the users a list of options with the following actions to be performed. In this way, at the same time, the ITS maintains the attention of the pupil, giving him/her the sensation of keeping the control of the interaction, that is an interesting characteristic of ITSs.

5.4 ITS Learning Example

An example of the ITS learning process is shown in the Figure 11, where the students states have been represented by state vectors and the states transition by arrows. The actions performed before the state transition label each arrow, and they have been marked with the initial action-value function $(Q(s,a))$ value. The S state is the initial state of the example and the Goal state is the final state. Thus, in the example, we only manage two states, S and Goal. The possible actions have been represented in Figure 10.

The $Q$ values of the Goal state are set to zero by reinforcement learning definition and the $Q$ values for S state are supposed to be, for instance, 0.8. So, the $Q$ function values can be represented with the following table:

<table>
<thead>
<tr>
<th>$A$</th>
<th>$A1$</th>
<th>$A2$</th>
<th>$A3$</th>
<th>$A4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Goal</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 2. Example of $Q$ function values

Let us suppose the $A1$ macro-action is randomly chosen and then, after its execution, the system achieve the same state, S, because the student is not able to learn the item (the student does not pass the related test). In this moment the $Q$ function value is updated based on the following update function:

$$Q(s, a) = y^{size(a) - 1} r + y^{size(a)} \max_{a'} Q(s', a')$$  \hspace{1cm} (1)

Where size($a$) is the number of leaves that the action $a$ contains. This function is a modification of the standard Q-learning updating function, where the reinforcement can be discounted depending of the size of the macro-action. So, if the macro-action size is small, the new value will be bigger than if the macro-action size was higher. Thus, the new value of $Q(S,A1)$ will be computed as follow:

$$Q(S, A1) = 0 + 0.9 \max_{a'} \{0.8, 0.8, 0.8, 0.8\} = 0.72$$  \hspace{1cm} (2)

Given that the student has not arrived to the Goal state, another action must be executed. Supposed that the $A4$ macro-action is chosen, and this change the student state to the Goal state (the student pass the test). Then, the value of $Q(S,A4)$ is computed as...
follow:

\[ Q(S, A3) = 0.9^{S-1} \cdot 1 + 0.9^1 \cdot \max\{0,0,0\} = 1 \]  

Now let us suppose that another student with similar learning characteristics than the previous student is in the same initial situation (the S state). Suppose too that the system decides to execute the A3 action. After executing this action, the student achieves the Goal state, updating the \( Q(S, A3) \) as follow:

We can see that even actions A3 and A4 achieve the Goal state, the value of the \( Q \) function for A3 action is bigger than for A4 action. This is due to the action A3 only contains one leaf (a definition), and A4 action contains two leaves (a definition and an example).

### 5.5 Conclusions and Further Research

In this paper we propose to use a technique that avoids the problems derived from construction of different pedagogic strategies for each student in Intelligent Tutoring Systems. This technique consists on the use of reinforcement learning in the pedagogical module of the ITS, learning to teach by trial and error and eliminating the problematic concept of pedagogical strategy.

The use of reinforcement learning techniques provides many advantages on the techniques of traditional dynamic planning. First, it avoids the cost associated to rules construction and heuristic creation for each teaching strategy adapting to the needs of each student. Furthermore, it allows the system to individually adapt to student in real time, based only on previous information of interactions with other students with similar characteristics. Thirdly, the system is able to adapt to the user not only deciding what to show, or when to show a given knowledge, but also how to do it. Finally, it is considered a general technique, being able to apply it in any ITS independently of the domain.

This paper exposes the foundation of a theoretical model, proposing a representation of the domain module in intelligent tutoring systems and instantiating it with a real example that is currently being implemented.

Currently, we are involved in the implementation work as well as in defining the evaluation with real students.
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