Soliton ratchets in homogeneous nonlinear Klein-Gordon systems
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We study in detail the ratchetlike dynamics of topological solitons in homogeneous nonlinear Klein-Gordon systems driven by a biharmonic force. By using a collective coordinate approach with two degrees of freedom, namely the center of the soliton, $X(t)$, and its width, $l(t)$, we show, first, that energy is inhomogeneously pumped into the system, generating as result a directed motion; and, second, that the breaking of the time shift symmetry gives rise to a resonance mechanism that takes place whenever the width $l(t)$ oscillates with at least one frequency of the external ac force. In addition, we show that for the appearance of soliton ratchets, it is also necessary to break the time-reversal symmetry. We analyze in detail the effects of dissipation in the system, calculating the average velocity of the soliton as a function of the ac force and the damping. We find current reversal phenomena depending on the parameter choice and discuss the important role played by the phases of the external ac force. Our analytical calculations are confirmed by numerical simulations of the full partial differential equations of the sine-Gordon and $\phi^4$ systems, which are seen to exhibit the same qualitative behavior. Our results show features similar to those obtained in recent experimental work on dissipation induced symmetry breaking. © 2006 American Institute of Physics. [DOI: 10.1063/1.2158261]

Ratchet, or rectification, phenomena in nonlinear nonequilibrium systems are receiving a great deal of attention in the past few years. A typical example of a ratchet occurs when pointlike particles are driven by deterministic or nonwhite stochastic forces. Under certain conditions related to the breaking of symmetries, unidirectional motion can take place although the applied force has zero average in time. The broken symmetries can be spatial, by introducing an asymmetric potential, or temporal, by using asymmetric periodic forces. This effect has found many applications in the design of devices for rectification or separation of different particles. Recently, ratchet dynamics is being studied in the context of solitons, trying to understand whether the fact that solitons, or nonlinear coherent excitations in general, are extended objects, allows for similar rectification phenomena. In nonlinear Klein-Gordon systems, it has been shown that ratchetlike behavior can be observed when driven by asymmetric periodic forces. However, the phenomenon is different from that seen in pointlike particles as the deformations of the soliton play a crucial role. In this paper we describe in detail these phenomena, analyze the mathematical conditions for its existence, explain the underlying mechanism originating the net motion, and study the highly nontrivial effects of dissipation on the motion. Our results may be related to recent observations of rectification in Josephson junctions and optical lattices.

I. INTRODUCTION

Ratchet or rectification phenomena, the subject of an intense research effort during the last decade, appear in very many different fields ranging from nanodevices to molecular biology.\textsuperscript{1–7} Generally speaking, the appearance of ratchetlike behavior requires two ingredients, departure from thermal equilibrium, either by using correlated stochastic forces or deterministic forces, and breaking of spatial and/or temporal symmetries.\textsuperscript{4,6,8–14} Many applications of the ratchet theoretical framework deal with the scenario of spatial symmetry breaking, beginning with the proposal for nonequilibrium rectifiers in Ref. 1. However, in other problems, breaking the temporal symmetry may be much more feasible; this is the case, for instance, of optical lattices\textsuperscript{15} or Josephson
junctons\textsuperscript{16-18} (see also Ref. 19 for related work on Josephson ratchets in the dissipative quantum regime) when driven by an appropriate biharmonic force. In this context, the ratio of the frequencies of a biharmonic force is related with the breaking of the temporal-shift symmetry [given by $f(t) = -f(t+T/2)$ with $T$ being the period] whereas suitable choices for the driving phases and damping\textsuperscript{20} lead to time-reversal symmetry breaking.\textsuperscript{21} This mechanism to obtain directed motion from a zero-mean force has been first proposed for particle (zero-dimensional) systems,\textsuperscript{4,8,9} and it has recently been extended to extended systems, both classical\textsuperscript{12,13,22,23} and quantum ones.\textsuperscript{24}

A very relevant system, mostly because its character of paradigmatic of phenomena arising in connection with topological solitons and its many applications, is the damped and driven sine-Gordon (sG) model.\textsuperscript{25}

\begin{equation}
\phi_t - \phi_x + \sin(\phi) = -\beta \phi_t + f(t).
\end{equation}

In Ref. 23 the symmetry considerations above were studied in the context of Eq. (1) by choosing

\begin{equation}
f(t) = \epsilon_1 \sin(\delta t + \delta_0) + \epsilon_2 \sin(m \delta t + \delta_0 + \theta')
= \epsilon_1 \sin(\delta t + \theta_1) + \epsilon_2 \sin(m \delta t + \theta_1),
\end{equation}

where $m$ is an integer number and $\epsilon_1$ ($\epsilon_2$) is the amplitude of the harmonic component with frequency $m \delta$ and phase $\theta_1$ ($\theta_0$). We note that in the equation above $\theta_1 = \delta_0$ and $\theta' = \theta_1 - \theta_0$, being $\theta'$ the relative phase, and therefore the results presented here can be understood as well in terms of relative phases. The reason for including two harmonics is that, as can be seen immediately from the previous symmetry analysis, in the case of a single harmonic the directed motion of sG kinks is not possible, something advanced by a different reasoning some years ago\textsuperscript{26} and experimentally confirmed in Ref. 27. Thus, the main result in Ref. 23 was the finding that, if $f(t)$ breaks the shift symmetry and if the total topological charge in the system is nonzero, a directed current (meaning a preferential motion of the kink in one direction) could be observed whose direction and magnitude depend on the driving parameters and damping coefficient.

Subsequently, in a recent paper,\textsuperscript{28} we advanced a first explanation of the mechanisms underlying the observations in Ref. 23. Directed motion of solitons arises because of a resonance phenomenon involving the oscillations of the soliton width, $l(t)$, with at least one of the frequencies of the ac force. In terms of the symmetry picture we are discussing here, we note that it is precisely the breaking of the shift symmetry the reason for the appearance of the resonance, which means that the shift symmetry and the resonance conditions are equivalent. In the present work we will extend our preliminary results in Ref. 28 in several directions. First, we will show that net motion of the soliton is only possible if, in addition to the aforementioned resonance condition on the frequencies, the time-reversal symmetry is also broken by the action of ac force and damping. As will be seen below, this in turn implies that the energy introduced by the biharmonic force is inhomogeneously pumped into the system, giving rise to the observed unidirectional motion. Second, we will carry out a detailed study of the ratchet dynamics of solitons governed by Eq. (1), including not only the cases $m=2$, our main focus in Ref. 28, but also $m=4$, which we compare to the previous one. Third, in order to show the generality of our results, we will present an analysis of the motion of the $\phi^4$ kink, whose dynamics is given by

\begin{equation}
\phi_0 - \phi_{xx} + \phi^3 - \phi = -\beta \phi_t + f(t).
\end{equation}

Finally, we will extend our previous work to analyze in depth the influence of dissipation in the directional motion. We will focus on the way that damping affects the phase values for which there is no soliton motion, and we will discuss the existence of values of the dissipation coefficient that lead to optimal soliton mobility. Interestingly, our results are reminiscent of the experimental findings in Ref. 20, where similar effects due to dissipation are found.

The presentation of the above results is organized as follows: In the next section we analyze two nonlinear Klein-Gordon systems, specifically the sine-Gordon and $\phi^4$ models, by means of a collective coordinate (CC) approach, obtaining the analytical and approximate expressions for the average of the velocity of the center of the soliton for $m=2$ and $m=4$. In Sec. III we verify our analytical results by means of numerical simulations. Section IV is devoted to the discussion of the most relevant effects of dissipation. To conclude the paper, in the last section we recapitulate the results of Secs. III–V, make the connection with the experiments and summarize our main findings.

II. COLLECTIVE COORDINATE APPROACH

A. Collective coordinate equations

Our aim in this section is to obtain an approximate expression for the average velocity of the center of the kink (as $\phi^4$ kinks are not solitons, strictly speaking, we will refer to these excitations of both models as kink from now on). To this end, we will use one of the different CC approaches (see Ref. 29 for a review). We introduce two variables, namely the center of the kink, $X(t)$, and its width, $l(t)$, through Rice’s Ansatz,\textsuperscript{30} which amounts to specifying the kink solution as

\begin{equation}
\phi_0(x, t) = 4 \arctan \left[ \exp \left( \frac{x - X(t)}{l(t)} \right) \right],
\end{equation}

for sG and

\begin{equation}
\phi_0(x, t) = \tanh \left( \frac{x - X(t)}{l(t)} \right),
\end{equation}

for $\phi^4$. Using the above expressions, and the variations of the energy and the momentum [two conserved quantities of the unperturbed systems Eqs. (1) and (3)] it can be shown (see Ref. 31 for details) that the two collective variables obey the following two ordinary differential equations:

\begin{equation}
\frac{dP}{dt} = -\beta P - q f(t),
\end{equation}
According to the model, $S_G$ or models we work with, the sine-Gordon and $\phi^4$ models, $q$ is the topological charge, $M_0$ and $l_0$ are the mass and the width of the kink at rest.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>sine-Gordon</th>
<th>$\phi^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q$</td>
<td>$2\pi$</td>
<td>$2\pi$</td>
</tr>
<tr>
<td>$M_0$</td>
<td>$8$</td>
<td>$2\sqrt{2}/3$</td>
</tr>
<tr>
<td>$l_0$</td>
<td>$1$</td>
<td>$\sqrt{2}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$\pi/12$</td>
<td>$(\pi^2 - 6)/12$</td>
</tr>
</tbody>
</table>

\[ \ddot{l} - 2\dot{l} - 2\beta l = \Omega_R^2 l \left[ 1 + \frac{\beta^2}{M_0^2} \right] - \frac{1}{\alpha}, \]  

(7)

where $P(t) = M_0 \dot{x}/l(t)$, $\Omega_R = 1/(\sqrt{\alpha \epsilon_0})$ is Rice’s frequency, and the parameters $M_0$, $q$, $\alpha$, and $l_0$ take different values according to the model, $S_G$ or $\phi^4$ (see Table I).

The quantity $P(t)$ deserves some discussion on its own. To begin with, it represents the momentum of the kink. Indeed, the expression for $P(t)$ can be obtained as well by substituting Rice’s Ansatz into the definition of the momentum $P(t) = \int_{-\infty}^{\infty} dx \phi \dot{\phi}$. The same equations can be obtained using a projection technique with a generalized traveling wave ansatz (GTWA) (see details in Ref. 32). In addition, it has been shown recently \(^3\) that Eq. (6) for the momentum, obtained here within the framework of the Rice approximation, is an exact equation of motion, irrespective of the choice for the Ansatz. Hence, its solution is also exact and not an approximation.

Let us now proceed with the analysis of Eqs. (6) and (7). After transients have elapsed and become negligible, ($t \gg 1/\beta$) the solution for $P(t)$ is essentially given by

\[ P(t) = -\sqrt{\epsilon} \alpha_1 \sin(\delta t + \theta_1 - \chi_1) + \alpha_2 \sin(m \delta t + \theta_2 - \chi_m), \]

(8)

where $\epsilon = \min(\epsilon_1, \epsilon_2)$ is a rescaling parameter, and

\[ \chi_1 = \arctan \left( \frac{\delta}{\beta} \right), \quad \chi_m = \arctan \left( \frac{m \delta}{\beta} \right), \]

(9)

\[ \alpha_1 = \frac{q}{\sqrt{\beta^2 + \delta^2 + \epsilon}}, \quad \text{and} \quad \alpha_2 = \frac{q}{\sqrt{\beta^2 + m^2 \delta^2 + \epsilon}}. \]

(10)

We can now turn to Eq. (7), which is nothing but a parametrically driven oscillator: it is clear that $l(t)$ is indirectly driven by the harmonic forces with frequencies $\delta$ and $m \delta$, due to the term $P^2$ on the right-hand side (rhs) of Eq. (7). To solve (approximately) this equation, we expand $l(t)$ in powers of $\epsilon$ around the unperturbed kink width $l_0$.

\[ l(t) = l_0 + \epsilon \tilde{l}_1(t) + \epsilon^2 \tilde{l}_2(t) + \cdots. \]

(11)

Substituting Eq. (11) into Eq. (7) we find a hierarchy of equations for different orders of powers in $\epsilon$. The first three equations for $\tilde{l}_i(t)$ are given by

\[ \ddot{\tilde{l}}_i(t) + \beta \dot{\tilde{l}}_i(t) + \Omega_R^2 \tilde{l}_i(t) = -\frac{\Omega_R^2}{2eM_0^2} l_0^2, \]

(12)

\[ \ddot{\tilde{l}}_2(t) + \beta \dot{\tilde{l}}_2(t) + \Omega_R^2 \tilde{l}_2(t) = -\frac{\Omega_R^2}{2eM_0^2} \frac{l_0^2}{2l_0} + \frac{\Omega_R^2}{2l_0}, \]

(13)

\[ \ddot{\tilde{l}}_3(t) + \beta \dot{\tilde{l}}_3(t) + \Omega_R^2 \tilde{l}_3(t) = -\frac{\Omega_R^2}{2eM_0^2} \frac{l_0^2}{l_0} + \frac{\Omega_R^2}{l_0} \]

\[ -\frac{\Omega_R^2}{2l_0} - \frac{\Omega_R^2}{2l_0^2}. \]

(14)

These equations are linear and therefore we can begin by solving the first one, Eq. (12), by substituting the expression for the momentum, Eq. (8), into the rhs of (12). With this, the equation for $\tilde{l}_1$ becomes

\[ \ddot{\tilde{l}}_1(t) + \beta \dot{\tilde{l}}_1(t) + \Omega_R^2 \tilde{l}_1(t) = A_1 + A_2 \cos(2\delta \tilde{t} + 2\theta_1 - 2\chi_1) + A_3 \cos(2m \delta \tilde{t} + 2\theta_2 - 2\chi_m) + A_4 [\cos(m - 1) \delta \tilde{t} + \theta_2 - \chi_m - (\chi_m - \chi_1) - \cos(m + 1) \delta \tilde{t} + \theta_1 + \theta_2 - (\chi_m + \chi_1)], \]

(15)

where

\[ A_1 = -A_2 - A_3, \]

(16)

\[ A_2 = \frac{\Omega_R \alpha_1^2}{4 \sqrt{\epsilon} M_0^2}, \]

(17)

\[ A_3 = \frac{\Omega_R \alpha_2^2}{4 \sqrt{\epsilon} M_0^2}, \]

(18)

\[ A_4 = -\frac{\Omega_R}{2 \sqrt{\epsilon} M_0^2} a_1 a_2. \]

(19)

It is important to notice on the rhs of Eq. (15) the presence of harmonics with frequencies $2\delta$, $2m \delta$, and $(m \pm 1) \delta$. As a consequence, all these frequencies appear in the expression for $\tilde{l}_1(t)$ and they remain after a transient time $t \gg 1/\beta$, i.e., asymptotically we have

\[ \tilde{l}_1(t) = \frac{A_1}{\Omega_R^2} \sin(2\delta \tilde{t} + 2\theta_1 - 2\chi_1 + \tilde{\theta}_1) + \frac{A_2}{\sqrt{(\Omega_R^2 - 4\delta^2)^2 + 4\beta^2 \delta^2}} \sin[(m - 1) \delta \tilde{t} + \theta_2 - (\chi_m - \chi_1) + \tilde{\theta}_{m-1}] + \frac{A_3}{\sqrt{(\Omega_R^2 - 4\delta^2)^2 + 4m^2 \beta^2 \delta^2}} \sin[(m + 1) \delta \tilde{t} + \theta_2 - (\chi_m + \chi_1) + \tilde{\theta}_{m+1}] - \frac{A_4}{\sqrt{(\Omega_R^2 - 4\delta^2)^2 + 4m^2 \beta^2 \delta^2}} \sin[(m + 1) \delta \tilde{t} + \theta_2 - (\chi_m + \chi_1) + \tilde{\theta}_{m+1}], \]

(20)

where

\[ q = \sqrt{\frac{2\pi}{\sqrt{2}}}, \]

\[ M_0 = 2, \]

\[ l_0 = \sqrt{2}/3, \]

\[ \alpha = \frac{\pi}{12}, \]

\[ \beta = \sqrt{2}. \]
TABLE II. Harmonic content of the first contributions to the perturbative expansion of $l(t)$. Notice that $m$ and $m\delta$ are the frequencies of the ac force (they appear in the momentum equation as well).

<table>
<thead>
<tr>
<th>Second harmonic($\delta$)</th>
<th>$l_1$</th>
<th>$l_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>$2\delta, 2m\delta, (m \pm 1)\delta$</td>
<td>$2\delta, 4\delta, 4m\delta, (m \pm 1)\delta$</td>
</tr>
<tr>
<td>2</td>
<td>$\delta, 2\delta, 3\delta, 4\delta$</td>
<td>$\delta, 2\delta, 3\delta, 4\delta, 5\delta, 6\delta, 7\delta, 8\delta$</td>
</tr>
<tr>
<td>3</td>
<td>$2\delta, 3\delta, 4\delta, 6\delta$</td>
<td>$2\delta, 3\delta, 4\delta, 5\delta, 6\delta, 10\delta, 12\delta$</td>
</tr>
<tr>
<td>4</td>
<td>$2\delta, 3\delta, 5\delta, 8\delta$</td>
<td>$2\delta, 3\delta, 4\delta, 5\delta, 6\delta, 7\delta, 9\delta, 10\delta, 11\delta, 13\delta, 16\delta$</td>
</tr>
</tbody>
</table>

\[
\tilde{\theta}_m = \arctan \left( \frac{\Omega^2 - m^2 \delta^2}{m \beta \delta} \right).
\]

From the rhs of Eqs. (13) and (14), the same reasoning as above leads one to find the harmonics corresponding to the second and third order corrections $l_2(t)$ and $l_3(t)$. We do not include the explicit expressions for these corrections for the sake of brevity, but in Table II we collect all these values for $m=2, 3, 4$.

**B. Velocity of the kink center**

Having found the exact expression for $P(t)$ and the first terms in the perturbative expansion for $l(t)$, we can now calculate the average velocity over one period $T=2\pi/\delta$. To this end, we recall the previously defined expression for the momentum, $P(t)=M_0\dot{l}X/l(t)$. After transients have elapsed, which means after a time essentially given by the inverse of the dissipation coefficient, the mean velocity of the kink can be expressed in terms of the CC as

\[
\langle \dot{X}(t) \rangle = \frac{1}{T} \int_0^T \frac{P(t)l(t)}{M_0} \, dt.
\]

Taking into account the expansion (11), this expression can be written as

\[
\Phi_1(\beta, \delta) = 2\chi_1 - \chi_2 - \arctan \left( \frac{2\beta \delta (\Omega^2 - \delta^2)^2 + 3\beta^2 \delta^2 - (\Omega^2 - \delta^2)^2}{2(\Omega^2 - \delta^2)[(\Omega^2 - \delta^2)^2 + 4\beta^2 \delta^2] + (\Omega^2 - \delta^2)[(\Omega^2 - \delta^2)^2 + \beta^2 \delta^2]} \right),
\]

which are only functions of the dissipation coefficient and the frequencies of the ac force. We note here that a similar expression, albeit starting from a less general Ansatz, has been obtained in Ref. 23. In this new form, it is apparent that the averaged velocity is a sinusoidal function of $\theta_1$ and $\theta_2$, and it is proportional to $\epsilon_1 e_2$. It is interesting to note that the same dependence on amplitudes and phases is also found in other systems, in principle unrelated with the ratchet dynamics of solitons we are discussing here (see Ref. 21 and references therein). On the other hand, from the experimental viewpoint, it is worth noting that, in the limit $\delta \ll \beta$, we find $\langle V \rangle \approx \sin(2\theta_1 - \theta_2)$, in agreement with the experiments on JJ reported in Ref. 18.

Proceeding with the analysis of the average velocity of the kink, from Eq. (24) it is obvious that net motion (i.e., with nonzero average velocity) is only possible if

\[
2\theta_1 - \theta_2 - \Phi_1 \neq n\pi, \quad n = 0, 1, \ldots
\]

In this form, this condition, as will be shown below (and was pointed out in Ref. 20), arises from the breaking of the time-
reversal symmetry by the biharmonic force. Indeed, $\Phi_1$ is related with the difference of phases between the harmonics with frequencies $\delta$ and $m\delta$ in the functions $P(t)$ and $l_1(t)$. Thus, our first resonance criterion reads that the ratchet effect appears when $l(t)$ oscillates with at least one of the frequencies of $P(t)$; in addition, the difference of phases between the harmonics must be appropriate for the appearance of net motion. In others words, fixing all the parameters of the ac force and damping except one of the two phases of the ac force, one can find a critical value of that phase that suppresses directed motion of kinks. The values at which the velocity vanishes are important, since for a force with a given frequency and damping, they indicate the phases at which the velocity of the kink is reversed. On the other hand, the changes in the phases are related with the breaking of the time-reversal symmetry of the system.\(^{34}\)

Let us now turn to the case $m=4$, a value for which the appearance of the ratchet effect is also predicted.\(^{23}\) In analogous manner to the preceding calculations, one can show that $\epsilon_1^2(X_1^3)$ is zero. Therefore, the frequencies in $l(t)$ that contribute to the net motion must appear in higher order corrections (see Table II), namely $\epsilon_2^2(X_2)$. After cumbersome calculations we find

$$
\epsilon_2^2(X_2) = \frac{q^5 \Gamma^3 \Gamma_2}{32 M_\beta} \left( 2 \right)^2 \sqrt{(\beta^2 + 16 \beta \delta)} \left( \sin(4\theta_1 - \theta_2 + X_3 - 4\chi_2 + \tilde{\theta}_2 - \tilde{\theta}_1) - \frac{(6\delta^2 + \Omega_\beta^2)\cos(4\theta_1 - \theta_2 + X_3 - 4\chi_2 + \tilde{\theta}_2 - \tilde{\theta}_1)}{\sqrt{(\Omega_\beta^2 - \delta^2)^2 + \beta^2 \delta^2} \sqrt{(\Omega_\beta^2 - 4\delta^2)^2 + 4\beta^2 \delta^2} \sqrt{(\Omega_\beta^2 - 9\delta^2)^2 + 9\beta^2 \delta^2}} - \sin(4\theta_1 - \theta_2 + X_3 - 4\chi_2 + \tilde{\theta}_2 - \tilde{\theta}_1) \right) \left( \frac{4(\delta^2 - \Omega_\beta^2)\cos(4\theta_1 - \theta_2 + X_3 - 4\chi_2 + 2\tilde{\theta}_2 + \tilde{\theta}_1)}{4[\Omega_\beta^2 - 4\delta^2]^2 + 4\beta^2 \delta^2} \sqrt{(\Omega_\beta^2 - 16\delta^2)^2 + 16\beta^2 \delta^2} \right),
$$

which can be rewritten as

$$
\epsilon_2^2(X_2) = \epsilon_1^2 \epsilon_2 \Gamma_2 \sin[\theta_2 - 4\theta_1 + \Phi_2(\beta, \delta)],
$$

where again the amplitude, $\Gamma_2$, and the phase, $\Phi_2$, are functions of the dissipation and the frequencies of the ac force.

As for the mobility condition, which for the $m=2$ case was given by Eq. (26), a similar expression can be derived for the case $m=4$ by imposing that the sine function vanishes in Eq. (28).

For the case $m=3$, the shift symmetry is not broken and therefore ratchet motion can not take place. Indeed, the calculation of the average velocity based on the CC approach gives zero for all orders of the expansion. For this case the frequencies of the ac force (or the momentum) are odd harmonics of $\delta$ ($\delta$ and $3\delta$), whereas only even harmonics of $\delta$ are found in the kink width oscillations ($2n\delta, n \in N$). The complete selection rules for $m=2, 3, 4$ appear in Table II, where for a given $m$ one identifies the harmonics corresponding to the oscillations of the width of the kink. Resonances then take place when at least one of these harmonics coincides with one of the two harmonics of the ac force. We can verify that if this condition is fulfilled, the shift symmetry is broken and vice versa. In the simplest case, $m=1$, for which the driving consists only of a single harmonic, the ratchet effect is also absent. Looking at Eq. (8) it is immediately realized that only terms with frequency $2\delta$ appear in Eq. (7), so that the resonance condition is not achieved in agreement with previous results.\(^{31}\) This discussion in terms of resonant frequencies can be extended, in an analogous but cumbersome calculation, to any positive integer number of the frequency of the second harmonic, i.e., for higher integer values of $m$. Finally, an interesting remark is that the resonance condition can also be interpreted as a synchronization between the ac force and the oscillations of the width of the kink, i.e., directional transport occurs whenever the ac force is locked to the oscillations of the width.\(^{35}\)

C. Mechanism for directional motion

In the preceding section we have established the conditions for net motion of the kink to take place. We argued that the fact that the width of the kink is a dynamical variable is not a sufficient condition for the existence of directed motion and, on the contrary, net motion can arise only when, first, at least one of the two harmonics of the ac driven force appears in the oscillations of the width of the kink (which is equivalent to breaking the shift symmetry) and, second, when the time-reversal symmetry is broken. However, these two conditions, albeit simply stated, do not allow for a physical or intuitive understanding of the mechanisms at work in the system. In order to shed light on those mechanisms, it is convenient to write Eq. (6) as

$$
\ddot{X} + \beta \dot{X} - \frac{g(t)}{l} = -\frac{q(t)f(t)}{Mf_0^2}.
$$

Cast in this form, it is easy to realize the existence of an effective driving force, given by
whose amplitude is modulated by the oscillations of the width. The consequence is that, while the average of the external ac force is always zero, the average of this effective force term vanishes when the harmonics of the external driving force \( f(t) \) do not match those in the oscillations of the width or when they oscillate with at least one common frequency but with appropriate critical phases. Such a nonzero effective driving force is in fact the same as having a dc force acting on the kink. This means that the energy is inhomogeneously pumped into the system, through a process that is modulated by the kink width oscillations.

On the other hand, Eq. (29) has a term \( \dot{X}/l \) that describes the energy transfer from the translational mode to the internal mode. Instead of analyzing which portion of energy delivered by the ac force is used for the dynamics of the internal mode, we find it more illuminating to study how different this transfer is in the two halves of one period. To this end, Fig. 1(a) presents the effective force for the case \( m=2 \) for certain parameters. The difference between the brown and grey areas divided by the period represents the average of the effective force in one period. The computation shows that \( \langle f_{\text{el}} \rangle = 0.0055 \). Consequently, the center of the kink should move in the positive direction and, indeed, as is depicted in Fig. 1(b), such motion takes place. In addition, the mean velocity is \( \langle X \rangle = 0.108 \), the kink moves with constant velocity on average, and hence the average acceleration is zero. One can check that \( \beta \langle X \rangle = 0.0054 \) is in close agreement with the result found above for the effective force. We also computed the average of the coupling term which gives \( \langle X \dot{l}/l \rangle = -0.0001 \). This tells us that, on average, the coupling term is equivalent to a friction force but also that its value is much smaller compared to the average of the driving force. Hence, most of the net force is used in the translational motion.

III. NUMERICAL SIMULATION RESULTS

The analytical results of the preceding section were derived within the CC approach, which amounts to consider that perturbations affect only the \( X \) and \( l \) variables of the kink but not its shape, i.e., phonons have been neglected. Therefore, we expect that the results will be valid for small amplitudes and frequencies of the ac force, and also not too small damping coefficient. In any event, they must be compared to numerical simulations of the full partial differential equations (1) and (3). To this end, we have integrated numerically both equations, using the Strauss-Vázquez scheme as well as a fourth-order Runge-Kutta method, choosing a total length of \( L = 100, 300 \), with steps \( \Delta t = 0.01, \Delta x = 0.1 \). We have used aperiodic boundary conditions with a kink at rest as initial condition. In the following we will monitor the dynamics induced by the ratchet effect through the dependence of the average velocity on the phases of the biharmonic force and the dissipation coefficient, which in turn requires the computation of the center and the width of the kink from the simulations of the full equations.

For the numerical calculation of the center and width of the kink we have improved the procedure suggested in Ref. 38, taking into account the oscillations of the ground state due to the action of the ac driving. In particular, for the sG kink (and for the \( \phi^4 \) kink, changing parameters as indicated), this method reduces to searching, for a given and fixed time, in the discrete lattice, those points \( x_n \) and \( x_{n+1} \) such that \( \phi_n \leq \pi + \phi_{\text{vac}}(t) \) and \( \phi_{n+1} \geq \pi + \phi_{\text{vac}}(t) \), where \( \phi_n = \phi(x_n, t) \), \( \phi_{\text{vac}}(t) \) represents the oscillations of the background field. In this case this function can be computed as \( \phi_{\text{N}} = 2\pi (\phi_N - 1) / \phi^2 \) where \( N = L / \Delta x, L \) being the total length of the numerically simulated system. Subsequently we estimate, by using a linear interpolation method with two points \( (x_n, \phi_n) \) and \( (x_{n+1}, \phi_{n+1}) \), the corresponding point \( x_1 \) [it will be our computed center of the kink \( X(t) \)] where \( \phi = \pi + \phi_{\text{vac}}(\phi = \phi_{\text{vac}} \text{ for } \phi^4) \). Second, in order to compute the width of the kink, we look for the value of \( l(t) \) that minimizes the expression

\[ f_{\text{el}} = -\frac{q(t)f(t)}{M_{\text{el}}} \]
where \( \phi_0 \) is defined by using (4) [or (5) in the case of the \( \phi^4 \) system] and \( k=1,2,\ldots,n,\ldots,N \).

In the following sections, we will present the numerical analysis in two parts according to the two models we deal with, namely \( sG \) and \( \phi^4 \). In each system we will analyze the ratchet dynamics of the kink for \( m=2,4 \) and the zero average velocity for \( m=3 \).

### A. Sine-Gordon model

Our first comparison between the CC analysis and the numerical simulations is presented in Fig. 1(b), where the time evolution of the center of the kink is presented. As can be seen from the plot, the agreement between our analytical approximation and the numerical results is excellent, even for long times, suggesting that we can be confident that the CC approach captures the ratchet dynamics of the system. Nevertheless, to complete the analysis and fully confirm our analytical predictions, it is crucial to understand how the existence or not of motion for different values of \( m \) is confirmed. Notice the sinusoidal dependence of the mean velocity on the phase, as predicted by the expressions (23) and (27). Another relevant feature of Fig. 4 is the difference of the mean velocity between the cases \( m=2 \) and \( m=4 \). In principle, net motion can occur for any even value of \( m \); however, we observe that the maximum of the velocity decreases when \( m \) is increased. This can be understood from Eqs. (24) and (28), which predict that \( \langle V \rangle \sim \epsilon_1^2 \epsilon_2^2 \) for \( m=2 \) and \( \langle V \rangle \sim \epsilon_1^4 \epsilon_2^2 \) for \( m=4 \), where \( \langle V \rangle \sim \langle X \rangle \). For greater values of \( m \), \( \langle V \rangle \sim \epsilon_1^6 \epsilon_2^{4-2} \), so if \( \epsilon_1 \) and \( \epsilon_2 \) are small enough, the velocity goes to zero as \( m \) is increased. Furthermore, the amplitudes of the peaks of the DFTs corresponding to the frequencies \( \delta \) and \( 2\delta \) for \( m=2 \) are greater than their counterparts for \( m=4 \), \( \delta \) and \( 4\delta \) [see Figs. 2(b) and 3(b)]. In this figure we also notice that there are some values of the phase \( \theta_1 \) for which there is no net motion. For example, for \( m=2 \), these values are approximately given by \( \theta_1 \approx -0.9 + n\pi \) (\( n=0,1,\ldots \)). We will refer to those values of the phase for which there is no net motion as critical values. For \( m=2 \), the whole set of critical phase values as a function of dissipation and frequencies is provided by the expression \( \theta_1 \approx -\Phi_1(\beta,\delta) + n\pi \). These correspond to those values of the phase for which the condition (26) is not fulfilled.

![Ratchet dynamics in the sG model for m=2.](image)

**FIG. 2.** Ratchet dynamics in the sG model for \( m=2 \). (a) Width of the kink vs time. (b) Discrete Fourier transform (DFT) of the width of the kink. In both panels the dashed lines represent the numerical solution of Eqs. (6) and (7) and the solid lines represent the computed width from the numerical simulation of Eq. (1). Parameters are \( \epsilon_1=\epsilon_2=0.2, \beta=0.05, \delta=0.1, \theta_1=\theta_2=\pi/2-2.5 \).
The dependence of $\Phi_1(\beta, \delta)$ on the dissipation coefficient and the frequency of the ac force is shown in Fig. 5. The figure shows that for the largest value of the frequency, the agreement between the CC theory and the simulations of the full partial differential equation is only qualitative. The reason for this lies in the fact that, when the harmonics of the ac force contain the frequencies $\delta$ and $2\delta$, the width of the kink is excited with frequencies $2\delta$ and $4\delta$, respectively [because of the term $P^2$ in (7), see also previous studies\(^\text{31,32}\)]. If we choose $\delta=0.25$, $l(t)$ will oscillate with $2\delta=0.5$, $4\delta=1$, or even higher frequencies, which are inside the phonon band, which lies above unit frequency. Therefore, for large enough amplitude of the force and small dissipation, strong excitation of phonons is expected (even kink-antikinks can appear) and correspondingly the failure of our CC approach, since it does not take into account the phonon contribution to the motion. This is yet another reason why simulations for very low values of the dissipation coefficient (and hence with larger phonon production) are not considered in the plot.

Let us now concentrate on the $m=2$ case and compare the average velocities as a function of $\theta_2$, computed from the direct numerical simulations of Eq. (1) and from the numerical solution of the CC equations (6) and (7). In Fig. 6 we observe an excellent agreement between these two average velocities. In Fig. 6(a), overimposed to these values, we show also the approximate values of $\langle V \rangle$ obtained from Eq. (23). In Fig. 6(b), the amplitudes of the two harmonics have been increased by one order of magnitude; this leads to a significant distorted kink shape and consequently to a quantitative disagreement between the simulations and the perturbative analytical solution of the CC equations, and therefore a factor $1/5$ has been introduced in order to adjust the values of $\langle V \rangle$ obtained from Eq. (23) to the results of the numerical simulations and the numerical solution of CC equations (as is obvious, the qualitative agreement is perfect and in particular for the critical phase values the agreement is quantitative). For the case $m=4$ the situation is the same, there is good agreement between the results of the CC equations and the

---

Fig. 3. Discrete Fourier transform of the kink width. (a) $m=3$ (no net motion); (b) $m=4$ (ratchet motion of the kink takes place). Solid line, amplitude measured in simulations. Dashed line, amplitude as obtained by numerical integration of the CC equations

Fig. 4. (Color online) Dependence of the average velocity of a sG kink on the phase, $\theta_2$, for different values of $m$. $m=2$ (blue circles), $m=3$ (red diamonds), and $m=4$ (black squares). Parameters are $\epsilon_1=\epsilon_2=0.2$, $\beta=0.05$, $\delta=0.1$, $\theta_1=0$.

Fig. 5. Dependence of the function $\Phi_1(\beta, \delta)$ on the dissipation coefficient for $m=2$ and $\beta=0.01$. In the simulations as well as in the CC, we find $\theta_2$ as the value of the phase between $-\pi$ and $0$ for which the motion is suppressed. Solid line, CC result; dashed line, Eq. (25); symbols, numerical simulations of the full sine-Gordon equation. Parameters are $\epsilon_1=\epsilon_2=0.2$ and $\theta_1=0$. 
simulations, although once again the analytical expression \( \langle V \rangle \) fits only qualitatively to the numerical results (see Fig. 7).

One important point, relevant in experimental contexts, is the prediction of the CC theory about the dependence of the mean velocity on the dissipation coefficient. According to the standard behavior of point particles under friction, one would expect a monotonic decreasing of the average velocity to zero as a function of the damping. However, the existence of an optimal damping for the occurrence of net motion, and the appearance of current reversal upon varying the damping (see Refs. 23 and 35), show a richer and more complex behavior in the case of the soliton ratchets we are discussing, depending on the parameters of the ac force. These phenomena, expected also from Eqs. (23) and (27), are shown in Fig. 8, where for the first sets of parameters [Fig. 8(a)] we observe that the velocity drastically decreases to zero as \( \beta \) is increased. Notice that in this case the time-reversal symmetry of the ac force is broken in the optimal way\(^{21} \) by the given phases. In Fig. 8(c), when the phases are chosen in a manner such that the time-reversal symmetry \( f(t) = f(-t) \) is fulfilled in the absence of dissipation, an optimal value of \( \beta \) for the transport is observed. In this case, when the dissipation coefficient increases starting from \( \beta = 0 \), the time-reversal symmetry begins to break, and therefore an increase of the average velocity is expected. On the other hand, increasing the damping tends to suppress any motion. Hence, in between these two opposite mechanisms an optimal value of the damping must appear.\(^{21} \) Between these two limit cases, we can see the appearance of current reversal [see Fig. 8(b)] as was pointed out in Ref. 23.

From Fig. 8 we can see that the best agreement between CC theory and numerical simulations is obtained for small values of the frequencies of the ac force. Indeed, in Fig. 8(c), for \( \delta = 0.25 \), due to the phonon contribution (see the discussion above), we observe only a qualitative agreement between the numerical simulations and the CC theory. This disagreement is even clearer in Fig. 9, where we take large values of the amplitudes of the ac force and compare the mobility of the kink for \( \delta = 0.1 \) and \( \delta = 0.25 \). We can observe that for the largest value of frequency together with the smallest values of \( \beta \) the results from the theory do not fit quantitatively the values obtained from the numerical simulations. Furthermore, we even observe current reversal in the results of the numerical simulations, contrary to the predictions of the CC theory. As we explained above, this disagreement arises from the large production of phonons for this value of the frequency, unaccounted for in the CC approach.

**B. \( \phi^4 \) model**

After describing in the preceding section the ratchet dynamics of kinks in the \( \phi^4 \) equation, here we focus our attention on the \( \phi^4 \) model. This is important in order to ascertain to what extent does the phenomenology found depend on the unperturbed equation being integrable, or on the structure of...
we carried out numerical simulations of the modes, whereas the 
\[ \frac{V}{H_20849} \frac{\pi}{H_9266} = - \frac{1}{2} \frac{V}{H_20849} \frac{\pi}{H_11569} ; \]
we calculated from Eq. (6) and (7).

FIG. 8. Average velocity of a sG kink as a function of the dissipation for 0.01 \( \leq \beta \leq 0.45 \) and for two different frequencies, \( \delta = 0.1 \) (squares); \( \delta = 0.25 \) (circles). The other parameters are \( \epsilon_1 = 0.2 \), \( \epsilon_2 = 0.12 \), \( \theta_1 = - \pi/2 \), \( \theta_2 = - \pi/2 \). In both cases the solid lines show the results obtained from the numerical solution of Eqs. (6) and (7).

FIG. 9. (Color online) Average velocity of a sG kink as a function of the dissipation for 0.01 \( \leq \beta \leq 0.45 \) and for two different frequencies, \( \delta = 0.1 \) (squares); \( \delta = 0.25 \) (circles). The other parameters are \( \epsilon_1 = 0.2 \), \( \epsilon_2 = 0.12 \), \( \theta_1 = - \pi/2 \), \( \theta_2 = - \pi/2 \). In both cases the solid lines show the results obtained from the numerical solution of Eqs. (6) and (7).

we can see, for even value of \( m (m=2, 4) \) there are resonant frequencies, while in case of \( m=3 \) the frequencies of the ac force \( \delta \) and \( 3 \delta \) never appear in the spectrum of the width of the kink. Correspondingly, in our numerical simulations we have found unidirectional motion only in cases of \( m=2, m=4 \), in contrast to \( m=3 \) where an oscillatory motion of the center of the kink takes place (not shown). The sinusoidal dependence of the average velocity on the phases is found as well as in the sG equation. The other feature we focused on, namely dissipation effects, agrees with the previous picture as well. In Fig. 11 we observe, as in the sG case, that changing the damping we can decrease the average of the velocity, rectify the motion, or optimize it. In this respect, another interesting issue is the comparison between the observed mobility of the kink between the sG and \( \phi^4 \) models. From Eq. (29), it can be noticed that, if we consider the zeroth-order approximation of \( f(t) \) we will feel an ac force with the amplitudes of the two harmonics modulated by the factor \( \lambda = q/M_0 \), which in sG is \( \lambda_{\text{SG}} = 0.785 \) and in \( \phi^4 \), \( \lambda_{\text{dG}} = 2.121 \). Therefore, for the same values of \( \epsilon_i \) in both systems, the effective amplitude of the ac force that the center of the kink experiences in \( \phi^4 \) is greater than in sG, \( \lambda_{\text{SG}} \phi^4 < \lambda_{\text{dG}} \phi^4 \). Therefore, from the CC analysis we expect higher mobility for the \( \phi^4 \) model, which is in good agreement with the numerical simulations as is shown in Figs. 8 and 11. We thus conclude that the existence of net motion of kinks (topological excitations) is a generic phenomenon, both in terms of the criterion for its appearance and its main characteristics, and not a specific feature of the sG equation.

IV. CONCLUSIONS

In this paper we have investigated in detail the behavior of topological excitations when driven by ac forces in homo-
geneous systems. We have focused on the nonlinear Klein-Gordon family of models as a paradigmatic example, and specifically on the sG and $\phi^4$ equations as examples of integrable and nonintegrable models, respectively. By means of an analytical technique of the CC class, we have shown that two conditions must be fulfilled in order to observe unidirectional motion of the kinks. First, the shift symmetry must be broken, and second the time-reversal symmetry must be broken as well. In the absence of dissipation, the first symmetry may be violated by a biharmonic force containing even and odd harmonics of the frequency. We have devoted a large part of our work to characterize the case in which the force is composed of the first and second harmonics $[m=2$ in Eq. (2)], and we have found that the velocity of the net motion depends on the relative phase between the two harmonic forces in a sinusoidal manner. The values of the phase for which the velocity vanishes are precisely those for which, loosely speaking, the breaking of the time-reversal symmetry by the ac force is compensated by the breaking of the time-reversal symmetry due to the damping. Numerical simulations for the two models considered are in very good agreement with the analytical results, quali-
tatively in terms of the velocity value, and quantitatively as far as the critical phase values are concerned. We have also studied the cases of the third \((m=3)\) and fourth \((m=4)\) harmonics, finding, respectively, no motion (because the shift symmetry is not broken) and motion slower than in the previous case. Indeed, as we have seen, in general the efficiency of the driving diminishes when the second harmonic force is a higher harmonic. In all cases, the arguments in terms of shift symmetry breaking forces can be equivalently presented as existence or not of resonant behavior between the frequencies present in the driving and those in the time evolution of the width of the kink.

In addition to the breaking of the time-reversal symmetry of the ac force, we have also studied another form of time-reversal symmetry violation, namely by introducing dissipation in the models. In the presence of dissipation, we have observed three different types of behavior depending on the parameters of the driving: A monotonically decreasing velocity of the kink with increasing dissipation, the appearance of an optimum value of the dissipation with a maximum in the velocity, and even reversals of the directed motion for some values of the dissipation. In all three cases, the CC theory describes correctly the phenomena as observed in the simulation, except when the dissipation is very small, allowing for a non-negligible excitation of phonons in the system that breaks down the basic assumption of the CC theory.

The conclusions we have just summarized acquire greater relevance when compared to different types of experimental results. In the absence of dissipation, experiments in optical lattices with biharmonic driving find a sinusoidal dependence on the relative phase similar to the one reported here. When dissipation is present in Josephson junctions, the same sinusoidal dependence is again found, and optimal driving parameters appear. Finally, recent work on dissipation effects on optical lattices exhibits several of the features we have just discussed, such as the dependence of the critical phase on the damping, and the overall sinusoidal dependence. Although the motion of cold atoms is essentially based on a one-particle description the dissipation in the system is caused by ground state transitions, which manifests the presence of an internal dynamics. The role of this internal dynamics for the ratchet mechanism in cold atoms has been put forward in Ref. 40. In this regard the role of the internal mode in our CC approach could shed light on the effect of the interband transitions and their dissipative effects in the ratchet transport of cold atoms. We thus see that our results are very generic, in so far as they apply to a large family of theoretical models, both integrable and nonintegrable, and they capture the essential ingredients of experiments in different fields.

Therefore, the main conclusion of our work is that we have correctly identified the mechanism for the appearance of directed motion due to zero-mean forces through the breaking of symmetries, and we have provided a physical interpretation of this mechanism in terms of the coupling between excitation modes of the system. We hope that this work encourages further experimental work to check the remaining features discussed.
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