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ARSTRACT

The report contains the analysis of the soil survey data of
Hupselse Beek. Elementary statistics, geostatistical analysis of
the spatial variability and the methods of multivariate analysis
are used. The variables describing the geometry of the soil
profile, the textural characteristics, the root zone, the organic
matter content etc. are investigated. For each variable its
statistical moments and semivariograms are calculated. Cluster
analysis, principal component analysis and factor analysis are
used to investigate interrelation between variables and

observations and to reveal the structure in multivariate data.
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1. Introduction
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The Hupselse Beek watershed has long been an  experimental
area for different hydrological, pedological and geological
studies. The survey area covers 680 ha and is situated in  the
aastern part of the Netherlands near Groenlo. A detailed
description of the geological structure can be found in  Burrough
et al. (1983). A great amount of data covering both soil
morfological properties ( Burrough =2t &al.,19835; Wosten et
al.,1983) and soil physical properties ( Wosten et al., 1983;

Brom, 1983; Boolting, 1984) was collected at this area.

The measurement of the soil physical data is relatively time
consuming and costly. It might be possible to partially
circumvent this problem by estimating the s0il physical
characteristics from sasy to obtain parameters, i.e. from soil
morfological and textural characteristics (Waosten and van
Genuchten, 1988: Haverkamp and Farlange, 19863 Bloemen, 1%80).
the different technigues can be used for this purpose, i.e.
cokriging ( Vauclin et al.,1983), kriging with external drift or
with a guess field ( Ahmed and De Marsily, 1987). The spatial
dependency and the variability within and bestween both groups of
data have to be studied before proceeding to the prediction of
the soil physical characteristics from easy to obtain soil
parameters. The technigues which describe the spatial variation
of the soil physical variables were recently studied by Hopmans (

19284,1987 ) and Hopmans and Stricker ( 1987, 1988 ). The main



objective of this study is to reveal the spatial dependence of
the soil morfological, textural and other data and to find

interrelations among the soil variables.

2. Data collection and preparation

Two data sets are avallable for the Hupselse Beeak
hydrological catchment. The firset sampling scheme with the aim to
determine optimum survey scales was reported by Burrough et al.
(1983)y. The technique of nested sampling was used to collect the
goil survey data from 64 sampling points over an area of

1300%1300 m.

On the basis of this study the optimum sampling density
approximately 2 bﬂrinés per ha was used for the second sampling
scheme. A total of 1064 borings were made in a 690 ha study areas.
Forty profile characteristics for each boring containing
informations on the root zone, the groundwater and horizon
characteristics were determined ( Woésten et al.,1983). This data
set contains both guantitative and gualitative variables and

different classification codes.

Most soil profiles can be characterized by the main four
horizons — the plough A horizon, & B and C sandy or loamy sand
horizon and a D horizon consisting of a sandy or silty clay.

Wosten et al. (198%) showed that the B and C horizonsg of &l]1 soil



types could be combined. This taken 1into account all  soil
profiles can be simplified to three textural lavers — the A, BC
and D horizons. If two or more horizons were combined then the

resulting guantitative variable was taken with the value

where d, is the thickness of the i-th horizon and X, is the value

of the considered variable in this haorizon.

After the inspection of all available data sixteen variables
{ Tab. 1. )} were selected for further analysis and the data from
the first sampling scheme were included into the second sampling
scheme in spite of the fact that not all variables were
available. The main reason for including the first sampling

gcheme was that this scheme comprises alsp the sampling points
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i Number i Name of variable :
H i ! Topographic height '
H 2 i Depth to a clay lavyer '
H 3 H Annual highest groundwater level :
H 4 1 Annual lowest groundwater level :
! o I Rootable depth :
! & i Root zone observed '
! 7 i Thickness — A horizon '
H & i Urganic matter content - A horizon '
: 9 v Clay content — A horizon :
H 10 i Median sand size fraction— A horizon H
: 11 v Thickness — BC horizon H
' 12 ! Organic matter content — BC horizon !
! 13 i Clay content - BC horizon H
: i4 1 Median sand size fraction - BC horizon \
: 15 i Degree of layering — D horizon '
: 16 i FResistance to sampling - D horizon '
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Tab. 1. List of variables

£




with smaller mutual distances than the second scheme. It can be

very useful for spatial analysis.

The first sampling scheme was bored to a depth of 130 com,
the second scheme to a depth of 200 cm or tu the upper surface of
the boulder clay or the Miocene clay. The depth to a clay laver
could not be sometimes properly estimated because the clay layer
was not reached within the depth of boring. In such case the

entering value was 130 or 200 cm ( Burrough et al., 1983).

The resulting data set was created by comprising all sixteen
variables together with spatial coordinates. If a particular

variable was missing than its value was indicated by —1.

3. Elementary statistics
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Fig. 1. shows the histograme of all variables. The histogram
is the sxperimental curve of the frequency of accurrence of the
different wvalues of the variable. The variate values arg on
abscissa, frequency on the ordinate and contiguous bars represent
the frequency of the classes. The last bar of the histograms
indicates the number of observations with the wvalug of the
considered variable either within a given interval or bhigher.
Most of the variables shows uwnimodal distribution, but soms
variables as those qualitative variables describing lavering and
resistance to sampling of the D horizon show bimodal distribution

and thickness of the BL horizon even multimodal distribution.
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There are also variables such as the depth to a ‘clay layer,
median sand size fraction of the BC horizon that show unimodal
distribution but with many values falling into classes
representing the tails of the distribution either on one side or

on both sides.

The histogram gives the first informations about the
position and spread of a set of values and about the tvpe of
distribution of these values. But for further analysis it is
useful to summarize these informations by a few numbers that are
related to the position, spread and shape of the distribution.
Tab. 2. contains the arithmetical mean ( AVE ), the mean
absolute deviation ( ADEV ) and the standard deviation ( SDhEV ),
the variance ( VAR ), the skewness ( SKEW ), the kurtosis ( CURT)
and the minimum { XMIN )} and maximum ¢ XMAX ) wvalue of wmeasured
variables. The great deviations and variance of the median sand
size fraction of the BC horizon are caused by the presence of
the coarse sand on several sampling sites. Apart from the
topographic height all the distributions show the positive
skewness, that is an asymmetrical tail extending out towards more
positive x. The kurtosis measures the relative peakedness or
flatness of a distribution. The depth to a clay laver and the
thickness of the BLC horizon bave a high negative wvalue of
kurtaosis . that is the distribution has a flat shape without a
significant modus. Alsoc the gualitative variables describing the
D horizon have relatively flat shape. 0On the other side the

median sand size fraction of the BRC horizon has an extremely



M ey S EO HTE B LS P s S P G LR A W 6L Y T P T A M P P AL YT et $408% WS P S e e fater S804 P S Sod (MUY $SPUR ST SSats Grmt EHuES S SIS e SIS0 4NN AN Mars YMMRY s S St Lumtu O MR PV Pl e S OOV Y S b

I AVE ADEV SPEV VaR SkEW CURT  XMIN XMAX
1 29.248 1.857 2.221 QO 4933ZE+QGL ~-0.286 ~0,.729 23.93 4.7
2 122.704 S51.03%8 57.385 Q0.3293E+04  Q.149 ~1.398 20.00 200.0
3 37.921 16.147 22.394 O, ,9015E+03  1.940 7.9053 0,00 180.0
4 134.844 22.181 27.148 G 7I70E+OE  OQ.609 0L.8053 .00 210.0
3 41.244 10.430 14,157 Q0.2004E+4+03F 1.848 6.0934 15.00 140.0
a6 31.665 6.521 10.899 0,1188E+03 2.882 2Z0.263 0.00 130.0
7 31.598 F.887 15.408 Q. 2373E+03 2.683 F.438 0.00 130.0
g8 4,831 1.432 1.882 0.3540E+01 0.066 1.381 0,00 14.0
2 14,603 2,058 F.381 0.1143E+02 3.912 3J4.9460 6£.00 40,0
10 1461.844 P.208 T70.756 O.S00&E+04 18.829 378.961 25.00 1800.0
11 77,120 42,4629 49,775 Q.247BE+04 O.379 -0.941 0.00 185.0
12 0.13%0 0.184 Q0.293 O0.8703E-01 4.38%4 34,188 0.00 4.0
17 11.691 2.247 JI.ll6 QO.Q707E+01  ©.880 4.714 0,00 30.0
14 221.503 109,872 251.613 Q.6331E+0T3  4.719 22,889 20.20 1980.0
15 0, 900 1.018 1.144 O, 1308E+01 ©.812 ~0.766 0,00 4.0
14 0,924 1.038 1.171 OJIZ71E+01  0.8B10 ~0.781 0.00 4.0
Tab. 2. Statistical characteristics

high positive kurtosis, that is the distribution shows the sharp

kurtosis,
from the
test it

significan
any other
hypothesis
distributi
absolute

distributi

peak with insignificant tails. None of the variablezs has the
value of kurtosis near zero, what is the value for normal

distribution.
All wvariables show the significant values of skewness and

that is their distributions are significantly different

normal distribution. By using the Eolmogorov—Smirnov

is possible to evaluate this significance or the

ce of the hypothesis that the variables are drawn from

distribution. In the considered case the muall

is that the data sets have normal, resp.- log—normal

on. The K-S statistic D is calculated as the maximum

difference between the data apt’'s cumuilative

onn  function and the known cumulative distribation
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: X A P e e e e — e :
: : D Significance | D Significance |
: 1 : 0.177 0,290E-28 ' 0.059 GL1Z21E-02 :
‘ 2 ' 0.171 0. 284E-20 : 0,130 0.213E-11 ;
, 3 H 0.168 Q. 228E--25 ' ©.148 OL161E-19 :
' 4 ' 0,347 Q. O0OE+QD : 0,298 0. 000E+Q0 :
; 3 ' 0,147 0. 130E-20 : 0.225 0. O00E+00Q !
H & : 0.245 0L 000E+0Q0 : 0.314 0. 000E+O0 :
H 7 ' €.284 0, GOOE+0O : 0.203 G L QOOE+CO :
: 8 ' 0.168 0. 436E-27 ' 0.189 O.326E-3% !
‘ 2 ' 0.180 0.523E-21 : 0.126 G.S37E-1D0 :
¢ 10 : 0.405 QL OO0E+QO : 0.356 QL. 000E+Q0 ;
' 11 ' 0.181 0.147E-31 : Q.170 O,366E-26 :
12 ' 0,434 0. O00E+Q0 i 0.181 3. 180808 ;
I . ' 0.074 0.I73E-04 : 0.122 0. 216E-12 '
' 14 | 0.489 0, 0OOE+OO H O.413 O L OOOE+Q0 H
V15 ' 0,433 0, 000E+QO H G.324 0. ODOE+0Q :
S . ' 0,430 0. QOOE+00 : 0.301 OLO00E+00 '
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function ( normal, resp. log—normal ). the significance level Qs

was calculated according to Press et al. (1987):

Ouel & ) = 2.?7-; (—)4=% exp( -2 j=A= ), (
J=

1

where

A»= D YN {

L4

and N is the number of observations of a particdlar wvariable.
Tab. 3. summarizes the results of the Molﬁugnrov—Smirnov test
for all sixteen variables. The small value of sighificance shows
that the cumulative distribution function is significantly
different from the analysed cumulative distribution function.
Only in three cases out of sixteen the null hypothesis that the
data set has normal distribution was rejected on highev

significance level than the hypothesis that it has log-norsal




distribution. It is evident for all sixteesn variables that the
Aull hypothesis that their digtributions are normal or log-normal
can be rejected on usually used significance levels (1 0.01 or

0.03 3.

Durina the sampling the whole catchment was divided into
twelve sampling units. Six units ( from now on Ila ) were sampled
by the surveyor A and the rest ( IIb ) by the survevor B. The
first sampling scheme ( I 3}, the area of which lavs mostly in the
area 1Ib, was made by the survevor A, It is obvious that the
question can be posed what the influence of a surveyor on  the
resulting data gset is. Student’'s t-test for significantly
different means, F-test for significantly different variances and
Kolmogorov—-Smirnov test for different distributions were used. In
case of Student’'s t—test the two distributions were thought to
have gither the same variances (1) or significantly different
variances (t*), The significance level for kolmogorov-Smirnov

test was calculated according to (2) but with

A= DY —————— . { 4 )

where N, is the number of data points in the first distribution,
N= the number in the second distribution. The first two
statistical moments for compared data sets are in Tab., 4. and
the results from the statistical tests are in Tab. 5. The
sampling schemes I and Ila made by the surveyor A are compared
with the sampling scheme IIb made by the surveyaor B. The depth to

8 tlay laver between the sampling schemes 1 and 11b was not

10



compatred because the profiles in different schemes were bored to
different depfh. In several cases MEANS 4 variances and
distributions are significantly different. It is difficult, if it
is possible, to say what the reason of this difference isi
whether the reason is objective — the spatial variahility of soil
properties or subjective - the surveyodr. In all considered cases
the rootahbhle depth, the root zone observed and the thickness of
the A horizon was strongly underestimated by the surveyor A or
overestimated by the survevor B. It seems that the surveyor B did
not take into account the presence of the course sand in  the A
and BL horizons as did the survevor A. The diftferences in  the
gualitative variables describing the D horizon are also so large

that it seems that the reason is not objective but subjective.
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\ 1 ' Ila ; Iib !

v Mean Variance | Mean Variance | Mean Variance
: 1 P e P 28.348 0.410E+02) 30.739 0,115E+02)
: 2 b 69.7588 Q.47TEHOZ, 946.701 0O.188E+04 8,766 0.174E+04 )
‘ z v e V41,121 Q.42B8E4+03F) 3IZ.475 0.354E+Q7]
H 4 P e V1lZ6.179 QU7P0E+QR I L37.633 Q.677E+OS
H a, AT L3LT 0.ETFEHEEHQL) 31.607 Q.1Z29E+03) 48,0464 Q. I2ITEFOT)
! & P e | 26,012 0.872E+02) 34,162 0.254E+073)
H 7 29,978 0.4589E+02) 20,910 Q.130E+QI] 33,134 O IT7SEHQD)
H g P B.4AET7 Q.212E+017 4.989 O0.314E+01) 8,024 0.40FE+01)
: & V14,125 0.414E+01, 14.710 0.309E+01) 14.547% 0Q.190E+02)
i 10 PIBZ 120 Q. 266E+021165.415 O.9F0E+04 158,238 Q. 131E+Q3)
P11 b e P B7.123 Q.262E+04, 71.7237 0.221E+04)
VA2 L athat T 0.180 O,.755E-017  0.08%9 0,.106E+0Q0;
! 13 . V11,760 O0U101E+Q2) 11.609 0.928E+01)
v 14 P32 345 O 8T76E+OSI262.039 QO.J106E4+06[ 1730868 0.569E+0O4 !
N V2.078 0.150E+01) Q.417 O 7IBEH00] L.291 0.134E+01,
L b1.953 QUI9BE+01) 0238 0.288E+00) 1.563 0.144E+01 )
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Tab. 4. First and second statistical moment
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All other differences seems to be explainable by the variability

of soil properties in the catchment.
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H ; I - Ilb ' ITa - 1IIb

' 1 o e e e e o
H : Test Gignificance | Teat Significance

: 2 t 3 ' 0.31FE+00 Q. 7350E+Q0

: - e : O.I19E+00 Q. 7I0E4+Q0

' F oo : O.110E+01  OLZ4ZE+QO

: kS : D I83E+00  Q.437E-05

B e o e e e et oo 84S e AL SRS A SR Y PP A T AFYAT AP Y P Y A mE At b P PP PP MR S TR PO MM Sl A S e Fm S e Smmea S S 4o 4004 A4S MeAmt Aot S i A oA S S e o i o e b i e
1

3 t : 0. 364E+01 O0.219E-07

' s e : 0.S60E4+01  O0.2B1E-07

: Foo : VLAZ9E+01  O,.31BE-02

H kS | - O 34AZE+00  0O.226E-26

B et iy smsas ot s roern e e " P AW oY VS e PR TR A $H4m e S S e S 780 MHPS 24P M A A St S S e e e e S e S Sl ol S48 bt bl B e e

¢ 4 t : -0, 872E400 0.384E+00

: t L e ' ~0.873E+00 O ZBZE+00

! oo : 0.117E+0Q)1 0O,.774E-01

: kS : Q. 417E+00  0.000E+Q0

B o, rears sovre sore sas 2aare $0stn oo H4mm e S 4o e e e . e e b b bbb s o e A Frere v e S8 b St et Soiad $SARD wHiBD FSS RALRS P LA MLARS ARSI TEIFY $heid L8 LS 8 A6 ALY SALLS PEISS MLALS LA S AN R FPETY PR T P A
1

HE t 0.64BE+0L  0.201E-09 |} —0.181E+02 0.000E+0GO

: t* 0.115E+02  0.784E-22 | ~0.176E+02 O 0GOE+QQ

' F 0.508E+01 0.162E-11 | 0.251E+01  O.371E~-25

1 K8 ) 0.718E+00 0, 7E3E-25 | Q.449E+00 O O00E+QD

: _______________________________________________ [P ————
- t : ' -0, 108E+02  0.478E-23

: t*» . e : —Q..1G4E+02 O, 772E-23

H F : 0.443E+01 O.O0G0E+OD

i KS : 0. 4Z0E+QC 0. 000E+00

B s esan 00 Savas Savas b Baiks s s S e A J— mme 4vete eute MO SrPES 0¥ PSR SAAn SAAe $Pom Smman S Afenn Feem . o e e Teere e o v e At S Yo Smsme. S e o St e P . S S0849 et B e VAR Y
v 7 t 0.309E+01 Q.208E-02 | ~0.2F1IE+G1  0.213E-01

H e O.424E+01  OQ.206E-08 | -0, 224E+01 O,283E-01

: F o G.H19E+01 0O.5B2E-17 0.289E+01 Q.103E-32

i KS 0.420E+00 0O.415E-08 | Q.3BBE+00  (G.154E~33

b e e e e o e e o e bt e e i e o 8 8 e e i e e -

L]

HI t ~0.189E+01 O0.112E+00 | ~Q.373E+01 0.183E-03

H t* ) —0.203E+01  0.446E-01 | ~Q.373E+01  0.206E-03

: Food G.190E+01 0.217E-02 | 0.128E+01  0.439E-02

H kS 0.241E+00  0Q,276E-02 0.182E+00  0.4B4LE-O7

Tab. 3. Tests for the same means,

variances and distributions.
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' } I - IIb H ITa — Ilb :
H I B e e e e e e e e e e e e e e — e e e :
H 1 Test Significance : Test Significance |
V9 t ! 0. 746E+00 Q. 484E+00 ) Q. 79LE+00 Q. 429E+00 |
\ t* Q.IZ0E+0L  O.197E+Q0 | O.7H4E+QQ  OQ.443E4+00
! F 0.471E+01 ©0,106E-10Q Q.383E+01  Q.000E+Q0 )
' ks ! D 190E+00 O AJZTE~-0L Q.IR72E+00  O.322E-31 '
V10 t Q.402E+0Q]1 O.647E-04 ) 0. 144E+01 O, 1B0E+Q0 |
H i 0.708E+01 0,433E-10 ! QLIBZE+01 O 128E+00 !
: Foo QLA493TE+QOL  0,.FF1IE-11 ) Q.7ABEF0O2 QLOO0E+QD |
H kg | Q. 796E+00Q O, 129E-30 0L IIFE+QO0  OL7BRE-246
b e e e e e e e e e e e e e T e o 0 i 1 i T s e :
V11 S H Q.B09E+0Q01 0. 424E-04
: t* L e ' O.S511E+01 O Z73E~0s6 )
: F i ' Q. LIBE+0)L  Q.BZ8E-01 |
: ks : V.1BFE+00 O F02E~-03
b o e e e ettt e e e e it e Y44mm e e e it et b itm s #rbes v e S o S B S o rorem A $Pap A e o o . YT BPPR Yo MY o o . OV St AP At Sons e S¥d 1 SR A4IRG ARG Maaew Aretm nem oY S108 OTE ]
[] ]
V12 t ' Q. 480E+01 0O 183E-05 |
H t* e : Q.47 IE+0L  Q.261E-05 )
: Foo ' Q.141£+01 O 133E-03F |
: kS 1 : 0.877E4+00  QLO00E+Q0 |
s rems ot aaam e i praet e Y PR e o ey e S HAUP IS $HIS8 e Pt S48 FOPFY FHRES SRR Saam 0SBV T FONH PPN S P S A By MY HHP P T Syom A . TR ST SHY ST Aer fabrm e st et fare? VTS So0sd BAES ERSS iaim EPTRS BRATS KOO oo AOAOR 4Bt )
113 t ) Q.792E+00  0.448E+00 |
H L e Tt i Q.762E+00  0.446E+00
: F o i 0.109E+01  Q.3&H1E+00 ]
: kS | : Q. 241E+00D 0.&3ILE~-12
T e e e e e e e e e e e e e it e e e e :
y 14 t =0, FOEE+QL Q. 2FZ2E-Q02 D.371E+0L Q.152E-07 |
H t* -0 LI7E+QL  QL176E+00 ) G.b61l6E+01L  OL1385E-08 |
H Foo O.184E+02 O .Q00E+Q0 Q.186E+02 O, Q00E+QC
: KS | Q.429E+00  Q.28ZE-08 Q. IA42E+Q0 O.FLIE-04 |
: _________________________________________________________________ :
P 1S t -0.809E+01  QL.A4946E-~06 | =0.141E+02 0.000E+0Q0 |
H t* -0 487E+0L O, B81IE-QO5 | =0 AZRE+QD OL000E+00 )
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for the same means,

variances and distributions.



4, Gpatial analysis
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The variables are characterized by their husitinn in space.
The difference between one variable measured at two different
points is dependent on the distance h between these two points,
the more closely spaced samples are more correlated to each other
than samples farther apart. This dependence 1is described by
semivariograms. The semivariograms, as a quantified summary of
all the available structural information, are used to identify
the structure of the gpatial distribution of the wvariables
considered. They are constructed in order to condense the main
structural features of the regionalized phenomenon into an
operational form ( Journel and Huijibregts, 978 . The
semivariograms are usually later used for ancther analysis, i.e.
kriging, isaritmetic mapping, contouring or preparing variance

maps etc. The semivariogram Y (h) of a variable Z ig defined by:

2y (h) = Var [ Z(x+h}-Z(x) 1, ( 2 )
where h is a separation vector. If the expected value E(Z) is
constant in space the equation (2) can be rewritten as:

2y (h) = E [{Z(xth)~Z{x}}"] ( 3 )

The full description of the theory can be found in Journel and

Huibregts (1978).

At  the arigine the semivarioqgram in general increases from

the small value Eknown as nugget effect. Beyond some distance

14



called range the semivariogram may becoms stable at the value
named sill. Imn such complex condition as are in the Hupselse
Beek there 1is no reason to presume that the range and sill
are independent from the direction, that is, that the
semivariograms will be isotropic. By studying Y (h) in various
directions, it can be possible to determine any possible

anisotropy.

For all sixtesn variables the four semivariograms were
calculated for different directions and one semivariaogram
independent of the direction. The directional semivariograms were
constructed in such a way that esach data valué was associated
with every other value located within either a specified distance
interval and a specified angle class. The angle class was given
by the direction considered and the angle tolerance (22.3°) and
the distance interval by the distance together with the distance
tolerance (2%m). The resulting smpirical semivariograms weare
smoothed by the program ( Press et al., 1987 } that at first
removed any linear trend then uaadla fast Fourier tramsform to
low-pass filter the data and at the end reinserted the linear
trend. The resulting semivariograms are shown in Fig.2. The solid
line represents the semivariogram constructed without taking
direction into account. The other lines represent the directional
semivariograms; the long dashed line the semivariogram for the
angle 0° ( direction I }, the dotted line for the angle 0°
( direction II }, the dash—dot line for the angle 45% ( direction
I1I ) and dashed line for the angle 133° ( direction IV }. The

angles defining directions are with regspect to the west-east

1%
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direction.

The practical rules suggested by Journel and Huigbregts
(1978) are that an experimental semivariogram should only be
considered for a sufficiently larqe nuhber of data pairs ( 30,
30 ) and for small distances h in relation to the dimension of
the field on which it has been computed. The former frule is easy
to fulfill because only a few points at the origin are supported
by less than one thousand data pairs, the latter one means that
the distance of reliability is about 1500m. The fact that =mome
points at the origin were estimated with much less data pairs
than the rest of the semivariogram caﬁ explain some fluctuation

and unreliability of this part.

Most variables show more or less isotropic behaviour at  the
origin with increasing anisotropy with increasing separation
vector. Since only slight differences between the directional
gemivariograms were obhserved at the origin the different
analvtical models were fitted to the isotropic semivariograms of
thogse variables that did not show pure nugget effect for the
distance interval bhetween O to 300 m. The models used are 3

- the Gaussian model for the median sand size fraction of

the A horizon:
¥ (h) = Cs [ 1 — exp(-h*®/a=) ] { 7 )
— the linear madel! for variables describing the D horizon @

Y {hy = Lo + €1 h ( 8

~ the exponential model for the topographic height :

i8



The

distance equal to the range a.
asymptotically and can be considered with a‘=a/3.

the exponential models have no sill.

the spherical

spherical

Y {h) =

Y (h) =

Y (h) =

model

Co + Cah=

model for

T3 h
Co + Ly |—=——
V2 a
Co""C;_
reaches

a sill value ,

Co

the other variables :

(

helO,al (

b

a {

C;.’ f(j

109

11 )

= a

The BGaussian model reaches a sill

The linear and

The linear model was fitted

by a simple regression and the unknown coefficients for the other

thr

e

models

Levenberg-Marguardt non—linear least squares method.

are shown

irt Fig. 3.

and

in Tab. &4.

were optimized for the distances h<B00m using

the

The results
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Exponential

Spherical
Spherical
Spherical
Spherical
Spherical
Spherical
Spherical
Gaussian
Spherical
Spherical
Spherical
Spherical
lLinear
Linear

Tab. &. Semivariograms.
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The semivaricaoram for the tmhﬂgraphic height shows the

parabolic  behaviouwr without significant nugget effect at the

origin and the highest anisotropy of the directional
semivariograms of all variables. This significant anisotropy
displavyed by the semivariograms has an obvious physical

explanation. The Hupselse HBeek is a valley with the lowest part
on  the west and the highest part on the south. It means that
there is a significant trend in the direction IV. The direction I
displays this trend too, but with smaller magnitude of
semivariance. The semivariograms for the other two directions
show a Gaussian behaviour with a practical range about 1000 m,
The semivariograms for the depth to a clay layer and the
thickness of the BC horizon show similarly the most regular
bBehaviour without significant anisotropy. The semivariograms for
the annual highest groundwater level and for the rootable depth
show a transition phenomenon between the origin and a distance of
about 1000 m. PBeyond this distance there is an increase in the
semivariogram values indicating the presence of the trend
{ quasi-stationarity ). For both wvariables describing the
fluctuation of the groundwater level the spherical oodel was
fitted with prescribed zero nugget effect. The semivariograms for
the root zone cbhserved show the pure nugget effect. The variables
G, 75 B and 9 show very similar spatial behaviour; almost
isotropic behaviour at the origin with increasing anisctropy
together with increasing distance vector. The growth of the

semivariograms for the median sand size fraction of the A horizon
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is not monotonic, the semivariograms show apparent hole effect.
.But as was shown in the previous chapter this variable was very
probably influenced by a subjective factoar ( by a survevar )} and
thus the semivariograms are not reliable especially for the
distances for which more pairs are taken from the different
gampling schemes. The semivariograms for the variables describing
the BC horizon apart from the median sand size fraction show very
regular and isctropic behaviouwr., The median sand size fraction of
the BL horizon was influenced in the same way as was in the A
kharizon. The variables describing the D horizon show a high
nugaet effect and the linear trend in almost whole range of

reliability.

Nearly all applied variables show spatiél dependency within
a distance of 75 m at least. Unfortunately this part of
semivariograms is supported by the smallest ﬁumber af the data
pairs. Therefore to strengthen this conclusion more information

should have been available from shorter distances.

9. Multivariate analysis

2000 bt wmm et vy eee ek b St YU (TOUe SEfus Emg Bt 1y e viry Lmi S A T i Lemm mrm
T N T RN s I mNn TR

After the inspection of the recorded data and the selection
of those variables which were available on the majority of points
and which showed sufficient variation we nbtained the matrix of
N=1128 rows and M=1é6 columns. Every row characterize one bored

profile ( an observation } and every column one soil property or



the geometric distance ( a variable }. If we wish to cope with
this matrix and classify the soil taking into account all these
variables we have to use multivariate methods. This methods allow
us to manipulate with several variables simultaneously and +to
consider their changes, to show the relationship between
properties and to reveal clustering of observations or variables.
The variables are grouped into different sets and tihe
interrelationships between and inside the sets are studied.
Consequently a ranking of wvariables from completely independent
to hiaghly correlated can be made ( Sevhan, 1981 ). ‘Cluster
&nalysis, principal component analysis and factor analysis were
used to find the relationstips and clustering betweesn variables

or observations.

SN EEiImRE sl

The aim of cluster analysis is to investigate the
interrelation between observations or between variables and to
reveal the structure in multivariate data. The objective is to
arrange a suit of observations into a meamningful order so that
relationship betﬁeen aone observation and another may be deduced.
Observations then can be placed into manageably few more or less
homogeneous groups that can be treated uniformly for planning and

management purposes.

At first some measure of similarity has to be computed. Many

different coefficients of resemblance have been used ( Seyhan,
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i?81 ), most often the correlation coefficient or a standardized
m—space Euclidian distance. The Euclidian distance, FESP. the
correlation coefficient, seems to be hore appropriate as a
measure of similarity between observations, resp. variables. For
the correlation coefficient the maximum similarity is represented
by the value 1, and the maximum dissimilarity by -1; for the
distance coefficient maximum similarity has the value zero. The
greater the distance coefficient the greater the dissimilarity.
The coefficients of resemblance are placed into the matrix of
similarity. If the similarity between observations, resp.
variables, is computed, then the éimilarity matirix has dimension
NXN, rasp. MkM. From that it can be seen that it becomes arduous
with the increasing observation size. The next step is to examine
the similarity matrix s objects with the highest mutual
similarity are placed together. These groups of objects are
associated with other groups which they most closely resemble
etec. Several clustering technigues are possible. In this analysis
the weighted pair—-group method ( Davis, 1973 ) was used. CLCluster
analysis was used to find the interrelations either between

variables or observations.

The correlation matrix ( Tab., 7. 1 as well as the
dendrogram ( Fig. 4. } constructed on the basis of this matrix
reveal the interrelationship between the variables and their
hierarchical structuwre. It is possible to find three main
clusters. The first main cluster‘is formed by the topographical
height, the organic matter content in the A& harizon and by two

subclusters: the first describing the fluctuation of the
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Fig.4. Dendrogram of correlation matrix in Tab.7.

Fig.5. Experimantal area divided into two and five classes.
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graundwater level { the annual highest and Jlowest groundwater
level ) and the second the geometry of the A horizon (  the
rootable depth, the root zone observed, the depth of the A
horizon ). This cluster contains the variables which are the most
important for the soil productivity. The second main cluster
contains the soil properties describing the soil texturs of the
A and BC horizon. It is formed again by two subclusters. In the
first subcluster there are the clay contents of both horizons
with the organic matter content of the BC horizon, the second
subcluster contains the median sand size fraction of both
horizons together with the resistance to sampling of the D
horizon. The third main cluster is formed by the subcluster
consisting of the depth to a clay lgyer with the thickness of the
BC horizon and the wvariable that showed the greatest
disgsimilarity to all other variables, the degree of lavering of

the D horizon.

To find the interrelation between observations not the whole
catchment area was taken into account, but only part of it with
the area about &7 ha ( Fig. B&. Jo 0On this area there ars B0
observations but only 77 of them have all measured variables. For
three sampling sites the variables describing the root zone
observed and the rootable depth are missing. As a measure of

similarity the Euclidian distance coeffirient was used

Bay = —Emmm I (12 )

where m is the number of variables, Xi:i. denotes the k-th variable



measuwred on  the observation i1 and X3 is the k-th wvariable
measured on the observation j. The resulting dendrogram can be
divided into four main clusters. The cluster D containing 3
observations with incomplete number of variables and the cluster
C containing 8 observations without the sandy BC  horizon are
nat shown on Fig. 6. The interrelationship between remaining two
main ¢lusters A and B and between the clusters at the lower
level can be derived from Tabh. 8. The main cause of dissimilarity
batween clusters is the geometry of the soil profile, i.e. the
depth to a clay laver, the thickness of the BC horizon and the
fluctuation of the groundwater level. The reason why some
observations can not be included into the clusters at lower
level can be found mainly in the soil properties. In the case of
observations 14 and 18 it is the high organic matter content in
the BC horizon, for observations 22, 58 and 78 the high median
sand size fraction. The high clay content in the A horizon of the
pbservation 28 and the great rootable depth of the observation 8

cause great distance from the other clusters.

: : Depth ' Annual Annual i Thickness) Rootable |
iClus.! to a clay | highest | lowest H of BC | depth H
; : layer : GWI. ' HWH ; hovrizon | !
i Al 44,5, 10.0) 20.1 25.9) 9.1
A A2 ) 76,1 F9.0120.4 24.71123.2 121.30 48.3 41.00 45.7 47.3)
VAT 104.Z) Z1.6) 123.7: 7.1 32.910

144 .3 40.0 144,731 105.7, 446 .4,

B B2 11&67.3 180.7742.1 45.311035.2 1462.461118.1 133.07 4%9.1 51.7]
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Tabh. 8. Means of some variables in different clusters
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We can use the results of cluster analysis in delineating
different parcels for purposes of land management. It was
presumed that the C cluster with the missing BC horizon can be
considered as a part of the cluster AL with very small thickness
of the BC horizon and the observations with missing data were
neglected. If we take into account only two main clusters & and B
we can divide the whole area into subareas and the position of
boundaries is very easy to find. Further division can not
consider every point if the individual parcels are to be
reasonably large and compact and their boundary relatively
smooth. Neglecting of some individual points may be reasonable,
because there is not great dissimilarity between clusters at
lower level. The resulting map is on Fig. 3. In the clustering
technique the geometric location of sach sample point was not

taken into account,

3.2 Principal component analysis

At AR v s g it s et ML e e sy Gty mmis s ) S SN chiuk Sheds S80Sk LY AL S LS LAY LAY E ks L siait
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The object of principal component analysis ie to interpret
the structure within the variance -~ covariance matrix of a
multivariate data collection. The M original variables are
linearly transformed to +the same number of new variables —
principal components, where sach new principal component is a
linear combination of the original wvariables. The principal
caomponents are arranged into such an order that each new

component account for as much of the total variances as possible.



The proportion of the total variance accounted for by the longest

principal axis is thus considerably larger then that represented

by either of the original axes. It is hoped that the first few

principal components will represent a large portion of the total

variance. Obviously, we can study only few principal components

that account for great ampunt of total variances and discard the

athers without loosing much of the variance in the data set and

g0 reduced the dimensionality of the original data.

The first step is to standardize variables to make their

variances egual. 0Otherwise the orientation of the principal axes

iz controlled largely by those variables with the largest

variances. HBerause the wvariance - Ccovariance matrix of

gstandardized variables is just the correlation matrix, it was

possible to take the similarity matrix from the cluster analysis

( Tab. 7. ) as a starting peoint of principal component analysis.

To find the principal components is nothing else then to find the

gigenvectorse and the eigenvalues of a variance -~ covariance

matrix. The eight largest eigenvalues, the percentage of the

A= L ek S ey S PS AL ALES3 RiARS FLERS BRI BE PTRY T TIPS PR S SAMLS FARA FRRE ST SRS T R T e e e vy P e e e e e g s S e g St e e e e e e ot et

H Order : Eigenvalus i FPercentage of : Cumulative :
H : { kEnown variance | percentage :
i 1 ' 37127 : 23.204]1 i 23,2041 :
H 2 ' 2.3470 H 14.464688 : 37.8729 :
: = : 1.9547 ) 12.21467 ' 50.0895 :
: q : 1.7904 ' il.1902 ' &1.2798 K
H s : 1.4250 ‘ 8.9061 ' 70.1859 ;
H & ' 1.0827 : &. 74669 ' 76.9528 :
' 7 ] G.9761 ‘ a. 10407 ' 85.058335 H
: a8 ‘ 0.8159 ' 9.0993 ' g8. 1528 :
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Tab. 9. Eigenvalues of the correlation matrix
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v Variable |-——r—merrmer———e—roeoro - — - — - — e e e e e e e :
: : i ; 2 g 3 H 4 H
: 1 v 0.2538 H ~3. 0456 | 0.Q050 ' -~ 0806 i
' 2 v 0.10835 : -0Q.2212 | -0.0408 : 0.3836 H
! = ¢ 43519 H —0.3248 | O.EQ99 : O.1063 ;
: 4 I 0.2444 : -0, 2507 | 01323 : 0.3174 i
: 3 v RLAGEE : -0.0457 | ~0.0139 : -, 0903 )
H & P 0.48%94 H 0,0838 —0.1002 : -0,033%]1 :
: 7 i 0.84460 ; 0.0667 | 0.0521 : —-Q.1957 :
: =] vo0.1761 ' QG.1972 | 0.1123 ' ~-3,0749 H
H 7 P 0.0181 H 0,.4052 | 0.1002 ' 0.3400 H
H 10 P 0.0218 ' -0 00673 | 0.4382 ; ~Q 384 :
. 11 ;o —R.08746 ‘ -Q,3533 | 0.0013 ' 0.5212 :
H 12 o 0L12%0 Y 0.3301 ) - D094 ' 0.2885 :
\ 13 P DL 00TL : 0.3194 0.21738 : 0.3802 \
i 14 y —0.1946 ; -Q.1216 | 0.6243 ; -0, 1733 :
' 15 Vo= 0.0604 ' —0.0218 | Q.19240 ' 0.1152 :
H 16 v =0.0049 ' 0.2022 2.4289 ' ~0.1316 :
Tab. 10. The principal component matrix : columns - eigenvectors
rOWS - variables
total variance each eigenvalue accounts for and the cumulative

percentage of the total variance are listed in Tab. 9. The

percentage of the total variance individual eigenvalue accounts

for is possible to calculate since the sum of all the eigenvalues

equals the sum of the M original variasnces, in case of

standardized variables it equals directly the number M. We can

see that the first eigenvalue is much the largest, and the first

three, out of sixteen, actcount for mare then half the variance in

the sample and eight eigenvalues account for almost ninety

percent of the variance.

Thee part of the principal component matrix containing only

the first four eigénvactorﬁ is in Tab. 10. The eigenvectors are

in columns, the relative contributions of each variable to the
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principal components, called loadings, are in rows. This matrix
contains the important information for the interpretation of the
camponent AUEG . If the absolute wvalue of the relative
contribution is near 1, it means that the axis representing the
original variable is closely aligned to the given component axis.
On  the other side if the loading is near zero the two axKes are
nearly at right angles and the contributions of this variable to
the principal component is small. From Tab. 10. or hetter from a
projection of the vectors on to a plane ( Fig. 7. ) one can try
to give some meaning to the component axes. Graphs of wvectors
showing the contributions the variables listed in Tab. 1. make
to the first, resp. second, two components are in Fig. 7a, resp
Fig. 7b. Variables describing the geometry of the A horizon and
the fluctuation of the groundwater level cantributes strongly to
the component 1. These variables are exactly those the first main
cluster in cluster analysis consists of. The organic matter
content of the BC horizon tuéether with the clay content of both
A and BLC horizons contributes stromgly to the component 2, but so
does thickness of the &0 horizon in the opposite sense. Again one
can  find similarity with the cluster analysis. The principal
component 3 consicts mainly of the median sand gize fraction of
both A and BC horizons together with the resistance to sampling
of the D horizon and the component 4 consists of the thickness of
the BC horizon and the depth to a clay layer. Also in the case of
these two components it is possible to discover close agreemant
with the results of cluster analysis. It is not surprising since

the starting point of both analysis, either pPrincipal component
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analysis or cluster analysis, was the same — the similarity

{ correlation ) matrix.

Multiplving the principal component matrix by the matrix
containing the original data we get the principal component
scores. For presenting the results again only the small part of
the catchment the same like in the cluster analvsio was selected.
The projection of the principal component scores of 77 éampling
gites on first two principal components is in Fig. 8. Since these
two  components account for almost 40 percent of the total
variance, this projection gives the most informative single
display of the relations in the whole space. To understand this
scatter the mganing attached to the component axes must be taken
into  account. An examination of Fig. 8. shows that the
observations with thick A horizon and with the deep root zone are
placed far to the rioht, whereas the observations with the
shallaw A harizon and the shallow root zone are placed to the
left. Along the second principal cdmpanant the observations are
sorted according to the clay content in both A and BC  horizon,
with the highest contents at the top and with the smallest at the

bottom.

It seems to be slightly in the contradiction with the
results of cluster analysis where the main eason of
dissimilarity was found mainly in the depth to a clay layer, the
thickness of the BL horizon and the fluctuating of the
graoundwater level that the first +two properties contribute

strongly only to the forth principal component. But by further



inspection of the principal axis matrix and sigenvalues we can
find that there is not great difference in the magnitude of the
second, third and forth eigenvalue and that these properties
contribute strongly also to tha' second component. So  their
influence is dimportant in spite of the fact that they have not
the decisive influence on neither of the first three components.
Another rotation of the component axes would help if more exact

interpretation is required.

5.3 Factor analysis

TE oo et mpmm s e v e e S m e
pouapspo o e ke e e

By applying the principal component analysis to the
correlation matrix we got the ™M principal components which
account for all of the original variance. To explain the
structure of the original data we do not need all M components
since the first few account for great amount of the total
variance. But the position in the space af these first few
components  is strongly influenced by the presence of all the
other axes. If we choose only the first few components and
neglect all the others, it is possible to rotate them and to find

& new position for them that is much easier to interpret.

Since we used as a starting point for principal component
analysis the correlation matrix ( Tab., 7. } and the eigenvectors
{ Tab. 9. ) were caoamputed in normalized form ( they define a
vector of uwunit length) we can easily convert the principal

component vectors into factors by multiplyving every element in



the normalized eigenvector by the square root of the
corresponding eigenvalue. The factor is then weighted
proportionally to the sguare root of the amount of the total

variance which it represents and consequently gach factor leoading

praoportionally to the square

is weighted root of wvariance
contributed by that variable to the factor. -The part of the
factor matrix containing only the first four factors is in  Tab.
11.

For rotation of the first four factors the technique called

Kaiser' s varimax was used ( Davis, 1973 ). This method rotate the

factors so that each original variable is closely aligned to one
af the new factor axes and at right angles to all others,if it is

possible. There is then for each factor a few significantly high

: ' Vectors !
i Mariable | —m——1—————————— e .
: ' 1 : 2 : 3 4 i
: 1 : 0.4821 : -0.0698 | 0. O070 ' ~0.1079 )
; 2 : 0.2090 | -6 . 2388 : — . 0071 : 0.3133% )
: 3 : Q.6780 ~0. 4976 Q,.4332 ' 0.1425
: 4 H 0.4710 | -0.3%841 : 0.1850 ' 0.4244
' o ) Q.87%5 -, Q700 : -1.0194 ' -0, 1208
: & : 0.2434 | 0.1284 -0.1401 H -0.044Z%
: 7 N 0.8593 G.l021 : 0.0729 H ~-0.2619
: g8 : 03395 QL3022 H 0.1573 ' -0, 1002 !
' 9 : G, 349 0.6207 0.1401 | Q.4550 |
: 10 ' Q.0420 -0.0098 Q.5126 : —-0.0314 H
H 11 : ~.1687 : —-0.5413% ) 0.0018 | 0.6975
: 12 g Q.2370 0.8121 H -}, 0134 0. 38O
' 13 P —0.0059 0.4893 0.2990 : 0.5155 |
: 14 ' -1, 23749 | -0.186% 0.8728 : -0, 2321 '
1 15 : -3, 1164 : ~D.033E4 | 0.2713 : 0.1542
H 1& : —0Q.,00925% | 0.Z098 | 0.3994 : -0.1761 '
Tab. 11. The factor matrix & columns — factors
oW - variables



1 VAR LAl LB | e o o s i e o e o e s e e e s s e s e b e e e e e e e !
\ ' 1 ' 2 : x H 4 :
' 1 ' Q. 4975 | -, (0688 ) -0, 0282 | 0.0534
; 2 ' Q.0717 0.0390 | ~0.1214 0.635%4 |
H 3 ' Q.&H42% ) -0, 1941 : Q. 3677 0.0747%
: 4 ' 0.Z4268 0.0080 ) 0.10346 ) 0.464845
' 5 ' 0.8B716 -0,0416 | -0. 0899 0.1159 )
H & ' 0.9194 | 0.1831 | -0, 23461 0,.0603
H 7 ' 0.P020 ) a.024% 0. 0103 ¢ ~0. 0912
H g8 ' GLE73IZ2 0.2F7F G.l1l&1 ' -0.1791 :
H 9 Vo ~DL0392 ) 0.7807 | 0.0453 | 0.0008 |
H 10 ' Q.0277 | 0.0439 | 0. 604 0.0247 |
H 11 v —0VAE8T7 -0, 04466 -2.0X63 | 0.8305
H 12 i O.1672 0.8947 | ~-3.1288 | -0.1404
H 13 g -0.0848 | 0.7265 ! 0.2089 ! O.1310 3
! 14 P =0L25825% -, 2108 Q.PE71 - -0, 0692
H 15 Vo =-0.1288 0,085%0 | 00,2624 | L1392
H 14 : 00,0850 | 0.2207 0.598664 ' -0.2734 |
Tab. 12. The rotated factor matrix : columns — factors
FOWE - variables

comtributions from the original variables and many insignificant

contributions. The factor axes are now simpler to interpret in

terms of the original variables.

The results after the rotation are shown in Tab., 12.,

Fig.

. and Fig. 10. The relationship of the individuals to one

anather in the four dimensional space are exactly retained but

their position to factor axes is changed. For example the annual

highest and lowest groundwater levels that contribute to all

firgst four principal components now contribute significantly only

to the first and forth factor. The first factor is formed by the

same variables as is the first principal component, it means by

the thickness of the A harizon, the rootable depth and the root

zorne observe together with the annual highest and lowest
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groundwater levels and the organic matter content of the A
horizon. In the interpretation of the second prinmcipal component
there was great uncertainty since apart from the main
contribution from the organic matter content of the BL  horizon
thera were another seven variables with the significant
contribution to this component. This uncertainty was removed
after rotation. There are only three significant contributions to
the second factor - the clay contents of both A and BC  harizon
together with the organic matter content of the BL  horizon. It
means that this factor reflects the texture of the soil profile.
The meaning of the third factor is the same as the meaning of the
third principal component, i.e. it describes the composition of
the sand fraction. The main benefit of the rotation was achieved
in case of the fourth factor which is now clearly defined by tha
annual highest and lowest groundwater levels and by the depth to
a clay layer together with the thickness of the BC horizon. It
means that this factor represents the geometric variables that
are influenced by the depth to a clay laver. The projection of
the factor scores of 77 sampling sites on first two factor is in
Fig. 10, The interpretation of the horizontal axis is the same
&5 in principal component analysis, i.e. the spil profiles with
the deep plough horizon and the deep root z2one are placed to the
right, whereas the profiles with the shallow & horizon and the
shallow root zone are placed to the left. Along the second factor
the observations are sorted according to the texture of both A
and BC horizons, with the heaviest texture profiles at the top

and the lightest at the bottom. It is worth noticing how the soil
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profiles are placed into individual quadrants. More then one
third of them falls to the right of centre with the neagative
value of the second factor, the rest is placed almost equally in
the remaining guadrants. In the interpretation of factors stated
former there are more light-textured prafiléa with the deepsr
plough horizon and the deeper root rone then with the shallow A
horizon. If the soil is light it is likely to have the deep
plough horizon with the deep root zone, whereas heavier textured

soil does not show any such dependence.

6. Conclusions

=i e e e f o n

The main object of this study was to investigate the spatial
variability af the soil survey properties and to find
interrelations among so0il variables. The variability of the
sixtesn variables describing the geometry of the soil profile,
the textural characteristics, the organic matter contents etc.
were studied in chapter 3 by classical statistices ( statistical
moments, the law of distribution), in chapter 4 by geostatistics
{ the semivariograms) and in chapter 5 by multivariate . analysis
(cluster analysis, principal component analysis and factor

analysis).

In chapter 2 it was concluded that none of all sixteen
variables follows either noarmal or log-normal law of distribution
and that some variables as the rootable depth. the oot sone

observed, the thickness of the A horizon and the median sand size



fraction of the A and BC horizon were biased by the subjective

factor — a survevor.

The spatial analysis reveal that apart from the gualitative
variables describing the D horizonm and the root zone observed all
applied wvariables show the spatial dependency within a distance
aof 60 m at least. To strengthen this conclusion more information

should be available for the shorter distances.

The methods of multivariate analvsis show that applied sail
survey varliables can be divided into four groups. The first aroup
conprises the variables closely related to soil productivity of
the soil profile. The second group reflects éhe texture of the
sa0il profile and the third one the composition of the sand
fraction. The second and third group c¢ontains the data that can
be expected to be most relevant for soil physical properties. in
the fourth group there are variables that are influenced by the
underlying geological structure. The next step in the research
should be to perform the methods of multivariate analysis on the
data containing either the soil survey and the soil physical data
in oarder tp find ocut the gasily measured soil variables, which

may be used to estimate the spil physical characteristics.
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