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[Microfiche in pocket] 

Palaeolimnological diatom data comprise counts of many species expressed as 
percentages for each sample. Reconstruction of past lake-water pH from such data 
involves two steps; (i) regression, where responses of modern diatom abundances to 
pH are modelled and (ii) calibration where the modelled responses are used to infer 
pH from diatom assemblages preserved in lake sediments. In view of the highly 
multivariate nature of diatom data, the strongly nonlinear response of diatoms to pH, 
and the abundance of zero values in the data, a compromise between ecological 
realism and computational feasability is essential. The two numerical approaches 
used are (i) the computationally demanding but formal statistical approach of 
maximum likelihood (ML) Gaussian logit regression and calibration and (ii) the 
computationally straightforward butt heuristic approach of weighted averaging (wA) 
regression and calibration. 

When the Surface Water Acidification Project (SWAP) modern training set 
of 178 lakes is reduced by data-screening to 167 lakes, WA gives superior results in 
terms of lowest root mean squared errors of prediction in cross-validation. 
Bootstrapping is also used to derive prediction errors, not only for the training set as 
a whole but also for individual pH reconstructions by WA for stratigraphic samples 
from Round Loch of Glenhead, southwest Scotland covering the last 10000 years. 
These reconstructions are evaluated in terms of lack-of-fit to pH and analogue 
measures and are interpreted in terms of rate of change by using bootstrapping of the 
reconstructed pH time-series. 

INTRODUCTION 

Diatoms are good ecological indicators oflake-water pH (Battarbee et al. I 986). In recent years 
this feature has been exploited to reconstruct pH from diatom assemblages preserved in lake 
sediments (Battarbee I984; Battarbee & Charles I987) and a variety ofnumerical procedures 
have been developed for quantitative inference of pH. Quantitative reconstruction of pH from 
diatoms is, in practice, a two-step process. First, the responses of modern diatoms to 
contemporary pH are modelled. This is a regression problem (ter Braak & Looman I987; ter 
Braak & Prentice I 988) and involves a modern, training set of diatom assemblages ('response' 
variables) from surface lake-sediment samples with associated pH data ('predictor' variable). 
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264 H.]. B. BIRKS AND OTHERS 

Second, the modelled responses are used to infer past pH from the composition offossil diatom 
assemblages. This is a calibration problem (ter Braak 1987a; ter Braak & Prentice 1988). 

There are at least five major ecological assumptions in quantitative, palaeoenvironmental 
reconstructions (Imbrie & Webb I98I). 

1. The taxa in the training set are systematically related to the physical environment in 
which they live. 

2. The environmental variable to be reconstructed (in our case pH) is, or is linearly related 
to, an ecologically important variable in the system of interest. 

3. The taxa in the training set are the same as in the fossil data-set and their ecological 
responses have not changed significantly over the timespan represented by the fossil data. 
Contemporary patterns of diatom abundance in relation to pH can thus be used to reconstruct 
pH changes through time. 

4. The mathematical methods used in regression and calibration adequately model the 
biological responses to the environmental variable of interest. 

5. Environmental variables other than the one of interest (e.g. pH) have negligible 
influence, or their joint distribution with the variable of interest in the fossil set is the same as 
in the training set. 

Diatom data contain many taxa (ca. 100~300 taxa) and many zero values; values are 
commonly expressed as percentages of the total valves counted in a sample. They are thus 
closed, multivariate compositional data and have a constant-sum constraint. Diatom responses 
to pH are frequently nonlinear. These features confer important statistical properties on the 
data. 

A variety ofnumerical procedures (reviewed by Battarbee (1984), Charles (I985) and Birks 
(I 987)) have been used to reconstruct pH but none of these are fully satisfactory either 
theoretically or ecologically (Birks I 987; ter Braak & van Dam I 989). They are nearly all 
variants of the basic multiple linear regression model and usually involve grouping diatoms 
into ecological categories (see, for example, Charles (I985); Davis & Anderson (1985); Flower 
(I986); Charles & Smol (I988)). ter Braak and van Dam (I989) introduced two procedures, 
maximum likelihood (ML) and weighted averaging (wA) regression and calibration (see also ter 
Braak ( 1987 b)). They are more sound theoretically and perform better than other, more 
widely used 'ad hoc' pH reconstruction techniques. These two procedures form the basis of this 
paper; WA regression and calibration are used for pH reconstructions within the Surface Water 
Acidification Project (SWAP). 

THE DATA 

(a) The modern data 

The SWAP training set consists of diatom counts of 178 surface samples from lakes in 
England (five lakes), Norway (51), Scotland (60), Sweden (30) and Wales (32). It includes all 
taxa (267) that are present in at least two samples with an abundance of 1% or more in at least 
one sample and that are identified to species level or below. Abundances are expressed as 
percentages of the total diatom count (ca. 500 valves) for that sample. The sum of the 
percentages of taxa included range from 65.0% to 99.1% (mean= 92.6 %) of the total diatom 
count per sample. 

The pH data for each lake are based on the arithmetic mean of [H+] (Barth I975; cf. 
Middleton & Rovers I976; Charles 1985), after initial data screening (Munro et al., this 
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DIATOMS AND pH RECONSTRUCTION 265 

symposium). Many lakes have pH data based on three or more readings (131 lakes), though 
some only have one (32) or two ( 15) readings. The pH range is 4.33~ 7.25 (x = 5.59, 
median= 5.51, standard deviation (s.d.) = 0.77). Further details of the data and their 
taxonomic consistency are given by Munro et al. (this symposium). 

(b) The fossil data 

We use the data of jones et al. (I989) from Round Loch ofGlenhead (RLGH), Galloway, 
southwest Scotland for reconstruction purposes. The 101 samples from 0.3 to 256.5 em in core 
RLGH3 cover the last 10000 years. They contain some taxa absent in the training set and vice 
versa. Only taxa present in both sets are included. These represent 72.8~98. 7% 
(mean= 88.2 %) of the total diatom count per sample in the core. 

THEORY AND METHODS 

(a) Notation 

We use the following notation throughout; x is the environmental variable to be 
reconstructed, in our case pH; X; is the value of x in sample (in our case lake) i; Yilc is the 
abundance of taxon kin sample i (Y;~c ~ 0) (i = 1, ... n lakes and k = 1, ... m diatom taxa); 
X; is the estimated or inferred value of x for sample i. 

(b) Maximum likelihood regression and calibration 

The basic idea ( ter Braak & van Dam I 989; ter Braak I 987 a, b; ter Braak & Prentice I 988) 
is that the relation between the abundance of a diatom taxon and pH can be modelled by an 
ecological response curve consisting of systematic and random (error) components. Such a 
curve is fitted to the training set by nonlinear regression. The response curves and their 
assumed error structure form a statistical model of diatom composition in relation to pH. The 
curves for all taxa determine jointly what diatom composition is expected at a given pH. This 
model of responses and their error structure is used to calculate the probability that a particular 
pH would occur with a given assemblage over the range of possible pH values. The pH that 
gives the highest probability is the ML estimate. 

There are many types of ecological response curves. A compromise is necessary between 
ecological realism and simplicity (ter Braak & van Dam I989); the Gaussian unimodal 
response model with symmetric unimodal curves is a suitable compromise ( ter Braak I 987 b). 

The Gaussian logit model is usually applied to presence--absence data (see, for example, ter 
Braak & Looman (I986)). However, it can be used, as here, as a quasi-likelihood model for 
proportions and as an approximation to the more complex multinomiallogit model (ter Braak 
& van Dam I 989). The multinomial model can be difficult to fit and its parameters difficult 
to interpret because of indeterminacies ( ter Braak I 988). 

Following ter Braak and van Dam (I 989), we fitted a Gaussian logit model to all 229 taxa 
that occurred in six or more lakes in the training set by logit regression (with binomial error 
structure). (Oksanen et al. (I988) fitted the related Gaussian model with Poisson error 
structure.) From the Gaussian logit regression coefficients, the optimum ( u~c), tolerance ( t~c) and 
height of the peak (c~c) of the fitted Gaussian response curve were calculated (ter Braak & 
Looman I 986, I 987), along with the approximate 95% confidence intervals for the estimated 
ulc and the standard error of the estimated t1c (ter Braak & Looman I986, I987). 
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266 H.J. B. BIRKS AND OTHERS 

For each taxon, the significance (a= 0.05) of the Gaussian logit model was tested against 
the simpler linear-logit (sigmoidal) model by a residual deviance test. The significance 
(a = 0.05) of the Gaussian logit regression coefficient b2 against the null hypothesis ( b2 ;;?!: 0) was 
also assessed by a one-sided t-test (ter Braak & Looman 1986, 1987). If the null hypothesis was 
rejected in favour of b2 < 0, the taxon's optimum was considered significant. If either the 
Gaussian unimodal model or the optimum were not significant, the linear logit model and its 
regression coefficient b1, were tested against the null model that the taxon showed no relation 
to pH, by using deviance and two-sided t-tests. 

For taxa with estimated optima clearly outside the range of sampled pH values, and with 
a significant linear logit model, the optimum was assumed to be the lowest pH sampled for 
decreasing linear logit curves and the highest pH sampled for increasing linear logit curves. 
Some taxa had fitted curves with a minimum (b 2 > 0) instead of a maximum. For these taxa 
a linear logit model was fitted and, for WA calibration (table 3), the optima were taken to be 
the lowest or highest pH in the training set for decreasing curves and increasing curves, 
respectively. The tolerances are defined only for taxa with unimodal response curves. 

The response curves and their assumed error structure were then used in ML calibration to 
find the pH with the highest probability of producing the observed diatom assemblages for 
each sample in both training and fossil data sets. This was done by using an iterative 
Gauss~Newton numerical optimization procedure with Gallant's (1975) chopping rule for 
step-shortening. Estimates ofwA were used as initial estimates. Some samples failed to converge, 
however, with this procedure. 

Regression and calibration of ML are computer-intensive and liable to find local maxima 
rather than the overall maximum, especially when the taxon tolerances are very unequal. An 
alternative approach that is both simpler and computationally easier and has essentially the 
same aims as ML is WA regression and calibration (ter Braak & van Dam 1989; ter Braak & 
Prentice 1988). 

(c) Weighted averaging regression and calibration 

The idea behind WA ( ter Braak 1987 b) is that in a lake with a certain pH range, diatoms 
with their pH optima close to the lake's pH will tend to be the most abundant taxa present. 
A simple and ecologically reasonable estimate of a taxon's pH optimum is thus the average of 
all the pH values for lakes in which the taxon occurs, weighted by the taxon's relative 
abundance (wA regression). Conversely, an estimate of the lake's pH is the weighted average 
ofthe pH optima of all the taxa present (wA calibration). Taxa with a narrow pH tolerance 
or amplitude can, if required, be given greater weight in WA than taxa with a wide pH 
tolerance. 

The WA estimate of a taxon's optimum (equivalent to abundance weighted mean (see, for 
example, Charles (1985); Charles & Smol (1988)), centroid), uk, is: 

and a taxon's tolerance, ik, or weighted standard deviation is: 

[n In J! ik = ~ Yik(xi-uk) 2 ~ Yik '. 
,~1 ,~1 

r 4o J 



DIATOMS AND pH RECONSTRUCTION 267 

The estimated optima can be used to infer a lake's pH from its diatom assemblage (wA 
calibration) by: 

whereas a tolerance-weighted estimate would be: 

The theory ofwA and the conditions under which WA approximates ML are fully.discussed by 
ter Braak (I 98 5, I 987 b), ter Braak & Looman (I 986), ter Braak & Barendregt (I 986) and ter 
Braak & Prentice (I988). 

In WA reconstructions, averages are taken twice, once in WA regression and once in ytA 
calibration. This results in shrinkage of the range of inferred pH values. To correct for this, a 
simple linear deshrinking was done by regressing the initial inferred values xi for the training 
set on the observed values, xi, by using the linear regression model, so-called 'classical 
regression ' : initial xi = a+ bxi + ei, 

and final xi= (initial xi-a)jb, 

where a is the intercept and b is the slope of the linear regression (ter Braak I988). ter Braak 
& van Dam (I 989) discuss the importance of deshrinking. They used 'inverse' regression 
(where xi is regressed on initial xi values) to 'deshrink', because this minimizes the root mean 
squared error in the training set. Classical regression deshrinks more than inverse regression 
(see, for example, Lwin & Maritz ( I982)); it takes inferred values further away from the mean. 
In our case, the mean lies in the pH interval where a lake's pH is very variable, and 
acidification studies require the reconstructions to be most precise at the lower end of the pH 
range in the training set. For that, classical regression is preferable (Martinelle I97o; Lwin & 
Maritz I982). This deshrinking regression was also done for ML calibration to ensure 
comparability between results from the two approaches. 

(d) Summary statistics 

The root mean square of the error (RMSE) (xi-xi) was calculated for the training set for 
comparison of the predictive abilities of ML, WA and weighted averaging with tolerance 
downweighting (wA(tol)). Wallach & Goffinet (I989) discuss the value ofRMSE as a means of 
evaluating how well a model can be expected to function as a predictive tool. The correlation 
(r) between xi and xi was also calculated. As RMSE is invariably under-estimated when based 
solely on the training set (ter Braak & van Dam I989; Oksanen et al. I988), split-sampling or 
cross-validation (Stone I974; Snee I977; Picard & Cook I984) was used to derive a reliable 
estimate of prediction error and hence to evaluate the predictive abilities of the different 
methods. This involves randomly splitting the modern data into a training set and a test set, 
and ensuring that only taxa fulfilling the criteria of two or more occurrences and 1% or more 
in any one sample in the new training set are included. 

(e) Error estimation 

Bootstrapping, a computer-intensive resampling procedure (Efron I982; Efron & Gong 
I983; Diaconis & Efron I983; Wallach & Goffinet I989) was used to derive RMSE of prediction 
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268 H.J. B. BIRKS AND OTHERS 

for individual pH reconstructions. It also provides another estimate of the overall RMSE of 
prediction for the training set. The underlying theory is described in Appendix 1. 

The idea is that in each of many bootstrap cycles (in our case 1000) a subset of training 
samples is selected randomly from the original training set to form a bootstrap training set of 
the same size as the actual training set. This mimics sampling variation in the training set. 
Sampling is with replacement, so that samples may be selected more than once. Typically some 
samples will not be selected, and these form a bootstrap test set. In each cycle, WA regression 
and calibration are used with the bootstrap training set to infer pH for the modern samples in 
the bootstrap test set. This parallels the use of test sets in cross-validation and provides another 
estimate of the RMSE of prediction (see Appendix 1). This estimate is less prone to bias (Efron 
1982, 1983) because the bootstrap uses the full size of the training set rather than the smaller 
size used in cross-validation. 

In each cycle WA calibration is also used to infer pH for the fossil samples. For each fossil 
sample, the standard deviation of inferred pH for all bootstrap cycles is calculated. A naive user 
of the bootstrap might think that this standard deviation, e.g. sw is an estimate of prediction 
error. It is not, because sn would approach zero if the size of the training set steadily increases. 
In fact, sn is that part of the prediction error that is due to the estimation error in the taxon 
parameters in the calibration formulae (uk, ik). The other, often larger, part of the prediction 
error is due to variation in taxon abundances at a given value of pH. (In the bootstrap cycles, 
the taxon abundances of a fossil sample were kept fixed so sn cannot catch this variation). The 
latter part, e.g. s2 , is estimated from the training set by the root mean square (across all training 
samples) of the difference between observed pH and the mean bootstrap pH in all bootstrap 
cycles when that sample is in the bootstrap test set. Whereas the first part of the error varies 
from fossil sample to fossil sample, the second part is constant. The estimated RMSE of prediction 
is the square root of the sum of squares ofthe two components (see Appendix 1). This procedure 
can also be applied to each training sample. 

(f) Computing 

Gaussian logit and linear logit regressions were done with GLIM (Payne 1986); WA regression 
and calibration, ML calibration, and associated statistics were implemented by WACALIB 2.1, a 
special purpose FORTRAN 77 program written by JML. It includes some subroutines from 
cANoco (ter Braak 1988) written by CJF ter B. and M. 0. Hill and an ML optimization 
subroutine written by CJF ter B. Detrended correspondence and canonical correspondence 
analyses were done by means of CANOCO 3.0 (C.J. F. ter Braak (unpublished)). Analogue 
analysis was implemented by the FORTRAN 77 program ANALOG 1.2 written by JML. 
Bootstrapping of WA estimates was done by using WACALIB 2.4, an update of WACALIB 2.1 
incorporating bootstrapping subroutines written by CJF ter B. Bootstrapping of stratigraphic 
changes was done with THERRAD (Kitchell et al. 1987). All computations were done on an IBM 
PC/ AT or compatible machines. 

RESULTS 

(a) Comparison of root mean squared error of prediction for different numerical procedures 

When ML, WA and wA( tol) were applied to the full training set, the RMSE (table 1) suggest that 
there is little to be gained in terms ofRMSE by using ML. Moreover 14 of the 178 training samples 
(pH range 4.79-6.75) failed to converge with ML, i.e. for these samples our numerical 
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procedure was unable to find a single most likely pH value. Cross-validation with a 
training set of 130 and a test set of ~l8 lakes produced RMSE for the test set in the order 

WA < ML < WA(tol). 
In a large, heterogeneous data set such as the 178-lake training set, it is possible that some 

samples are 'rogues' or atypical observations, for example with unusual diatom assemblages 
weakly related to pH, with poor or unreliable pH data, or with environmental variables other 

than pH having a major influence on the diatom composition. A data-screening exercise was 
performed to detect potential 'rogues'. 

TABLE 1. RooT MEAN SQUARED ERROR OF PREDICTION (RMSE) FOR WEIGHTED AVERAGING 
REGRESSION AND CALIBRATION WITH (wA(tol)) AND WITHOUT (wA) TOLERANCE
DOWNWEIGHTING AND MAXIMUM LIKELIHOOD (ML) REGRESSION AND CALIBRATION AND THE 
CORRELATION (r) BETWEEN OBSERVED AND PREDICTED pH BY USING DIFFERENT TRAINING 

SETS 

training set 

178 lakes x 267 taxa (229 in ML) 

130 lakes x 240 taxa 

Test set 48 lakes x 240 taxa 

172 lakes x 267 taxa 
( 6 'rogues ' deleted) 

167 lakes x 267 taxa 
(225 taxa in ML) 

( 11 'rogues' deleted) 

WA 

RMSE 0.343 
0.913 

RMSE 0.353 
0.907 

RMSE 0.331 
0.915 

RMSE 0.323 
0.921 

RMSE 0.297 

0.933 

• Fourteen lakes failed to converge. 
b Eleven lakes failed to converge. 
" Ten lakes failed to converge. 

WA(tol) ML 

0.324 0.341" 
0.921 0.911 

0.338 0.361 b 

0.914 0.905 

0.404 0.356 
0.849 0.894 

0.301 
0.931 

0.278 0.317c 

0.941 0.921 

In the first screening, a lake was deleted ifit (i) formed an extreme outlier on any of the first 
four axes of a detrended correspondence analysis (Hill I 979) of the diatom data in the full 
training set; (ii) had a large (extreme 5 %) residual distance to the pH-axis in a canonical 
correspondence analysis ( ter Braak I 989) of the diatom data with pH as the only environmental 
variable; (iii) had a high(> 0.75 pH units) difference between observed and inferred pH in 
both wA and wA(tol) reconstructions. Six lakes fulfilled all three criteria. The RMSE for WA and 

wA(tol) for the training set with these six deleted showed some improvement (table 1). In a 

second screening of the reduced training set ( 172 lakes), a further five lakes now fulfilled two 
or three of the above criteria for deletion. When these five were also deleted, the RMSE for WA 

(0.297), wA(tol) (0.278), and ML (0.31'7) all showed further improvement (table 1). No lakes 
appeared to be obvious rogues within the reduced training set of 167 when screened again. 

For pH reconstructions at RLGH and all other SWAP sites, this reduced training set of 167 
lakes is used. This set has a pH range of 4.33-7.25 (x = 5.56, median = 5.27, s.d. = 0. 77) and 

262 taxa. 
A series of calibration experiments was done by using this training set to compare different 

regression and calibration procedures (table 2). Besides WA regression and calibration with and 
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FIGURE 1. Plots of inferred pH (x;) against observed pH (x;) (left hand plots) and of the differences (x;-x;) against 
observed pH (right-hand plots) for pH inferences derived from (a) weighted averaging and (b) maximum 
likelihood regression and calibration. 

TABLE 2. RooT MEAN SQUARED ERROR OF PREDICTION (RMSE) AND CORRELATION (r) BETWEEN 

OBSERVED AND INFERRED pH WHEN DIFFERENT REGRESSION AND CALIBRATION PROCEDURES 

ARE USED WITH THE 167 LAKE TRAINING SET 

regression calibration number 
procedure procedure of taxa RMSE r 

WA WA 274 0.297 0.993 
WA WA(tol) 274 0.278 0.941 
ML WA 224 0.294 0.934 
ML WA(tol) 224 0.282 0.939 
ML WA 168" 0.290 0.936 
ML WA(tol) 168" 0.292 0.935 
ML ML 225 0.317 0.921 

a All taxa with statistically significant relation to pH (see table 4). 
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DIATOMS AND pH RECONSTRUCTION 271 

without tolerance down weighting and ML regression and calibration, 'hybrid' procedures were 
used with taxon optima and tolerances estimated by ML regression but by using WA (with and 
without tolerance downweighting) calibration (see, for example,Juggins ( I988); Oksanen et al. 

(I988)) and all taxa and only those with a significant relation to pH. The overall conclusion is 
that ML regression and calibration perform the worst (cf. ter Braak & van Dam I989), but that 
all the other procedures perform about equally well, as judged by RMSE. In terms ofRMSE there 
seems little advantage in using ML regression compared with WA regression. Plots of inferred pH 
( x;) against observed pH ( x;) and of the differences (X;- X;) against X; for w A and ML are shown 
in figure 1. In WA there is no systematic bias ( cf. Oksanen et al. I 988) except for a tendency 
for the differences to be greatest in the pH range 5.3-6.6, and lowest at the extremes. These 
high differences all occur in poorly buffered lakes where small seasonal changes in alkalinity 
can cause large variations in pH. In the absence of multiple pH measurements, estimation of 
a meaningful mean pH is impossible (Flower I986). In ML two clusters emerge and pH 
estimates for ten lakes failed to converge, all in the pH range 4. 79-5.89. 

TABLE 3. RooT MEAN SQUARED ERROR OF PREDICTION FOR TEN CROSS-VALIDATION EXPERIMENTS 
USING FOUR RANDOMLY SELECTED TEST SETS OF 50 LAKES, FOUR RANDOMLY SELECTED TEST 
SETS OF 40 LAKES, ONE RANDOMLY SELECTED TEST SET OF 67 LAKES AND ONE RANDOMLY 
SELECTED TEST SET OF 4 7 LAKES 

experiment number of taxa 

1 
2 
3 
4 

mean 

5 
6 
7 
8 

mean 

9 

10 

231 
226 
228 
231 

230 
229 
240 
240 

248 

258 

WA WA(tol) 
training set 117 lakes 

0.310 0.282 
0.292 0.276 
0.307 0.294 
0.313 0.291 

0.306 0.286 

training set 127 lakes 
0.285 0.271 
0.284 0.267 
0.298 0.276 
0.306 0.281 

0.299 0.280 

training set 100 lakes 
0.257 0.240 

training set 120 lakes 
0.283 0.267 

WA WA(tol) 
test set 50 lakes 

0.287 0.339 
0.310 0.368 
0.309 0.383 
0.269 0.305 

0.294 0.349 

test set 40 lakes 
0.326 0.287 
0.313 0.314 
0.307 0.303 
0.274 0.318 

0.299 0.327 

test set 67 lakes 
0.338 0.541 

test set 4 7 lakes 
0.300 0.288 

In light of the RMSE results (table 2) and plots of X; against X; and of (x;- x;) against X; (not 
presented here) for these calibration experiments, WA regression and calibration with and 
without tolerance downweighting were selected for pH reconstructions at RLGH and all other 
SWAP lakes because of their low RMSE, their computational ease, and their robustness. 

Ten cross-validation experiments were done to derive more reliable RMSE for WA and wA(tol), 
by using four randomly selected test sets of 50 lakes, four test sets of 40 lakes, a single test set 
of 67 lakes and one test set of 4 7 lakes (table 3). The RMSE for test sets in these experiments were 
0.287--().338 (mean= 0.308) for WA and 0.287--().541 (mean= 0.376) for wA(tol). This 
indicates that WA has a lower prediction error in test sets than WA(tol). This error is, as ter 
Braak & van Dam (I 989) emphasize, the 'appropriate benchmark to compare methods' 
because all errors are considered (see also Oksanen et al. (I 988)). 
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(b) Comparison if the pH optima and tolerance estimates 

The basis for these calibration experiments is the estimates of the taxon parameters. The WA 
and ML estimated optima and tolerances for all taxa in the 167-lake training set are listed in 
table 4 (see microfiche), along with each taxon's maximum value, number of occurrences, 
shape of response curve, 95% confidence intervals of the ML-estimated optimum, standard 
error of the ML-estimated tolerance, curve height, literature pH category, and statistical 
relation to pH. Ecological discussion of these estimates will be presented in a subsequent SWAP 
publication. Of the 225 taxa (in six or more lakes) used for ML regression, 88 have unimodal 

curves with maxima, 78 have sigmoidal curves, 53 show no pattern, five have unimodal curves 
with minima and one failed to converge. A significant unimodal (88) or sigmoidal (78) 
response to pH is seen in 166 taxa. Of the 58 taxa with non-significant pH relations, only one 
has a fitted curve peak (ck) > 1% and only 15 have maximum values in the training set 
> 2.5% (range= 1.03-4.92 %) . As 74% of the taxa have a significant relation with pH, this 
provides strong confirmation for the assumption of Davis & Smol ( 1986) 'that there is a good 
statistical relation between pH and relative abundance of diatoms.' In the sampled pH range 
(4.33-7.25) WA estimates of optima are close to the ML estimates, although WA consistently but 
very slightly underestimates optima compared to ML. This slight bias is, in part, due to the over
representation of acid lakes in the training set, because WA estimates are sensitive to the 
distribution of xi (ter Braak & Looman 1986, 1987). Major differences occur, however, at the 
extreme ends. At low pH, WA overestimates the optimum, whereas at high pH it underestimates 
it, because of truncation of the taxon response curves at the edges of the pH gradient. As a result 
of this inevitable truncation, WA compresses estimates of optima towards the centroid of the 
sampled pH gradient (Oksanen et al. 1988). 

Estimates of tolerances by WA are almost all underestimated compared with ML, with a range 
ofwA tolerances from ca. 0.2 to 0.75 pH units and an ML range of0.2-1.8 pH units. For taxa 
with ML tolerances less than 0.75 pH units, WA provides reliable estimates, but at higher values 
WA systematically underestimates the tolerance (Oksanen et al. 1988). Many of the taxa with 
no significant relation to pH (table 4) have ML estimated tolerances of more than 1 pH unit, 
suggesting a range of occurrence over at least 4 pH units. 

(c) Reconstructions of pH for Round Loch if Glenhead 

The WA, wA(tol), and ML pH reconstructions for RLGH are shown in figure 2. The two WA 
reconstructions are closely parallel; 34 samples failed to converge in ML calibration. 

EVALUATION OF RECONSTRUCTED pH VALUES 

All quantitative palaeoenvironmental reconstruction procedures produce a result, but there 
is no simple means of evaluating how reliable it is. In addition to overall performance measures 
like RMSE calculated once from test sets, it is desirable to assess the reliability of individual 
reconstructed values. Two means towards this end are (i) measures of lack-of-fit of diatom 
assemblages to pH and (ii) estimated mean squared errors for each inferred pH. 

(a) Lack-if-fit to pH and analogue measures 

In the screening of the training data we used the squared residual distance of the modern 
samples to the pH axis in a canonical correspondence analysis of the diatom data as a criterion 
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FIGURE 2. Reconstructed pH values for Round Loch of Glenhead plotted against depth (solid lines). The 
reconstructions are based on weighted averaging, tolerance-downweighted weighted averaging and maximum 
likelihood procedures. The RMSE of prediction for the weighted averaging estimates are shown as dotted lines. 
Samples with poor (•) or very poor (••) fit and those lacking close modern analogues in the SWAP training
set (•) are indicated. 

of lack-of-fit to pH. Samples with a high residual distance from the pH axis have a poor fit to 
pH. Fossil, so-called passive, samples can also be positioned on this axis by means of 
transition formulae (ter Braak 1988). Any fossil sample whose residual distance is equal to or 
larger than the residual distance of the extreme 5% of the training set is considered to have a 
'very poor' fit to pH, and those with values equal to or larger than the extreme 10% are 
deemed to have a 'poor' fit. One sample at RLGH (220.5 em) has a very poor fit, and two 

(252.5, 254.5 em) have poor fits (figure 2). 
A reconstructed pH value is likely to be more reliable if the fossil sample in question has close 

modern analogues within the training set. Every fossil sample at RLGH was compared with 
all samples in the training set by using squared _x2 distance as a dissimilarity measure (Prentice 
1 980). This is : m 

d'fj = ~ [(yik-yjk) 2/(Yik+yjk)], 
k-1 

where Yik is the proportion of diatom taxon k in sample i and diJ is the _x2 distance between 
samples i and j. 
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Any fossil sample that has a minimum dij > 0.45 appears to lack a close modern analogue in 
the training set (H . .J. B. Birks, unpublished results). All RLGH samples below 48.5 em fall in 
this category, as does the 27.3 em sample (figure 2). This lack of modern analogues results, in 
part, from the abundance of Melosira arentii at RLGH, a taxon absent from the training set, 
and, in part, from the rarity of analogous, pristine, naturally acid but not acidified lakes in the 
SWAP study areas that could be sampled for the training set. 

(b) Estimated root mean squared error for pH reconstructions 

The RMSE of prediction for the training set, estimated by bootstrapping, are as follows: 

WA WA(toJ) 

RMSE Sil 0.072 0.305 
52 0.312 0.371 

RMSE prediction 0.320 0.480 

The first error component is small for WA but large for wA(tol). The training set is thus 
clearly adequate to yield reliable estimates of the taxon parameters in the WA calibration 
formula (uk), but is probably not large enough for reliable estimation of the tolerances (tk) used 
in wA(tol). 

The RMSE of prediction for the RLGH samples are plotted in figure 2 for WA and WA(tol). 
The RMSE for individual RLGH samples varies from 0.314 to 0.322 (wA) and 0.374 to 0.798 
for WA(tol) and, for individual training samples, 0.314 to 0.376 for WA and 0.373 to 0.915 for 
w A ( tol). These RMSE estimates indicate that there is no advantage in using tolerance
downweighting in WA calibration with this training set. 

DISCUSSION 

(a) Procedures for pH reconstruction 

Several conclusions emerge from our analyses (see also ter Braak & van Dam (I 989)). 
Regression and calibration by WA can now replace earlier 'ad hoc' methods for pH 
reconstruction; WA is ecologically more realistic, statistically more robust, and numerically 
more accurate than other methods. Although some 'ad hoc' methods may produce lower 
apparent RMSE, these error estimates are not based on rigorous error-estimation procedures 
such as cross-validation or bootstrapping, but on regression statistics derived solely for training 
sets. As ter Braak & van Dam (I 989) emphasize, RMSE based on training sets alone give an over
optimistic idea of prediction and performance error. In all our cross-validation experiments, 
RMSE for test sets is larger than for training sets (see also .J uggins (I 988) ; Oksanen et al. (I 988)). 
In the SWAP training set the apparent RMSE for WA is 0.297 whereas the more realistic RMSE 
are 0.308 (cross-validation) and 0.320 (bootstrapping). 

Although WA with tolerance-downweighting gives a lower apparent RMSE (0.278) than WA, 
tolerance-weighting does not improve RMSE in cross-validation (0.376) or bootstrapping 
(0.480). We therefore recommend simple WA regression and calibration with classical 
regression deshrinking as the easiest and most reliable pH reconstruction procedure currently 
available. 

The overall RMSE is 0.320 for WA ofthe 167-lake training set. Standard errors of prediction 
for individual training samples and fossil samples at RLGH vary from 0.314 to 0.376. As lake 
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pH has inherent seasonal and annual variation and as there are errors in measuring pH, 
particularly at low ionic-strength water, further reductions in prediction errors seem unlikely. 

Compared with other pH training sets (reviewed by ter Braak & van Dam (I989)) this RMSE 
for a large (n = 167) training set is lower than is usually found. This is probably because the 
diatom assemblages are all from surficial sediments collected at or near the deepest part of the 
lake, many of the lakes have multiple pH determinations, the diatom taxonomy has been 
carefully harmonized as a result of SWAP taxonomic workshops (Munro et al., this symposium) 
and the training set was screened by using three different numerical techniques; 11 'rogue' 
lakes were detected and deleted. 

It is surprising that the theoretically more rigorous approach ofML regression and calibration 
did not perform as well in terms ofRMSE as the simpler, approximating approach ofwA. This 
is probably because ML uses more of the data, especially the absences (which WA ignores) and 
the precise percentage values. The problem of no-analogues and of assemblages containing 
diatoms of contrasting affinities are therefore more serious in ML than in WA. Although the 
RLGH samples had about the same amount oflack-of-fit as the modern samples, the lack-of
fit was of a different kind than in the modern samples, as the no-analogue measure showed. It 
is therefore unsafe to rely on the quantitative aspects of an assemblage as heavily as ML does. 
By its very nature, ML is more susceptible to 'rogues' than WA. Although we were able to 
eliminate 11 rogues from the original training set, the computational demands of recomputing 
taxon optima and tolerances for different screened versions of the training set prevented further 
screening of the data for samples that are possible 'rogues' in ML regression and calibration. 
The training set is thus critically screened only for WA. 

Regression and calibration by WA have several advantages over more widely used pH 
inference techniques such as Index B (Renberg & Hellberg I 982) and multiple regression of 
pH categories (see, for example, Flower (I986); Charles (I985); Charles & Smol (I988)). 
Besides a lower RMSE (ter Braak & van Dam I989), the main advantage ofwA is that there is 
no need to assign diatom taxa to pH-preference categories. As Battarbee (I984) discusses and 
Holmes et al. (I 989) clearly demonstrate, there are many problems in categorizing taxa, and 
the particular decision as to which category a taxon is assigned can markedly influence pH 
inferences by using Index B or multiple regression; WA is free of such problems. It uses the 
available data on the abundances of individual taxa in relation to pH in the training set. 
Moreover, because of the simple calculations involved in WA, it is possible to use bootstrapping 
to derive standard errors of predictions. Bootstrapping is, in theory, possible for ML, but, in 
practice, is computationally prohibitive. Individual standard errors of prediction for pH 
reconstructions from fossil assemblages can be valuable in avoiding misinterpretation of 
inferred pH values. 

(b) Reconstructions of pH at Round Loch qf Glenhead 

The reconstructed pH history at RLGH (figure 2) shows little change from the late-glacial 
about 10000 years ago to about 4100 years before present (BP) (142 em). Reconstructed pH 
varied from 5.4 to 5.8 in the late-glacial and earliest Holocene, but by 9200 BP (224 em) it 
stabilized to about 5.2-5.4. Between 4100 and 1850 BP (72 em) there were short-lived 
fluctuations, probably associated with in washing of material from the catchment Uones et al. 

I989). Lake acidity changed little (5.3-5.7) until about 1870 A.D. when, between 17.3 em 
(1874) and 7.3 em (1931), pH dropped by over 0.5 units. Reconstructed pH values are never 
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below 5.0 until about 1900 (11 em). Jones et al. (1989) conclude that this marked change in 
lake acidity resulted from an increase in deposition of strong acids from the atmosphere. 

The null hypothesis that the rate of pH change per unit depth between 1874 and 1931 
( 17.3-7.3 em) is no different from the rates of pH change in pre acid-deposition times 
( 17.3-256-5 em) was tested by using bootstrapping of the reconstructed pH time-series to 
generate empirical probability distributions of pH change with depth. The pH time-series was 
resampled randomly and with replacement 1000 times to create temporally-ordered data 
sequences ofthe same thickness as the interval of interest by using the time-duration or elapsed
time test of Kitchell et al. ( 1987). As the time-series contains unequal depth intervals between 
pH estimates, it is not possible for each bootstrapped time-series to contain exactly 10 em. 
Instead samples are added to the time-series until the depth interval equals or exceeds the 
specific depth interval being tested. The observed rate of pH change at the time of increased 
acidic deposition is significantly different (ex= 0.021) from expectation. The null hypothesis is 
thus rejected, suggesting that the most rapid pH change per unit depth over the last 10000 years 
occurred between 1874 and 1931 at RLGH, the very time of increased acid deposition. 

This research has been supported in part by SWAP, NAVF, and IBM (Norway). We are 
grateful to all SWAP diatomists for providing the training set, to Martin Munro for data-base 
management; to Rick Battarbee, John Boyle, Roger Flower and Viv Jones for valuable 
discussions; to Hilary Birks and John Kingston for commenting on earlier versions of the 
manuscript; to Sylvia Peglar and Siv Haugen for techn~cal assistance; to Jennifer Kitchell and 
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APPENDIX 1 

Bootstrap estimation if sample-specific mean-squared error for pH reconstructions by weighted averaging 

The notation and bootstrap procedure are described in the main text. In addition, 

AVE(x1, boot) and MS(x1-x1, boot) denote the mean and mean square, respectively, of the 
argument across all the bootstrap cycles where sample i does not belong to the bootstrap 
training set. 

The mean-squared error of the inferred pH of training sample 1s estimated by 
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MS(x;-i\,bootl· This estimator has some importance; (i) it does not suffer from resubstitution 
bias and (ii) its mean across the training samples yields the bootstrap estimate of overall mean
squared error of prediction. But the corresponding formula cannot be calculated for individual 
fossil samples, simply because the observed value (x;) is not available. To obtain a sample
specific error estimator we use the following decomposition: 

MS(x; -xi, boot) = MS(x;, boot- AVE(x;, boot))+ (x;- AVE(x;, boot) )2, 

which we write in shorthand as: 

The first part, V;v can be calculated from the bootstrap cycles for each sample, both fossil and 
training samples. It represents the effects that the variability of the taxon parameters in the 
calibration function have on the inferred pH for sample i. It reduces in magnitude as the size 
of the training set increases. But it does so in a sample-specific way. This error component is 
likely to be relatively small for fossil assemblages consisting of taxa that are frequent and 
abundant in the training set and to be relatively large for assemblages consisting of taxa that 
are infrequent and rare in the training set. 

The second part, v;2 , can be calculated for the training samples only. It includes the error 
caused by imperfections in the calibration function, even if the parameters are known without 
error. Diatom assemblages vary even among lakes with the same pH or, conversely, because 
lakes with the same diatom assemblage may differ in pH. Model specification errqr also enters 
v; 2 • By using multiple regression we investigated whether v; 2 depends, in a systematic way, on 
pH, the number of taxa, and the inhomogeneity of an assemblage. For pH we used a second
order polynomial in AVE(x;, boot) and for inhomogeneity the variance ('tolerance') of the 
optima of the taxa present in the assemblage (Hill I 979). These predictors are suggested from 
the theory oflinear (Martinelle I 970) and WA ( ter Braak & Barendregt I 986) calibration. The 
predictors, however, explained less than 10% of the variance of v; 2 in the training set. 
Transformation ofthe variables (except pH) to logarithms did not improve the fit. Apparently, 
the second error component is mainly due to other factors. For fossil samples it was therefore 
taken as a constant, namely the mean v; 2 across the training set. 

The above derivation ignores terms of order 1/nboot with nboot being the number ofbootstrap 
cycles. These terms are negligible with our choice of nboot = 1000. 
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