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Abstract

Background

To derive micronutrient recommendations in a scientifically sound way, it is tamhdo
obtain and analyse all published information on the association between micronuiient] int
and biochemical proxies for micronutrient status using a systematic alppidecefore, it is
important to incorporate information from randomized controlled trials as well as

observational studies as both of these provide information on the association. Howevar,
original research papers present their data in various ways.

Methods
This paper presents a methodology to obtain an estimate of the dose-response curve

assuming a bivariate normal linear model on the logarithmic scale, incongoaatange of
transformations of the original reported data.

Results

The simulation study, conducted to validate the methodology, shows that there is no hjias in
the transformations. Furthermore, it is shown that when the original studiestheparean




and standard deviation or the geometric mean and confidence interval the rededts are
variable compared to when the median with IQR or range is reported in threabsigidy.

Conclusions

The presented methodology with transformations for various reported data provides a|val
way to estimate the dose-response curve for micronutrient intake and statusotising
randomized controlled trials and observational studies.
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Background

Meta-analysis of the association between micronutrient intake and biaeth@nuxies for
micronutrient status or function is needed when setting micronutrient recomimaadat
Information on this association may come from randomized controlled trials lassviim
observational studies. In a randomized trial subjects are randomized to réberthe
intervention treatment or the control treatment, and a meta-analysis aftads will

usually provide a mean difference in micronutrient status between placebdeamdntion
groups, answering the question whether the biochemical status marker resgbedsi¢tary
intake of a micronutrient [1-3]. However, this analysis does not provide an estintilage of
slope of the dose—response relationship. On the other hand, a meta-analysis of observational
studies provides an estimate of the slope of the dose-response relation, but obdervationa
studies are hampered by for instance measurement error in the intaletesstimmich causes
bias in the reported association [4-6].

Ideally, information from observational studies and randomized controlledshialgd be
compared or even combined in a single meta-analysis to ensure that alldregforteation
is taken into account over a broad range of intake. This requires that the sunamstrgss
reported in individual studies are transformed into estimates of the dose—restaiitse re
Since both intake and status are continuous variables, this estimate is antestiynate of
the regression coefficient of the linear regression of micronutrient statagcmmutrient
intake. The individual estimates of the dose—response regression coefficiehemag t
combined in a meta-analysis.

The statistical combination of study results may be complicated by tletywatiways that
individual studies report the summary statistics. The results from randomizealledrtials
as well as the baseline summary statistics of micronutrient intakeadns stay be reported
as means, medians or geometric means. Variability is often reporteshdarsgtdeviations,
standard errors, interquartile ranges (IQR), ranges or confidence iat@2Valln
observational studies the relation between intake and status can be reportearssra Pe
correlation coefficient, a Spearman rank correlation coefficient orraggign coefficient. In
addition, either the intake variable or the status variable or both could have been
logarithmically transformed before the correlation or association iaslaizd. All these
different ways of reporting need to be standardized before meta-analysis gosgéle.



This paper gives an overview of transformation methods to algebraicallg derestimate
from each study of the regression coefficient (slope, b) and its standar(se(h), for
studies that do not directly report these. The methods are validated by comparing t
calculated values with theoretical values in a small-scale simulgttioly.

Methods

MethodsIn order to derive transformations we assume a bivariate normaldish on the
log-scale for intake and status of an individual person. The log-scale was choser becaus
both intake and status values are always above zero, and the observed distributions of the
micronutrient variables are often right-skewed. Moreover, as the true shiyeedoise—
response curve is usually unknown the linear relation between logarithmiaaljoimed
guantities provides the simplest approximation.

More in detall, for the dose—response meta-analysis of observational studesume #hat

¢, (intake of micronutrient) andl, (status or continuous health outcome) are log-normally
distributed. The assumption of bivariate normality entails a linear asead&tween

¢ =1In(&,) and 77 =In(77,) , where In denotes the natural logarithm. Note that we use the

Greek letterg andy for the theoretical values of intake and status/response, and the Latin
letters X and Y for the observed values of these variables. Furthermaesemee letters
without subscript (e.g. X and Y) for values expressed on the In-scale, and usenligtier
subscript 0 (e.g., ¢¢and Yp) for values expressed on the absolute (i.e., original) scale.

The process of data transformations to obtain the required statistics from vepatried in
observational studies, consists of four steps (Figure 1). The first step is totbbtaiaan of

X (mX) and Y (mY) and the standard deviation of X (sX) and Y (sY). Secondly, the hean
Xo (MmXp) and Yo (MYp) and the standard deviation of §Xp) and Y (SYo) are calculated
when needed for the calculations in step 3. In this third step the correlationienetiiche
association between X and Y (rXY) is calculated from the reported data. |lastistep, the
regression coefficient of the linear regression from Y on X (bYX) isutatied from rXY,

and the se(bYX) is calculated from rXY, sY, sX and the sample size (n). For reports on
randomized controlled trials, the process consists of three steps. In thiefiysh¥ and sY
are obtained for both intervention and placebo group. In the second step, mX is obtained, and
in the last step, bYX and se(bYX) are calculated. The equations for alltthestrmations
are given below.

Figure 1 Flowchart indicating the process of data transformationsm, mean, s, standard
deviation, b, regression coefficient, r, correlation coefficient. X indicatakeruf
micronutrient and Y indicates a proxy for micronutrient status or continuous healtmeutc
Capital letters without subscript are used for values expressed on the |largtalaall letters
with subscript O for values expressed on the absolute scale

Univariate transformations

First, we describe how the univariate statistics of the normal distributidins t-scale can

be obtained from various reported statistics. We present formulas for mX and sKX,oivhi
course can also be used similarly for mY and sY in observational studies. For ramtdomize
controlled trials the situation is different, because the variation in X igcetéind is not
described by a normal distribution. Therefore, the transformations should be used only to



obtain mY and sY in the intervention and placebo groups separately. In most triaiththe w
group variation in X will be ignorable compared with the difference betweendbpsg
consequently mX is calculated simply as g% In(mXo_con for the placebo group and as
MXint = IN(MXo _iny the intervention group.

For these transformations, we assume thas normally distributed with parametet& and

J¢. For a lognormal distribution the mean on the absolute sgile.is given by

He = eXr(,ug + 0.505) and the standard deviation on the absolute s¢alg, is given by

O = eXp(,uf + 050? L/exaa,? j—l . It follows that when the mean (rg¥and the standard
deviation (sX%) are reported, mX can be calculated as:

mX =In(mX,) -0.5sX (1)

where

sX = In(1+(:)(<°J ] (2

The exponential function of the mean of the lognormal distribution is equal to the median on
the absolute scale. Therefore, when the median (g)dd been reported on the absolute
scale, mXis calculated as:

mX =In(medX,) (3)

As a measure of variability an IQRx or range (rangex) is often reporteithéogéth the

median or mean. The IQR is the difference between the third quagtdedJirst quartile @

(the 75" percentile and the ¥5ercentile). Basically, there are two cases. If the lower and
upper limits are reported as such, the difference between the In-transformteday be

equated to an appropriate multiple of the standard deviation sX. On the other hand, if only the
IQR or range is reported as such, the derivation is more complex. When IQf)}orted

together with the median, the relation between these and sX is given by

IQRX, = medX, x [exp(z E‘sX) - exp(— z E'EX)] , Where z represents the appropriate

percentage point in the standard normal distribution (5€5720.6745).

In this case sX may be calculated as

nl L] 1QRX, +\/(IQRXOJ a
2 | medX, medX, (4)

z




When the IQR is reported together with the mean no explicit formula existave skr
Therefore, to obtain an estimate of sX from these quantities a nonlineaofumgtimization
is employed to find the value of sX for which the following equation holds

IQRX, = mX,, xexpl- 05X )x [exp(z BX) - exp(- z BX)] (5)
When the lower and upper bounds of the IQR (i.e(Xg) and Q(Xo) respectively) are
reported, rather than the difference, sX may be calculatséKa[Qg(X) - Ql(X)]/2z
The range is the difference between the maximum and the minimum value of the data.
Equations (4) and (5) may be similarly used when the range is reported, but ltemswer
that the minimum and the maximum represent the lower and upper (1/n) fraction of the
dataset of n observations. Therefore we expect a fractidnlg(2n) below the minimum and
the same fraction above the maximum, and in the equations above we need,t¢aise z
example, in a dataset witheri00 we use gg95=2.576.

The geometric mean (gm) of the lognormal distribution is equal to exp(mX), and is most

often reported in papers together with the 95% confidence limits. mX and sX daredita
these quantities using:

mX =In(gmX,) (6)

IN(X .00 ) = IN(X 510 ]
SX = \/ﬁ % |_ Oupp 0,low
2 II0.975

(7)
where X uppis the upper limit, Xjow is the lower limit of the 95% confidence interval and
Zo.975=1.96 represents the 97.5th percentage point in the standard normal distribution.
Then in step 2 for observational studies, mx and sx are calculated in case thedesst

were not already available. These statistics at the original segibemeeded in the
bivariate transformations described below. The equations are:

mX, = exp(mX+0.5sX%) (8)
sX, = mX, x,Jexpsx?)-1 9)

Bivariate transformations (to obtain regression orcorrelation coefficients)

For observational studies, the next step is to obtain an estimate of the cortedatiean X

and Y (rXY). The equations below can be used to obtain rXY from reported correlation and
regression coefficients taking into account the possibility that eithdodo(Xo), X, Yo,

logio(Yo) or Y was used for the originally reported statistic.

When a study reports the association as a Spearman rank correlation co€f§ciey is
calculated as

rxXyY = I (10)



Another option is that the association betwegradd Y is reported as a regression
coefficient (b¥Xo). In that case the correlation coefficientp¥X, is calculated first using

sX,

rX,Y, = bY,X, x (11)

0

and then rXY is calculated using the following equation which was derived from Johnson &
Kotz [7]:

_ In{1+ XY, % y/[exp(sx?)-1]x _exp(sYz)—l_}
sX xsY

(12)

This formula (12) is also used when the Pearson product—-moment correlation coefficient
rXoYo is directly reported in a paper.

For observational studies that report the regression coefficient betweenl X, the
correlation coefficient, rXY¥, is calculated using

XY, = bY,X x% (13)

0

When logo(Xo) is used instead of X, sX is replaced by sX/In(10) in formula (13).
Then rXY is calculated using the following equation [8,9]:

w/|exasY2 5—1|
XY =rXY, x (14)

sY

This formula (14) is also used when rxig reported directly or when the Pearson product—
moment correlation coefficient is reported betweeny®@) and Y.

When the regression coefficient between Y agdsXeported in an observational study, the
regression coefficient, ¥, is calculated using

XY =byX, x X0
sY

(15)

When logo(Y o) is used instead of Y, sY is replaced by sY/In(10) in formula (15).

Using rXpY or the directly reported Pearson product-moment correlation coefficievddret
Xo and logo(Yo) or Y in an observational study, rXY is calculated using [8,9]:

w/|exp;(sx2 5—1|
XY =rX,Y x (16)

sX




When the regression coefficient between X and Y is reported, rXY is cattalste

(XY =byX x 32X (17)
sY

Calculation of dose—response regression coefficient

In the last step, for both observational studies and randomized controlled trialsdwe nee
obtain bYX and se(bYX). For observational studies, the required regression eoefhieX
is calculated from the correlation coefficient:

bYX = rXY x 3 (18)
sX

and the corresponding standard error (se(bYX)) is calculated as

SYZ x (1-rXY ?)
(N -2)xsx?

se(bYX)= \/ (19)

For randomized controlled trials, the required regression coefficient bYXcidatad as:

innt - mYcon
mxint - mX con

bYX =

(20)

where ‘int’ indicates the intervention group and ‘con’ indicates the control or placetp. gr
The corresponding standard error is calculated as:

séovX)= \/[(NCOH"])’(‘S%OHZ+(Ni_m;])x5\i(mzjx( 1, 1}{( 1 ] (21)

Neont N, Neon  Nin me_mKor)Z

con int

Simulation study

A simulation study was conducted to validate the performance of the transémsrgiten in
this paper. Bivariate lognormal data (X,Y) were simulated wherél¥rmal(1.60,0.8% and

Y ~Normal(5.70,0.4%. Parameter values were based on values of vitamin B12 intake (X)
and serum/plasma vitamin B12 (Y) [10-13]. Different strengths of the coomrllagitween X
and Y were simulated, namely 0.1, 0.5 and 0.9.

A sample of individuals (with sample size 100, 200 or 500) was randomly drawn, and values
that represent different often used reporting options were calculated fsosathple, namely

the mean and SD, the median and IQR, the median and range and the geometric mean and
95% CI (all summary statistics on the absolute scale). Also, the corredatioregression
coefficients of X and Y expressed in different scales were calculatece Taperted’ values

were rounded to two decimal places. From these ‘reported’ values, the paratmeizies



mX, mY, sX, sY and rXY were calculated using the transformations described pates.
This process was repeated 1000 times.

Results

Table 1 shows the simulation results for the univariate statistics. On aveeag@dulated
values of mX and mY are almost the same as the true values, indicating that nonimporta
bias is present in these calculations. As expected, the 95% CI of the simulatroalias for
the simulations with a sample size of 500 than for the simulations with a sampié 20te

or 100. For sX and sY, the estimates are most precise when a geometric rhea85% Cl

is reported, and least precise when a median with a range is reported.

Table 1Simulation results for mX, sX, mY and sY

n mX sX mY sY

True 1.6 0.85 5.7 0.45

Mean, SD 1001.6 (1.4-1.8) 0.82(0.65-1.06) 5.7 (5.6-5.8) 0.45 (0.37-0.53)
200 1.6 (1.4-1.7) 0.83(0.70-1.03) 5.7 (5.6-5.8) 0.45(0.40-0.51)
500 1.6 (1.5-1.7) 0.84(0.75-0.98) 5.7 (5.7-5.7) 0.45 (0.42-0.49)

Median, IQR 1001.6 (1.4-1.8) 0.84(0.63-1.10) 5.7 (5.6-5.8) 0.44 (0.35-0.56)
200 1.6(1.5-1.8) 0.85(0.70-1.02) 5.7 (5.6-5.8) 0.45 (0.38-0.53)
500 1.6 (1.5-1.7) 0.85(0.76-0.95) 5.7 (5.7-5.7) 0.45 (0.40-0.50)

Median, range  1001.6 (1.4-1.8) 0.83(0.58-1.14) 5.7 (5.6-5.8) 0.44 (0.32-0.60)
200 1.6(1.5-1.8) 0.83(0.63-1.12) 5.7 (5.6-5.8) 0.44 (0.35-0.58)
500 1.6 (1.5-1.7) 0.83(0.68-1.06) 5.7 (5.7-5.7) 0.44 (0.36-0.56)

Gm, 95% ClI 1001.6 (1.4-1.8) 0.85(0.73-0.97) 5.7 (5.6-5.8) 0.45(0.38-0.51)
200 1.6 (1.5-1.7) 0.85(0.77-0.94) 5.7 (5.6-5.8) 0.45 (0.41-0.49)
500 1.6 (1.5-1.7) 0.85(0.80-0.90) 5.7 (5.7-5.7) 0.45(0.42-0.48)

Figure 2 shows the simulation results when a correlation coefficient igedpand Figure 3
shows the simulation results when a linear regression coefficient is ref@gwtadhese
figures show the simulation results with true rX¥.5. Results are similar for true rX¥0.9

and true rXY=0.1 (data not shown). For the situation in which a correlation coefficient is the

reported bivariate statistic, there is no difference for the four univaepteting options.
Therefore, these results are pooled in Figure 2.

Figure 2 Simulation results for rXY where the true rXY was 0.5.Circles indicate that the
reported bivariate statistic wasg¥%p, squares indicate rXyand diamonds indicate gX.
Bars represent 95% confidence intervals. In each group the three bars rimmidgft are

for sample sizes of 100, 200 and 500 individuals, respectively.

Figure 3 Simulation results for rXY from different reporting options where the true

rXY was 0.5. A) b from linear regression of ¥, on Xo; B) b from linear regression of Y
on Xo; C) b from linear regression of Yy on X; D) b from linear regression of Y on X and
from the linear regression of logy(Y o) on logio(Xo). Circles indicate that the reported
univariate statistic was mearsD, squares indicate median and IQR, diamonds indicate
median and range, and triangles indicate geometric mean. Bars represent 98émncenfi
intervals. In each group the three bars from left to right are for sampgediZ00, 200 and
500 individuals, respectively



None of the combinations of univariate and bivariate reporting options shows evidence of
bias with the average of the simulations almost equal to the true value. The width of the
confidence interval indicates the variability of the simulations. Becauseitheo

appreciable bias, a smaller ClI width indicates that the individual simulat®ctoger to the
true correlation. The accuracy is best when rxY is reported and worst wherepprted.

As expected, the accuracy is also better when the sample size isHaggez 3 shows that

the Cl is wider when the reported univariate statistics are the median araf f@d&lian and
range. The larger variation in the results for the transformation from byuré~8B)

compared with the variation in the results from byX (Figure 3C) is caused fgcthbe X

was simulated with larger standard deviation than Y.

Example

To illustrate the methodology some examples of its use on real data for vitamameB12
reported in Table 2 (observational studies [14,15]) and Table 3 (randomized controlled trials
[16,17]). The tables show the statistics as reported in the studies and thessthtistice
calculated using the different equations presented in this paper (which Hesl érquired
statistics’ in the tables).



Table 2 Example statistics for observational studies on vitamin B12 intake (X) and vitam B12 status ()

Reference Observed univariate statistics Observed bivariate Required statistics
statistic
Type X and Yo Xo Yo n Association mX sX mY sY XY bYX se(bYX)
[14] Mean, SD 9.3,9.3 330, 140 177  ow% 0.16 1.880.83 572 0.41 0.19 0.09 0.04
[15] gm, 95% ClI 7.3,7.1-7.5 354,348-360 1329 r. 0.19 199 0.51 587 0.32 0.19 0.12 0.02

Table 3Example statistics for randomized controlled trials on vitamin B12 intake ad vitamin B12 status

Reference Observed univariate statistics Required statistics
Xo* Type Yo Yo n mX mY sY bYX se(bYX)
[16] intervention 405 mean, SD 379, 189 17 6.00 583 047 0.12 0.03
control 5 mean, SD 211,77 17 161 529 0.35
[17] intervention 505 med, IQR 198, 158-271 20 6.22 529 040 0.13 0.04
control 5 med, IQR 110, 73-165 20 161 4.70 0.60

*) Xo represents the dose provided plus the dietary intake. When dietary intake of viiamas Biot reported pg/day was added to the
provided dose. The jg/day was calculated as the average dietary intake from several studies



Discussion

The investigated means, standard deviations, correlation coefficients and saempigere

based on real-life values. The univariate statistics that are investigathis paper were

limited to mean and SD, median and IQR or range and geometric mean and 95% CI. These
do not represent all reporting options that can be encountered in the literature, but cover mos
published papers. Other combinations of univariate statistics that were sémneasmple

mean with IQR, mean with range, and geometric mean with standard deviation. Also, the
investigated regression and correlation coefficients are limited in thés pathose on the
absolute or logarithmic scale, whereas sometimes other transformations &bitydrave

been used in reports, such as a square root transformation. However, as the logarithmic
transformation is by far the most often used transformation in papers in the Imeskeach

area, the equations in this paper will cover most published papers in this field.

The bivariate normal linear model on the logarithmic scale is an approxmtiaat is used

here because the data are positive data. Note that it allows the relationskegnbétand Yo

to be a linear, monotonic convex or monotonic concave function (i.e., for a slope equal,
higher or lower than one, respectively). Even though some randomized controléech&ya
investigate the dose—response relationship by providing multiple dosages ituthginsost

of these studies include only one intervention and one control group and consequently it is
often unknown what the true relationship is. Therefore, this approximation provides a
practical methodology to estimate the dose—response relationship and to commbeseilts

from randomized controlled trials and observational studies. It was outside theobtiupe
simulation study to investigate other shapes of the dose-response relation.

The transformations in this paper consider reported regression and correlatiicreate

that are unadjusted for other variables. It is possible to adjust the equations fiedadjus
regression or correlation coefficients, if these adjustments were done og-swale.

However, most often adjustment has been done on another scale, and moreover studies do not
report all required statistics. Therefore, we did not consider adjusted moaffic

In this paper we presented a methodology that allows for information from RCTs and
observational studies to be summarised in comparable statistics. One possitétiaps
to combine results of both types of study in a single meta-analysis. In ganaeth-
analysis should include as much information as possible. However, there maiebeasigs
differences between observational studies and randomized controlled triaéfondnat is
advisable to check whether the size of the estimated regression coeffiffezstbetween
this different study designs. This may be done by stratified analysis @irigymeta-
regression techniques.

Conclusions

The presented methodology provides calculations to use results from publishadditerat
estimate the slope of the dose-response relation incorporating information flom bot
randomized controlled trials and observational studies. The simulations cleaslytsat
there is no observable bias associated with the transformations. Also, it can ligasevhen
a regression coefficient is reported, it is preferable to report the univstasittics as mean
and SD or geometric mean and 95% CI rather than as median with IQR or range.
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OBSERVATIONAL STUDIES

Step 1

Calculate mX, sX and mY, sY from
reported univariate statistic using
equations (1)-(7)

RANDOMIZED CONTROLLED
TRIALS

\ 4

Step 1

Calculate mY and sY from reported
values after intervention for placebo
and intervention group using
equations (1)-(7)

Step 2
Calculate mX,, sXo and mYy, sY, from
mX, sX and mY, sY.equations (8), (9)

Step 2
Calculate mX as In(mX,) for both
placebo and intervention group

A2

Step 3
Calculate rXY from reported bivariate
statistic using equations (10)-(17)

|

Step 4

Calculate bYX from rXY: equation
(18)

Calculate se(bYX): equation (19)

Eiqure 4

Step 3
Calculate bYX: equation (20)
Calculate se(bYX): equation (21)
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