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ABSTRACT
An experimental investigation of the non-normal nature of thermoacoustic interactions in an
electrically heated horizontal Rijke tube is performed. Since non-normality and the associated
transient growth are linear phenomena, the experiments have to be confined to the linear regime.
The bifurcation diagram for the subcritical Hopf bifurcation into a limit cycle behavior has been
determined, after which the amplitude levels, for which the system acts linearly, have been
identified for different power inputs to the heater. There are two main objectives for this
experimental investigation. The first one deals with the extraction of the linear eigenmodes
associated with the acoustic pressure from experimental data. This is accomplished by the
Dynamic Mode Decomposition (DMD) technique applied in the linear regime. The non-
orthogonality between the eigenmodes is determined for various values of heater power. The
second objective is to identify evidence of transient perturbation growth in the system. The total
acoustic energy in the duct has been monitored as the thermoacoustic system evolves from its
initial condition. Transient growth, on the order of previous theoretical studies, has been found,
and its parameteric dependence on amplitude ratio and phase angle of the initial eigenmode
components has been determined. This study represents the first experimental confirmation of
non-normality in thermoacoustic systems.

1.  INTRODUCTION
Thermoacoustic instabilities are a common feature in many combustion systems. They
arise, for example, when acoustic oscillations in a combustion chamber are amplified
via a positive feedback of unsteady heat release rates stemming from the heat source in
the chamber. Even though the details and characteristics of thermoacoustic instabilities
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depend on the particularities of the physical and geometric setup, a great deal of insight
into the fundamental mechanisms underlying these instabilities can be gained from a
study of a simple model problem: the Rijke tube — an elementary thermoacoustic
device that contains much of the essential physics of thermoacoustic interactions.

Due to its simplicity and representative character, the study of thermoacoustic
instabilities in a Rijke tube has a long history, going back to the original investigation
of Rijke [1] who observed acoustic amplifications in a vertical tube as a coiled electrical
heating filament is turned on. Over the past decades, this observation has given rise to
a significant body of literature exploring this phenomenon by numerical simulations 
[2, 3, 4, 5, 6] or by experimental efforts [7, 8]. The goal of these studies was a better
understanding of the basic mechanisms linking the acoustic field in the chamber to the
unsteady heat release rates.

Recently, thermoacoustic systems have been shown to be non-normal [9, 10]. The
resulting non-orthogonality of the eigenmodes of the linearized operator leads to
transient growth of oscillations for an appropriate set of initial conditions, even for
parameter combinations for which the system is linearly stable. The non-normality
warrants an investigation of the short-term behavior of thermoacoustic systems [11, 12]
which has been accomplished numerically for instabilities in a ducted diffusion flame
[9], in a Rijke tube [10] and in solid-rocket motors. Nonlinear effects and corresponding
optimal initial conditions have been treated by Juniper [13] using a nonlinear adjoint
optimization technique; their role in the asymptotic (long-term) stability of the system
has also been determined. Furthermore, the effect of noise on the stability of
thermoacoustic oscillations in a Rijke tube has been explored numerically [14, 15].
They observed that pink noise (higher noise amplitudes in the lower frequency range)
is effective in causing the system to become unstable and postulated that this is because
the initial state that causes triggering from lowest energy (the ‘most dangerous initial
state’) also has higher amplitudes in the low frequency range.

The concept of transient growth first arose in the stability analysis of shear flows
[16], where the essential role of short-term energy amplification based on a linear
process has been established by theoretical calculations and numerical simulations [17,
18]. Substantially fewer studies have been experimental. The earliest experimental
results have been reported by Mayer & Reshotko [19], who observed transient growth
of disturbance amplitudes in a pipe flow experiment. The formation of streaky
structures (i.e., streamwise elongated regions of high and low velocities) in boundary
layers, which can be attributed to the non-normal nature of the linearized system, is
another example of experimental evidence for transient growth [20]. In the same
experimental configuration, stable laminar streaks have been generated and transient
spatial amplitude growth has been observed in the streamwise direction [21].
Furthermore, passive control of transition to turbulence in a boundary layer has been
attempted by exploiting the non-normal nature of the system [22].

The experimental confirmation of theoretical and numerical observations gives
greater weight to the role of non-normal effects in wall-bounded shear flows and
establishes this concept as a valid component in transitional shear flows. The same
confirmation for thermoacoustic systems is as yet missing; but the present study is
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intended to fill this gap. In particular, we will identify the non-normal nature of
thermoacoustic interactions in a Rijke tube experimentally and quantify the amount of
transient energy growth in acoustic energy it yields. To this end, the present paper
focusses on two main issues. The first one is concerned with the experimental
extraction of eigenmodes from the Rijke tube which is accomplished by the Dynamic
Mode Decomposition (DMD) introduced in Schmid [23]. This is followed by
confirming the non-orthogonality of the extracted eigenmodes. The second issue deals
with the quantification of transient growth, measured in the acoustic energy, by
generating specific initial conditions with an acoustic driver.

The remaining paper is structured as follows: the experimental configuration of the
Rijke tube system is described in section 2, after which the employed experimental
procedures (section 3) and their theoretical background are introduced. These tools will
then be employed on the Rijke tube experiment and the obtained results will be
discussed in light of the two main issues of this inquiry (section 4.3 and section 4.4).
Concluding remarks will be given in section 5.

2. EXPERIMENTAL CONFIGURATION OF THE RIJKE TUBE
The experimental setup consists of a 1m long Rijke tube made of aluminium. The tube
has a square cross section, with an area of 92 ¥ 92 mm2. A schematic diagram of the
experimental configuration is shown in figure 1. A mean flow is established in the tube,
using a blower operated in suction mode, and the volume flow rate is measured by a
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Figure 1: Schematic diagram of the Rijke tube experiment. All dimensions are
given in mm.
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compact-orifice mass-flow meter (Rosemount 3051 SFC) located just upstream of the
blower. The measurement range of the flow meter is 0 - 5 g/s with an uncertainty of
2.1% of the mass flow rate. Two decouplers (120 ¥ 45 ¥ 45 cm3) — one upstream,
one downstream of the tube — are located so as to provide acoustic open-open
boundary conditions.

Details of the Rijke tube are shown schematically in figure 2. A mesh-type (size
30) electrical heater can be located at any desired axial location, and a
programmable DC power supply (TDK-Lambda, GEN8-400, 0-8V, 0-400A) is
used to power the electrical heater. The horizontal Rijke tube configuration
described in this paper is similar to the one reported [7, 8]. Two thermocouples have
been installed, one at the inlet of the tube and the other downstream of the heater;
these are used to monitor the steady state temperature in the duct. Four acoustic
driver units (Ahuja AU 60) are mounted on the walls of the tube to impose a
prescribed acoustic initial condition on the system. A total of 15 microphones are
placed along the duct in order to record the evolution of acoustic pressure. The
microphones are distributed such that the first two eigenmodes of the system can be
determined efficiently. The precise locations of the heater, the thermocouples, the
acoustic drivers and the microphones are schematically displayed in figure 2 and
tabulated in table 1. Data are acquired simultaneously using the programmable
National Instruments PCI 6221 & 6251 data acquisition cards at 8 kHz.
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Figure 2: Configuration of the Rijke tube showing the heater, the microphone ports
and the acoustic drivers. The locations of the microphone ports are
numbered, and their distances from the upstream edge of the tube 
are listed in table 1. All dimensions are given in mm.
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3. EXPERIMENTAL PROCEDURES AND THEORETICAL BACKGROUND
The non-normal nature of our system results in non-orthogonal eigenmodes which, in
turn, can lead to transient growth of the thermoacoustic oscillations. Transient growth
is a linear phenomenon and any experimental analysis of this phenomenon has to
ensure operation in the linear regime (a more precise definition will be given in section
3.2). An attempt is then made to determine the non-orthogonality between the first two
eigenmodes of the system and to experimentally observe and quantify transient growth
associated with these two modes. For the extraction of the eigenmodes, the Dynamic
Mode Decomposition (DMD) technique [23] will be used which yields eigenmodes of
the system as long as the experiment is performed in the linear regime. In the following
subsections, we introduce tools, techniques and experimental procedures, such as
bifurcation analysis (section 3.1), linear regime detection (section 3.2), extraction of
acoustic dynamic modes (section 3.3) and validation of the technique (section 3.4 and
section 3.5) and experimental exploration of transient growth potential (section 3.6),
before these methods will be applied to measurements from our experiments 
(in section 4).

3.1. Bifurcation diagram
In a first step, the bifurcation behavior of the full, nonlinear system is obtained which
will guide us in the parameter space, establish various stability limits and, in particular,
determine the regions where a (predominantly) linear behavior can be expected or
assumed. A bifurcation diagram consists of a relation between a pertinent control
parameter and the asymptotic state of the system (properly parameterized by a specified,
representative variable, such as, e.g., the energy or disturbance amplitude). As the power
supplied to the heater (our control parameter) is increased, it has been observed in earlier
investigations [24, 8] that the transition to instability occurs via a subcritical Hopf
bifurcation. The subcritical nature of the bifurcation allows the co-existence of a stable
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Table 1: The locations of the microphones, heater, thermocouple and
loudspeakers, measured from the upstream edge of the Rijke tube.

Microphone no. Location (mm) Microphone no. Location (mm)

1 35 10 675
2 70 11 750
3 100 12 800
4 150 13 825
5 225 14 900
6 300 15 965
7 375 Heater 125
8 450 Thermocouple 150 
9 525 Acoustic driver unit 600



fixed point and a limit cycle, and this particular parameter regime is also referred to as
the bistable region [4]. In this region, the system is linearly stable but can nevertheless
be forced into a limit cycle, if the initial condition falls above some threshold amplitude.
The minimum amplitude that ultimately yields a limit-cycle behavior is known as the
triggering amplitude of the system, and specific experimental details of its determination
are given in section 4.1. The obtained triggering amplitudes provide an estimate of the
acoustic pressure amplitudes at which nonlinear effects play a significant role in the
qualitative behavioral change (limit cycle or fixed point) of the system.

3.2. Regime of linear behavior
A linear system can be defined as one in which, when the amplitude of the input is
scaled by a given amount, the amplitude of the output is scaled by the same amount. In
the present case, the input variable is the voltage supplied to the acoustic drivers, while
the output variable is the acoustic pressure measured at a given location in the tube. For
a user-specificied heater power, the above input is varied and the output is recorded; the
response curve of the system can thereby be obtained. For our purposes, the limit of
linearity is reached when the deviation of the system’s response from the linearized
response function (see Appendix A for details) exceeds 5% of the corresponding
triggering amplitude. The experiments probing the non-normal nature of our
thermoacoustic system are performed with amplitude levels below the limit of linearity.
The selected number 5% is an arbitrary cut off. The cutoff determines the limit of
linearity, which needs to be large enough, so that acoustic pressure measurements can
be performed with a high signal to noise ratio. On the other hand, the same number is
not chosen very large, so that the effects of nonlinearities are significant.

3.3. Dynamic mode decomposition
In pursuit of the first goal of the present investigation, the acoustic eigenmodes of the
system have to be extracted. This can be accomplished, for example, by using network
models for each acoustic component [25] where each individual acoustic elements is
described by a transfer matrix, which can be determined experimentally [25] or
numerically [26]. The eigenfrequencies and corresponding eigenmodes of the system can
then be calculated from the assembled network matrix. The transfer matrices associated
with the flame elements are obtained by forcing the flame continuously, and measuring
its response experimentally. The required experiment has to be performed at low
amplitudes of forcing, where the system behaves linearly, and the accurate identification
of the transfer matrices in this regime may prove difficult [27]. In addition, the acoustic
fields upstream and downstream of the heat source have to be modeled as separate
acoustic elements, making this process rather time consuming. Due to its composite
nature, any error in the calculation of any one of the transfer matrices will propagate and
reflect on the final result. Finally, the transfer matrix technique has been developed for a
frequency-domain analysis; extending it to the time-domain is nontrivial. To circumvent
the above issues, we choose to extract the eigenmodes via a Dynamic Mode
Decomposition [23] which isolates the modes from a time series of acoustic pressure
measurements simultaneously acquired at various locations on the Rijke tube.
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Dynamic Mode Decomposition (DMD) is a data-based technique that extracts
dominant dynamic features from a time-resolved sequence of flow field measurements.
The identified dominant flow structures are termed dynamic modes; data from
numerical simulations and experiments can be processed. When the flow process, from
which the snapshots are sampled, is linear, the application of DMD is equivalent to a
global stability analysis [28], and the dynamic modes thus obtained are the eigenmodes
of the system. This technique has been applied to a variety of flow configurations, such
as flow in a lid driven cylindrical cavity [29] using time-resolved particle-image
velocimetry (PIV) measurements in a cross-sectional plane, flow of a helium jet [30]
using Schlieren images as snapshots, or numerical simulations of a jet flame and
experiments for a water jet [31]. In all cases, the dominant frequencies and the
associated flow structures could be detected. Furthermore, DMD was recently applied
to both experimental [32] and numerical [32, 6] data to analyze thermoacoustic
interactions.

In the present investigation, experiments are performed in the linear regime to
extract the first two eigenmodes of the system. The Rijke tube system is initially
perturbed using acoustic driver units in a manner that excites the dominant eigenmodes
of the system. The temporal evolution of the acoustic pressure is recorded by
microphones, after which the DMD technique is applied to the acquired data. The first
two acoustic pressure eigenmodes of the system are then isolated from the DMD
spectrum. After obtaining the eigenmodes of the system, their mutual non-orthogonality

is quantified by computing the inner product , where pi represents

the ith eigenmode of the system, properly normalized according to pi, pi = 1. The
length of the tube is denoted by L, and the superscript  stands for the complex
conjugate. The above definition of the inner product is identical to the one used by
Culick [33] and Nicoud et al. [34]. The inner product is calculated for various values of
heater power levels; the results are presented and discussed in section 4.3.

3.4. Theoretical investigation of the eigenmodes
To gain more confidence in the results, DMD is first applied to the synthetic data. We
generate synthetic data from a theoretical model, extract the eigenvalues and
eigenmodes using DMD and compare them to the theoretical results. Thermoacoustic
interactions in the Rijke tube system can be represented by the following linearized
acoustic momentum and energy equations, given in nondimensionalized form [10],

(1a)

(1b)

where, u and p are the nondimensionalized acoustic velocity and pressure, respectively,
Q is the nondimensionalized unsteady heat release rate and xf is the location of the heat
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source in the tube. The effect of steady-state flow and temperature gradients in the duct
are neglected. The heat source is assumed to be compact compared to the length of the
tube and is thus represented by a Dirac-delta function (δ(x)). The jump conditions
across the heater are as follows [35]:

(2a)

(2b)

where the superscript  indicates the value of the variables upstream or downstream of
the heat source. The unsteady heat release rate from the heat source is modeled using
the common n − τ model [36] and is of the form

(3)

with n as the interaction index, which indicates the power supplied to the heater, and τ
as the time lag associated with the acoustic velocity fluctuations upstream of the heat
source. The Rijke tube is assumed open at both ends. The eigenmodes of the system are
then obtained from the above equations (1-3). The eigenmodes (p̂ ) corresponding to the
acoustic pressure of the system, defined in the form p(x, t) = p̂ (x)eωt, are given by

(4)

and the corresponding eigenvalues ω satisfy the transcendental dispersion relation

(5)

The theoretical pressure eigenmodes of the above system are shown in the left column
of figure 3. The heater is located at x = 0.125, where the first two eigenmodes of the
system becomes less stable [7]. The eigenmodes are numbered as p1, p2, , in ascending
order of the imaginary part (frequency) of the associated eigenvalues ω1, ω2, . Each plot
contains the real and imaginary part of the first two eigenmodes. When the heater is
switched off (n = 0), the eigenmodes coincide with the natural duct modes. As the value
of n is increased, the eigenmodes progressively deviate from the natural duct modes. A
discontinuity in the slope of the eigenmodes is clearly visible at the location of the heat
source, a consequence of the acoustically compact nature of the heat source. This change
in slope becomes more pronounced as the value of n increases, with a more marked
discontinuity in the imaginary part than in the real part. For each subfigure, the value of
the nondimensionalized heater power n as well as the degree of non-orthogonality given
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by the inner product |p1, p2| (as described in section 3.3) are displayed in the title. In
cold flow (n = 0), the eigenmodes of the system (shown in figure 3a) are a simple sine
function for the real part and zero for the imaginary part. The inner product p1, p2 is very
small, indicating that the eigenmodes are orthogonal in this case. As the value of n is
increased, the imaginary part of the respective eigenmodes becomes non-zero; the
eigenmodes become increasingly non-orthogonal (see figures 3a, c, e, g). This non-
orthogonality between the eigenmodes is caused by the discontinuity in the slope at the
location of the heater; the value of the discontinuity, and thus the degree of non-normality,
is proportional to n. The above theoretical findings motivate the placement of three
microphones on the upstream side of the heater and the remaining twelve microphones
downstream of the heater (see table 1), which should facilitate the detection of the modal
shapes from the data acquired from the microphone array.

3.5. Extraction of dynamic modes
Data produced by the theoretical model (1) will now be used as input for DMD
analysis, and we extract the acoustic pressure data at locations identical to the
microphone positions in the experiment (see table 1). A total of 700 snapshots,
equispaced in time with a nondimensionalized time-interval of 0.025, have been used.

As only acoustic pressure is measured along the length of the duct and no direct
measurements related to the heat source dynamics is taken into account, any dynamic
information about the heat source is lost. It is advisable then to apply DMD separately
to data from the upstream and the downstream side of the heater. The resulting dynamic
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modes are suitably scaled so as to match the acoustic pressure on either side of the
heater (see equation 2a).

For the extraction of the first eigenmode of the system, the model equations (1)
evolved forward in time, starting at t = 0 with the analytical shape of the first eigenmode.
The resulting data set, again separated into upstream and downstream of the heater
location, are then processed by the DMD algorithm. The eigenvalues obtained from data
of the upstream (symbol ‘¥’) and downstream (symbol ‘’) side of the heater are shown
in figure 4a, for a parameter setting of n = 0.5, xf = 0.125 and τ = 0.2. Two dominant,
complex conjugate eigenvalues, close to the imaginary axis, are identified together with
spurious eigenvalues displaying high frequencies and large decay rates; figure 4b shows
an enlarged view of the relevant part of the complex plane. A very close match between
the dominant eigenvalues from the upstream and downstream data set is observed. 
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Figure 3: Comparison of the first two eigenmodes obtained analytically (see (4))
from the n − τ model (left column) with the eigenmodes obtained by
performing DMD on the data obtained from the same model (right
column). The value of the nondimensionalized heater power n and the
absolute value of the inner product p1, p2 are indicated in the title of
each subfigures. The eigenmodes are displayed following the scheme:
‘——’ real part of first eigenmmode, ‘.........’ real part of second
eigenmode, ‘– – –’ imaginary part of first eigenmode, ‘. – . – .’ imaginary
of second eigenmode. The governing parameters are xf = 0.125 and 
τ = 0.2 (prescribed by Lighthill [37]).
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Figure 4: Eigenvalues obtained by applying DMD to data produced from (1). The
decomposition is applied separately to data from the upstream and
downstream side of the heater; the corresponding eigenvalues are displayed
by symbols, ¥and  respectively. Using (4), the initial condition consists of
a first theoretical eigenmode in a and a second theoretical modes in b. A
magnified view of the dominant eigenvalues is given in the right column.
Finally, a comparison of the eigenvalues from theoretical investigations in
-symbols and from the DMD in ¥-symbols is presented in (e) The
governing parameters have been chosen as n = 0.5, τ = 0.2 and xf = 0.125.
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After the upstream and downstream modes have been frequency-matched, continuity of
the acoustic pressure across the heater is enforced and a composite eigenmode of the full
system results. The second eigenmode of the system is calculated in an analogous manner
from a data sequence, where the system (1) is initialized by the theoretical second
eigenmode. Results of this calculation are displayed in figure 4c and d.



Figure 4e shows the eigenvalues of the first two modes, with the -symbol
representing the analytical eigenvalues and the ¥-symbol illustrating the eigenvalues
obtained from a data sequence via DMD. Good agreement between the two results is
observed. The first two eigenmodes obtained by DMD are depicted in the right column
of figure 3, where black dots are included to indicate the locations of the microphones.
A discontinuity in the slope of the eigenmodes at the heater location is clearly visible,
and an excellent match in the shape of the eigenmodes with the theoretical ones (see left
column of figure 3) is observed. Furthermore, the amplitude of the inner product 
|p1, p2| is in very good agreement between the extracted and theoretical eigenmodes.

Additional validation tests have been performed by extracting the dynamic modes,
computing their rms-amplitude in the original data sequence, reconstructing the data
sequence by a superposition of the most dominant dynamic mode and calculating the
relative error between the original and reconstructed data sequence. The results are
summarized in figure 5 for the first (left column) and second (right column) eigenmodes.
The raw signal (figure 5a, b) is processed by the DMD which identifies two strong
components for both the data set upstream (subfigure c, d) and downstream (subfigure 
e, f) of the heater. Higher dynamic modes are not represented in the original data sequence.
As indicated in the second paragraph of this subsection, each eigenmode is extracted
separately. The first two dominant dynamic modes represent a single eigenmode, along
with its complex conjugate. Further, the initial conditions are chosen to have equal
contributions in the eigenmode and its complex conjugate (see the caption of figure 5).
Hence the amplitudes ||Aj|| of the first two dynamic modes are same in figures 5(c-f). The
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Figure 5: Validation of the extraction of eigenmodes via the Dynamic Mode
Decomposition. The subfigures on the left (right) hand side are associated
with initial conditions along the first (second) mode. The initial condition
is (a) p(x, 0) = 0.6p1(x) - 0.6p1

*(x) and (b) p(x, 0) = 0.3p2(x) - 0.3p2
*(x).

The relative contribution (root-mean-square value) of the dynamic modes
in the data sequence from the (c, d) upstream and (e, f ) downstream side of
the heater. The first two dynamic modes in each subfigure correspond to the
actual eigenmodes. (g, h) The percentage difference (xj) = (||p(xj, t) -
pr(xj, t)||)/||p(xj, t)|| ¥ 100 between the input data and the reconstructed
data sequence using the eigenmodes of the system at all microphone
locations. The parameters are the same as in figure 4.
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temporal data sequence reconstructed with only the most dominant dynamic modes (and
their frequencies) is then compared to the original data sequence. In particular, the
normalized difference between the original (p(xj, t)) and reconstructed (pr(xj, t)) signal is
calculated according to (xj) = (||p(xj, t) - pr(xj, t)||)/||p(xj, t)|| ¥ 100. The results are
plotted in figure 5(g, h). Less than a 0.4%-error is observed at all xj-locations of the
microphones for the first eigenmode; a maximal percentage error of 0.15% is observed for
the second eigenmode.

A final test concerns the dependence of the non-orthogonality on the non-
dimensionalized heater power n. The comparison between the theoretical results (solid
line in figure 3) and the results obtained by DMD (symbols in figure 3) shows very
good agreement over the entire range of heater powers, with a maximal deviation of
3.7% in the value of (|p1, p2|) for n = 0.55.



Before applying DMD to the experimental data, it is important to assess the
robustness of the above techniques with respect to noise in the measurements. In
particular, the uncertainty in the final results as noise is added to the processed
measurement data should be determined. Details of this procedure are given in
Appendix B.

3.6. Transient growth experiment
The amount of transient growth depends on the exact shape of the initial condition. To
observe transient growth, the initial condition given to the linear system must have non-
zero projections onto at least two non-orthogonal eigenmodes [16]. In our case, this is
achieved by exciting the system initially for a few cycles by a signal composed of two
eigenfrequencies, obtained from the measured data by the DMD technique. The relative
amplitude of the two frequencies can then be varied to construct various initial
conditions; their transient amplification in time can then be monitored. It was observed
by Matveev [7] and also from the current experiments, when the heat source is kept at
1/8th of the axial location, then both the first and second modes are the least stable
modes, while the third and higher modes are damped heavily. Hence, in the present
case, we chose to use only the frequencies corresponding to the first two dominant
modes.

4. RESULTS AND DISCUSSIONS
The techniques, tools and procedures introduced in the previous section will now be
applied to our experimental setup of the Rijke tube. The experiments are performed at
an ambient temperature of 296  1K, with a relative humidity of 73  1% such that the
acoustic damping remains within required limits [38]. The exponential decay rate of the
system is determined for a given frequency as follows.
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Figure 6: Comparison of the non-orthogonality measure |p1, p2| obtained from
theoretical calculations (solid line) and from processing data by the DMD
technique (symbols).
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In the cold flow, the system is excited for a brief period of time at the frequency
of the first eigenmode, 156 Hz. After the acoustic driver is switched ‘off’, the system
decays according to the decay rate corresponding to the first eigenfrequency. A
typical acoustic pressure data at x = 0.525 is shown in figure 7 (a). Data used for the
determination of acoustic damping is shown in light grey region. The instantaneous
amplitude of the signal is obtained by the absolute value of the Hilbert transform of
the signal [39]. The evolution of the logarithmic decay of the instantaneous
amplitude, defined as log (|H(P(t))|/|H(P(tst))|) is plotted in figure 7 (b). tst is the
time at the start of the light grey region. The straight line part of the curve indicates
the exponential decay of the instantaneous amplitude, whose slope gives the decay
rate (α) of the system. In this case, the value of α is -11.5/s. This indicates that the
signal drops to 1/e of its original value after approximately 13.5 cycles. Data points
marked in figure 7 (a) are separated by 13.5 cycles and their ratio is 0.34, which is
close to 1/e.
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Figure 7: Estimation of acoustic damping in the system. (a) Acoustic pressure
measured at x = 0.525, which is used for damping measurement. Dark
grey region indicates the period during which the acoustic driver is
switched ‘on’ at a frequency of 156 Hz. Data used for the determination
of acoustic damping is shown in light grey region. (b) Determination of
the decay rate of the system by plotting the evolution of the logarithm of
the instantaneous amplitude ratio (log (|H(P(t))|/|H(P(tst))|)). The
exponential decay rate (α) is obtained by the slope of the above curve.



Decay rates are measured at the start of the experiments. The experiments are further
continued only when the decay rates are within 5% of the previously stated value.
This will ensure that the acoustic damping does not change appreciably from one
experiment to another. The heater is located at xf = 0.125 m for a Rijke tube of length
1m. Following the series of steps outlined above, experiments are performed to initially
obtain the bifurcation diagram, followed by the determination of the triggering
amplitudes, after which the linear regime for the system is identified, the two most
dominant eigenmodes are extracted, their non-orthogonality is established and the
transient growth potential contained in these two modes is quantified.

4.1. Bifurcation diagram and triggering amplitudes
For the bifurcation diagram, the electrical power K supplied to the heater is chosen as
the control parameter and the root-mean-square (rms) value of the acoustic pressure
fluctuations (Prms|x = 0.525) at x = 0.525 is chosen as the variable that measures the state
of the system. Figure 8 present the bifurcation diagrams for various mass flow rates m. .

330 Experimental investigation of non-normality of thermoacoustic interaction in an electrically heated Rijke tube

Figure 8: Bifurcation diagrams displaying the rms values of the acoustic pressure
at x = 0.15 versus the power supplied to the heater. The mass flow rate
is (a)  m. = 2.34 g/s, (b)  m. = 2.19 g/s, (c)  m. = 2.03 g/s.
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Initially, the power supplied to the heater is low (point A in figure 8a) and the system is
linearly and nonlinearly (globally) stable: the system reaches a steady state which is
confirmed by monitoring the temperature at the inlet and further downstream (x = 0.15)
of the heater. After about 30 minutes of preheating, the values of K and Prms|x = 0.525 are
noted. Next, the voltage supplied to the heater is increased by 0.05V, which amounts to
an increase in power of less than 20W. This level of heating is maintained for 4 minutes
to eliminate transients and allow the system to settle into a steady state [7]. In this
manner, the power supplied to the heater is increased in a quasi-steady manner; raising
the heater power more rapidly leads to nonlinear triggering of instabilities [7].

The time-asymptotic state of the system is recorded for increasing values of K and
is termed the forward path. Analogously, the term return path is associated with
decreasing values of K. The behavior of the system, as K is varied through a forward
and backward path, is shown in figure 8(a). For low values of K (line AB), the system
is globally stable. As the value of K is increased beyond point C (854 W), the system
becomes linearly unstable and enters into a limit cycle (point D). Further increasing 
K yields progressively larger amplitudes of the limit cycle (line DE). On the return path,
as the value of K is reduced from point E, the bifurcation curve retraces the forward
path until point D after which it remains in the limit-cycle state up to point F (571 W).
Beyond point F, the system falls back to the steady state. In summary, the return path
(EDFBA) and forward path (ABCDE) are distinct, establishing the existence of
common hysteresis behavior. Similar results have been reported [7].

From dynamical-systems point of view, the above transition scenario between
globally stable and globally unstable behavior is referred to as subcritical Hopf
bifurcation [40]. Within the hysteresis zone (BCDF), the system is linearly stable.
However, an initial threshold amplitude exists (termed triggering amplitude) above
which the system becomes unstable and approaches limit-cycle behavior. This regime
is also termed as bistable region, as two stable solutions i.e., steady state and limit cycle
are possible.

Experiments at different mass flow rates m. reveal that the hysteresis zone becomes
smaller (figure 8 b,c) as the flow rate decreases (see also Matveev [7]). For our study
of the non-normal nature of the system, we will concentrate on the case with the largest
hysteresis zone and choose m. = 2.34 g/s. The steady state flow velocity (uu) upstream
of the heater and the Reynolds number (Re) based on the diameter of the wire in the
mesh are 0.24 m/s and 4.2 respectively.

The triggering amplitudes have been obtained by first allowing the system to attain
a steady state within the hysteresis region after which an initial acoustic pulse train is
fed to the system using the acoustic driver units. The pulse train consists of 14 cycles
of a sinusoidal wave at a frequency equal to the first eigenfrequency of the system. The
amplitude of the input wave is increased until the system changes from a linearly stable
state to a nonlinearly unstable state. For excitations with the frequency of the second
eigenmode, higher triggering amplitude is required to render the system nonlinearly
unstable; hence, the triggering amplitudes have been estimated by exciting only the first
eigenmode. Figure 9a presents the evolution of the system for a case where the initial
excitation is sufficient to trigger the system into a nonlinearly unstable state. The inset
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confirms that the excited system ultimately reaches a limit cycle. The initial 
Prms|x = 0.525 (after the acoustic drivers are switched off) is noted as the triggering
amplitude. The associated resulting limit cycle is shown in figure 9(b) and the value of
Prms|x = 0.525 is recorded as well. On the other hand, figure 9(c) represents the evolution
of the system that just fail to trigger and eventually decay to a stable fixed point.

The above procedure for finding the triggering and limit cycle amplitudes has been
repeated for various values of K and the obtained results are shown in figure 10. The
bifurcation diagram is labeled, as before, by the characteristic points ABCDEF. In
addition, the triggering and corresponding limit cycle amplitudes are designated by GH
and IJ, respectively. For each value of K the experiment has been repeated four times
to control and quantify measurement inaccuracies. Consequently, the limit cycle
amplitudes in the bifurcation diagram have been found to vary by less than 0.5%.
Results near the Hopf (C) and fold (F) points of the diagram could be determined within
a band of 40 W and 26 W, which amounts to less than 4.5% of the power levels at the
respective points. Furthermore, the spread in the triggering amplitudes and
corresponding limit cycle amplitudes is less than 6% of the respective mean values.

Triggering amplitudes beyond H have not been attempted since the spread
prescribed above could not be maintained in this parameter regime due to an increasing
sensitivity near the Hopf point [40]. Also, the acoustic drivers failed to trigger the
system into a nonlinearly unstable state below point G; thus no results are reported
below point G. The amplitude of the limit cycle (IJ) obtained by triggering the system
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Figure 9: Determination of triggering and the corresponding limit cycle
amplitudes. (a & b). Evolution of the system that is just triggered and 
(c) just decayed. K = 782 W,  m. = 2.34 g/s.
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is smaller than that obtained from the bifurcation diagram (FD). This discrepancy can
be attributed to the difference in the mean temperature in the duct during the phase of
increasing and decreasing (path ABCDE and EDFBA in figure 8) heater power as
shown in figure 11. The higher mean temperature is due to non-zero mean heat transfer
effects occuring during intense thermoacoustic oscillations; this phenomenon has also
been observed by Matveev [7].

4.2. Regime of linearity
The bifurcation diagram is further augmented by determining the parameter regime
where the system dynamics can be well approximated by a linear process. This is
accomplished by measuring the response of the system to continuous excitation by
the acoustic driver units and comparing it to expected results based on theoretical
scalings. The details of the procedure are presented in Appendix A. As a result, we
obtain critical pressure amplitudes below which the system performs nearly linearly
and above which nonlinear effects become no longer negligible. These critical
amplitude levels (as the power supplied to the heater is varied) define the limit of
linearity. It is shown in figure 12 along with the triggering amplitude and labeled by
LN. Curves GH and IJ represent the mean value of the triggering and the
corresponding limit cycle amplitudes averaged over different experiments (shown
previously in figure 10). It is evident from figure 12 that the linear regime, indicated
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Figure 10: Bifurcation diagram showing hysteresis behavior along with the
triggering (GH) and limit cycle (IJ) amplitudes. The experiments have
been repeated four times to ensure repeatability of the results. A mass
flow rate of m. = 2.34 g/s has been chosen.
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Figure 11: Steady state temperature recorded downstream of the heater during
experimental run 1. The steady-state temperature during increasing and
decreasing values of K are shown. Vertical dashed lines indicate the
power level associated with the region IJ shown in figure 10.
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in gray, covers a rather large area in the bifurcation diagram — measurements can
thus be obtained with high signal to noise ratio.

4.3. Non-orthogonality of the eigenmodes
Acoustic pressure data recorded by the microphones are used for the DMD analysis
where a total of 742 snapshots (with 0.125 ms as the time interval between them) have
been processed. The amplitudes of the recorded acoustic pressure is below the linearity
limit defined in Appendix A. As described in section 3.3, a measure of non-
orthogonality of the eigenmodes is given by the expression |p1, p2|. The effect of
measurement noise on the value of |p1, p2| is discussed in Appendix B.

The eigenmodes and corresponding values of |p1, p2| obtained from experimental
data are displayed in figure 13(a-c). The first and second eigenmodes are obtained
through individual self-excited experiments. The reason is as follows. As indicated in
the second paragraph of section 3.5, DMD technique is applied separately in the
sections upstream and downstream of the heater. In the upstream side, there are three
microphone ports (table 1) and hence only three dynamic modes are obtained. Among
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Figure 13: (a-c) First two dominant eigenmodes obtained by applying DMD to the
experimental acoustic pressure data. The respective values of the heater
power K and the absolute value of the inner product p1, p2 are indicated
in the title of each subfigure. Legends and symbols are identical to the
one in figure 3. (d) Dependence of |p1, p2| on the power supplied to the
heater K, together with the associated error bars.
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this, the two dominant ones represent a single eigenmode, along with its complex
conjugate. Hence two separate experiments have to be conducted to determine the first
two eigenmodes. In order to excite the system in a given eigenmode (in experiments),
the following technique is followed. The system is initially forced for a brief period of
time at a frequency close to the frequency of a particular eigenmode. After the
excitation is turned off, the system evolves as a self excited one. In this manner, the
required eigenmode (nearly exclusively) is excited.

As the power supplied to the heater is increased, the discontinuity in the slope of the
eigenmodes at the heater location becomes more noticeable. In addition, the non-
orthogonality measure |p1, p2| increases steadily with increasing values of K. The
uncertainty in the value of |p1, p2| is at most 2.5% for the noise levels encountered
in our experiments (see Appendix B for details). The variation of |p1, p2| with heater
power K is shown in figure 13d along with the associated error bars and confirms a
significant rise in non-orthogonality as the power supplied to the heater is increased. It
is to be noted that the eigenmodes obtained from the theoretical system assumes no
steady state temperature gradient in the system. While in the actual system
(experiments), there is a temperature gradient due to the presence of the heater. The
shape of the eigenmodes is influenced by the temperature profile [41]. Due to this, we
believe that the difference in the shape of the eigenmodes between the theoretical
(figure 3) and experimental (figure 13) system.

As in section 3.5, we verify that the extracted dynamic modes indeed represent the
eigenmodes of the system. Figures 14(a, b) show typical acoustic pressure signals
measured at the upstream and downstream side of the heater which are used for the
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extraction of the second eigenmode of the system. The system is initially forced for a
brief period of time at a frequency close to the frequency of the second eigenmode.
After the excitation is turned off, the system evolves as a self excited one. In this
manner, the second eigenmode (nearly exclusively) is excited. The contribution of the
most relevant dynamic modes to the data sequence is shown in figure 14 (c, d); only the
first two dynamic modes figure significantly in each data sequence. The spatial
structure (with real and imaginary components) is depicted in figure 14 (e). Lastly,
acoustic pressure data are reconstructed based on only the second eigenmode and are
compared to the original data sequence. The relative error between the two time series,
evaluated at each microphone location, is displayed in figure 14 (f ), where an error of
less than 7% is observed at all but one microphone locations. The 9th microphone is
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Figure 14: Experimental acoustic pressure data at (a) location x = 0.1 and 
(b) location x = 0.8 which is used in the DMD-analysis. The initial
condition is closely aligned in the direction of the second eigenmode of
the system. The relative contributions (root-mean-square value) of the
dynamic modes to the full data sequence for the (c) upstream and (d)
downstream side of the heater. The first two dynamic modes, along with
their complex conjugates, represent the second eigenmode of the system.
(e) The spatial structure of the first dynamic mode with ‘.........’ signifying
the real part and ‘. – . – .’ the imaginary part. (f ) The relative error (in
percent) at all locations of the microphones, (xj) = (||p(xj, t) - 
pr(xj, t)||)/||p(xj, t)|| ¥ 100, between the input data p and a reconstructed
data sequence pr using the first two dynamic modes.
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located close to the acoustic pressure node of the second eigenmode and thus
experiences a substantially lower signal-to-noise ratio and a relative error of 19%. A
deviation of less than 7% suggests that the dynamics is well represented by the
extracted second eigenmode of the system.

4.4. Evidence of transient growth
After the non-orthogonality of the two dominant eigenmodes has been established, the
amount of transient amplification of acoustic energy will be determined. The total

acoustic energy (dimensional) is defined as and has

previously been used in theoretical studies on the same Rijke tube system [10]. In the
above expression, Sc denotes the cross-sectional area of the tube and the overbar –.
represents steady-state quantities. The acoustic pressure p is measured at the 
15 locations (see figure 2 and table 1), and the acoustic velocity u is obtained by a two-
microphone technique [42]. The largest spacing between any two microphones in the
present experiment is 75 mm and the cross-sectional dimension is 92 mm which allows
us to measure acoustic velocity fluctuations in the frequency range 100 Hz to 1.76 kHz
[43]. For our interest in the first ( 175 Hz) and second ( 350 Hz) eigenmodes of the
system, the inter-microphone spacing is suitable for our experimental investigation.

Three kinds of initial perturbations are considered in our analysis. The first two
initial conditions correspond to a harmonic excitation with a pure frequency of the first
two respective eigenmodes, while the waveform of the third kind of initial perturbation
consists of a linear combination of the first two eigenfrequencies of the system.

For each setting of the heater (‘on’ and ‘off’), the evolution of the system excited by the
three initial conditions is analyzed. When the heater is switched off, the non-dimensional
acoustic energy (E = E

~
/[Scρuuu

2/2] with subscript u representing the steady-state
quantities on the upstream side of the heater) decays continuously in time after the
excitation from the acoustic driver ceases, shown by the vertical black line (see figure 15a).
The grey area indicates the region, where the forcing from the acoustic driver is present.
The normalized amplification of acoustic energy E(t)/E(0) (where the origin of the time-
axis is shifted to the instant when the excitation from the acoustic speaker stops) is plotted
in figure 15(b). No significant transient growth can be observed in cold flow for any of the
initial conditions, indicating that the dynamics of the pure acoustic field is normal.

For the case with a heater power of 747W, no significant transient growth can be
detected when the system is excited by the first two initial conditions (as shown in
figure 15c) since almost a pure eigenmode is excited. On the other hand, when the
initial condition contains non-zero components in the two eigenmodes, transient
growth (indicated by the solid curve in figure 15c) is clearly visible. The relative
energy amplificiation can be seen in figure 15d; for the specific initial condition, it
amounts to 1.8 times the initial energy. This growth in energy is comparable to
numerical studies [10, 44, 13].

To rule out nonlinear effects and be able to attribute the measured energy
amplification to the non-normal nature of the thermoacoustic system, we have to ensure
that the measured pressure amplitudes remain within the linear regime for all times.

� ∫ ρ γ( )( )+E t
S

u p p dx( ) =
2

/c
L

0

2 2
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Figure 16(a) displays the acoustic pressure signal which corresponds to the transient
growth in figure 15c for the composite initial condition (third kind). The two horizontal
dash-dotted lines indicate the limit of linearity. To further confirm the linear nature of
the system output, a simple scaling experiment has been conducted: the initial
perturbation amplitude is scaled by a factor 0.75 and 0.5 and the associated evolution
of the pressure is recorded (see figure 16b and c, respectively). These two pressure
measurements are then rescaled and compared to the original pressure measurements.
The close match (of less than 3%), displayed in figure 16d, confirms that the transient
effects shown above are void of nonlinear contributions and can thus be ascribed to the
non-normal character of our system.

4.5. Optimal initial condition
Motivated by the results of the previous section, it remains to determine the maximum
transient growth potential contained in the two dominant eigenmodes by varying their
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Figure 15: Evolution of non-dimensional acoustic energy defined as

For (a), the heater is

switched off; for (c), the heater is switched on (K = 747 W). Evolution
of the normalized amplification of acoustic energy E(t)/E(0) with heater
switched off (b) and switched on (d). The time interval during which the
acoustic driver is active is indicated in gray.
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relative amplitude and phase angle in the initial condition. To this end, a more general
input perturbations is forced upon the system; we take it of the form A1sin(2πf1t) +
A2sin(2πf2t + θ). As before, f1 and f2 stand for the frequencies of the first and second
eigenmodes of the system; the amplitudes of the respective eigenmodes are denoted by
A1 and A2. The phase angle between the two sine waves is given by the variable θ. The
maximum of the energy amplification E(t)/E(0) over time is represented by Emax =
maxt E(t)/E(0).

Figure 17a displays the variation of Emax with the amplitude ratio A2/A1 for a fixed
phase angle of θ = 0. The symbols (¥) represents the experimental data; the continuous
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Figure 16: Evolution of the acoustic pressure at x = 0.3 in the linear regime. The
two horizontal dash-dotted lines in all subfigures represent the
amplitudes delimiting the linear regime. The amplitude of the initial
perturbation is scaled and the subsequent evolution of the system is
recorded: (a) for 0.1sin(2pf1t) + 0.1sin(2pf2t), (b) for 0.075sin(2pf1t)
+ 0.075sin(2pf2t), (c) for 0.05sin(2pf1t) + 0.05sin(2pf2t). In (d) the
acoustic pressure signals from subfigures (a)-(c) are rescaled and
superimposed. Circle and cross symbols are associated with data from
subfigures (b) and (c), respectively. The duration of the system’s
evolution is taken as 0.2s, which corresponds to a non-dimensional time
span t/(L/a) of 69. f1 and f2 are the frequencies of the first and second
eigenmodes of the system. The supplied heater power is K = 747 W.
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Figure 17: Variation of the maximum energy amplification Emax with (a) amplitude
ratio A2/A1 for fixed phase angle  θ = 0 and (b) with phase angle  θ for
fixed amplitude ratio A2/A1 = 1. The symbols (¥) indicate the
experimental data point; the continuous line represents a Gaussian fit. 
(c) Maximum transient growth over initial conditions of the form
A1sin(2πf1t) + A2sin(2πf2t + θ) The optimal initial condition for
maximum transient growth is identified for the parameter combination
A2/A1 = 0.93 and θ = 90. The corresponding maximum transient
growth is 2.3. The remaining parameters are f1 =173Hz, 
f2 = 346 Hz, m. = 2.34 g/s and k = 747 W.
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line shows a Gaussian fit of the data. Maximum amplification occurs at A2/A1 = 0.85,
i.e., at an amplitude ratio where the initial condition has comparable contributions from
either eigenmode. The value of Emax decreases markedly away from the optimal value.
This observation also reinforces the fact that the amount of transient growth has to
diminish as the initial conditions progressively contains only contributions from one of
the two eigenmodes. To complement, the variation of Emax with phase angle θ for a fixed
amplitude ratio of A2/A1 = 1 is shown in figure 17(b) in form of a polar plot. For this
parameter setting, the value of Emax is nearly independent of θ. The complete parameter
dependence (simultaneously varying A2/A1 and θ) is depicted as a contour map in figure
17(c). Two local maxima have been found; the global maximum of transient growth
appears for an initial condition with an amplitude ratio of A2/A1 = 0.93 and a phase
angle of θ = 90. The associated maximum transient growth is  Emax = 2.3.

4.6. Triggering energy
In a final step, we explore the triggering energies for initial conditions composed of the
two eigenmodes with varying amplitude ratio A2/A1 and phase angle θ by increasing the
amplitude of the initial amplitude until a limit cycle is reached. Figure 18(a) (see also
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Figure 18: Evolution of (a) acoustic pressure P(x = 0.525) and (b) acoustic energy
E(t) for the triggering of an instability. The inset (c) shows the initial
evolution of E(t) Zones A, B, C and D represent the time intervals where
the system is excited by the acoustic driver (A), near the triggering
amplitude (B), in the nonlinearly unstable state (C) and in the final limit
cycle (D). The gray area represents the region when the acoustic driver is
switched on. The governing parameters are A2/A1 = θ = 0, K = 782 W
and m. = 2.34 g/s.
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figure 9a) shows a typical time history of acoustic pressure for such an experiment; in the
companion figure 18(b), the acoustic energy E(t) is displayed. The various phases toward
a final limit cycle are also indicated qualitatively in both subfigures. For slightly lower
amplitude, but otherwise constant parameters, the oscillations decay asymptotically to
zero. The experiment can thus be assumed near the triggering threshold. As before, the
grey area indicates the time span during which the acoustic driver is active.

The value of E(t)  increases steadily in region A as the system is excited during this
period. In zone B, the energy E(t)  remains nearly constant. In the subsequent zone C,
the energy increases further as the trajectory is repelled from the unstable limit cycle
[40]. Eventually, the system reaches a stable limit cycle, marked as zone D, where E(t)
remains almost constant at a higher value compared to that of the other zones. In the
above case, the initial condition has been selected with A2/A1 = 0 and θ = 0. The inset
in figure 18b shows more details of the evolution of E(t) in zone A. Since E(t) is strongly
fluctuating, the triggering energy Etrig is determined by time-averaging E(t) over a
period 1/f1 immediately before the instant when the acoustic driver is switched off.

The variation of Etrig with A2/A1 for fixed θ = 0 is shown in figure 19a. Since the
determination of Etrig is rather sensitive to the ambient noise in the system, experiments
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are repeated three times (cf. section 4.1) and the mean value, along with the associated
deviation, is reported. For low values of A2/A1, i.e., initial conditions with predominant
contributions from the first eigenmode, less energy is required to trigger the system into
a limit cycle. The value of Etrig increases rapidly beyond an amplitude ratio of A2/A1
= 3 and the system requires higher triggering energies as the contribution from the
second eigenmode becomes more prevalent. A close-up view of the region before the
sharp rise in Etrig is presented separately in figure 19(b). It can be established that 
Etrig is nearly constant until approximately A2/A1 = 1.6; the lowest triggering energy
Etrig is recorded for A2/A1 = 0.4 with a spread of 6% around its mean value.

From figure 17(a), the optimal initial condition (with θ = 0) for maximum transient
growth occurs for A2/A1 = 1.6 and while the triggering energy Etrig in figure 19(a)
shows no particular preference for this value of the amplitude ratio A2/A1. It appears
that the role of transient growth around the stable fixed point, undoubtedly present in
the thermoacoustic system, plays a minor or insignificant role in the subcritical
transition regime. The following may be possible reasons for this observation.

First, the true difference in value of Etrig as a function of A2/A1 (which is responsible
for the selection of a preferred amplitude ratio) might be noticeably smaller than the error
bar obtained in the present investigation. Secondly, and more importantly, our optimal
initial condition has been restricted to linear combinations of the first two eigenmodes of
the system. For the particular case examined by Juniper [13], the optimal initial condition
had distinct contributions from the third and fourth eigenmodes, but little from the second.
It is possible, however, that different parameters (such as heater position) could change
this. This has yet to be tested. For our experimental setting, the third eigenmode is highly
stable compared to the first two eigenmodes and extracting this mode, simultaneously
with the first two eigenmodes, in the linear regime will encounter very low signal-to-noise
ratios and thus prohibit any definite conclusions regarding its role in subcritical transition.
In view of these difficulties, the role of transient growth in the subcritical transition regime
remains open — from an experimental point of view. Nonetheless, the non-normality of
our thermoacoustic system, the notable increase in the non-orthogonality of the
eigenmodes with heater power and the evidence of associated transient growth have been
clearly identified in our experiments.

5. SUMMARY AND CONCLUSIONS
Experiments have been performed to identify and probe the non-normal nature of
thermoacoustic interactions in an electrically heated, horizontal Rijke tube. As the power
supplied to the heater is increased, the transition from linearly stable to unstable behavior
occurs via a subcritical Hopf bifurcation. This transition is aided by transient growth of
acoustic energy in the tube, a phenomenon that has been established and investigated
theoretically. Since transient growth is a linear phenomenon, experiments have to be
performed in a parameter regime where the system behaves nearly linearly. In addition,
only the linearly stable regime can be explored to ensure linearity for all times.

Measurements of the acoustic pressure have been processed via the Dynamic Mode
Decomposition (DMD), a data-based technique that extracts dominant eigenmodes
from measurement sequences of a linear process. It has been demonstrated that the 
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non-orthogonality of the obtained eigenmodes increases as more power is supplied to
the system by the heater. This behavior confirms the non-normal nature of
thermoacoustic interactions in the Rijke tube. The amount of resulting transient growth
has been measured in terms of the acoustic energy composed of the measured acoustic
pressure and the acoustic velocity, calculated via a two-microphone technique. With the
heater switched on, no significant transient growth is observed when the system is
excited with an initial condition that has projection along only one of the two dominant
eigendirections; transient growth, causing a two-fold increase in acoustic energy, has
been observed, however, when the initial condition contains contributions from both
eigenmodes. For cold flow (with the heater switched off), no significant transient
growth has been found for any initial perturbations, indicating that the classical linear
acoustic system is normal.

A parameter study, varying amplitude ratio and phase angle of the two initial
eigendirections, revealed a maximum transient amplification of acoustic energy of 2.3
which has been obtained for an amplitude ratio A2/A1 = 0.93 and a phase angle of 90.
An analogous parameter study of the threshold acoustic energy Etrig for triggering limit-
cycle behavior (for θ = 0) showed a low and constant value for 0.1 < A2/A1 < 1.6,
after which it rises steadily. A link between parameter combination, for which
maximum transient growth can be observed, and parameter combinations, for which the
triggering energy is particularly low, could not be established. The restriction to only
two dominant eigendirections (which could be extracted from measurements with
sufficient confidence in their accuracy) is expected as the reason for this discordance
and is corroborated by previous theoretical studies. Nonetheless, the non-normal nature
of the thermoacoustic system and the associated transient growth in acoustic energy has
been clearly identified by experimental means.
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A. Experimental determination of the linear regime
In order to identify the linear regime for our experimental setup, it is important to first
characterize the acoustic drivers regarding their linearity. The equations governing the
classical acoustic field in a duct are linear [45]. The Rijke tube system is continuously
excited at a given frequency using acoustic drivers, with the heater and blower switched
off, and the response of the system is recorded by the microphones. The voltage
supplied to the acoustic driver is also noted and varied. This way, a response curve for
the acoustic driver unit is obtained; it is shown, for three forcing frequencies, in 
figure 20. On the horizontal axis, the rms-value of the voltage supplied to the acoustic
driver units is shown; on the vertical axis, the rms-value of the acoustic pressure
fluctuations (Prms|x = 0.525) is displayed. The symbols indicate the experimental data, the
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lines present a linear fit. From the response curve, one can conclude that the linear fit
represents the experimental data with less than a 0.25% spread. Hence, for the voltage
range covered in figure 20, the relation between the voltage supplied to acoustic driver
and the generated acoustic pressure can be assumed linear.

The heater and blower are now turned on. Due to reasons explained in section 4.1,
the linear regime is identified only within the zone GH. Figure 21 presents the response
of the system to continuous excitation with the acoustic driver, where the output is
given by the rms-value of acoustic pressure fluctuations. As before, the symbols
indicate the experimental data. It can be noted that the symbols do not form a straight
line; rather, a sublinear relation for larger amplitudes of the voltage can be detected. The
dashed line represents a power-law fit to the experimental data (with a spread of
0.15%). A linear fit, shown as a continuous line, is performed on part of the
experimental data for low amplitudes of VAcoustic driver (in our case less than 3 V).
Additionally, the triggering amplitude is marked as a dash-dotted horizontal line. The
limit of linearity is then determined as the point when the deviation of the experimental
data from the linear fit exceeds 5% of the corresponding triggering amplitude. The
amplitude, at which the nonlinear nature of the system comes into play, is given by the
triggering amplitude; hence, it is taken as the reference quantity. The linear regime
defined above is indicated in grey in figure 21.

B. Application of DMD in the presence of noise
The application of the DMD technique to determine the eigenmodes of the system from
synthetic data by solving (1) is illustrated in section 3.3. Good agreement between the
eigenmodes extracted by the DMD technique and the true eigenmodes is observed.
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Figure 20: Characteristics of the acoustic driver unit, obtained for three different
frequencies. The rms-value of the voltage supplied to the acoustic driver
unit is indicated on horizontal axis. The symbols represent the
experimental data, while the continuous line presents a linear fit of the data.
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Applying the DMD technique to experimental data warrants an estimation of robustness
of the DMD algorithm in the presence of noise and of the uncertainty in the relevant
output quantities.

As a first step, the noise in the system has to be characterized. Figure 22 presents an
estimate of the noise level in the system. The noise levels measured at locations x = 0.1
and x = 0.8 are shown in figures 22(a, c). The input waveforms at the same locations, used
to perform DMD, are shown in figures 22(b, d). These waveforms are mostly aligned with
the second eigenmode of the system. The horizontal line indicates the rms-level of the
corresponding signal which is used to measure the signal strength. The noise level is then
estimated as the ratio of the rms-level of the noise to the rms-level of the signal at the
locations of the microphones. The resulting noise-level data, plotted along the duct, is
shown in figure 22(e). The maximum noise level is determined as 4.2% and occurs at 
x = 0.525. Since the second eigenmode of the system is excited, the above location is close
to the acoustic pressure node and hence has the highest relative noise level. Similarly, the
relative noise level is determined for computing the first eigenmode (see figure 22f).

The power supplied to the heater in our case is K = 747W, which is in the subcritical
transition zone (see figure 12). The rms-amplitude of the signals in figure 22(b, d) are
smaller than the rms-amplitude (87 Pa) of the linearity limit. Since the experiment is
performed for lower values of K, acoustic pressure data with a larger signal-to-noise
ratio can be used as the amplitude of the linearity limit is higher. In the present
experiments, the maximum value of K used is 747W (figure 13). Hence, the maximum
noise level encountered in the determination of eigenmodes of the system is 4.2%.
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Figure 21: Identification of the linear regime. The acoustic forcing is conducted at
300 Hz with K = 764 W and m. = 2.34 g/s. A power law is used to fit
the response of the system. The resulting equation for the fit reads
28.36Vp

0.67 - 14.24. The shaded area indicates the linear regime.
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Figure 22: Estimation of noise levels encountered in the experiments. (a) and (c)
noise levels measured at locations x = 0.10 and x = 0.80. (b) and (d) the
input waveform measured at the same locations, used to perform DMD.
The horizontal line indicates the rms-level of the corresponding signal.
The relative noise level is estimated as the ratio of the rms-level of the
noise to the rms-level of the signal at the microphone locations. Results
are shown for determining the (e) second and (f ) first eigenmode of the
system. The remaining parameters are m. = 2.34 g/s and K = 747W.
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The uncertainty in the inner product |<pi, pj>|, which determines the non-orthogonality
of the eigenmodes, is determined as follows. For a conservative estimate, noise at levels
shown in figures 22e and f is added numerically to the data set obtained from the
experiments before the DMD is performed. The data provided to the DMD are first
projected onto the proper orthogonal decomposition (POD) modes to reduce the effect of
noise [47] in the determination of the eigenmodes. A lower cut-off is defined on the number
of POD modes (based on their energy content) to be used for the projection [23]. In our
case, the cut-off is set as 10 for the application of DMD on the downstream side of the
heater, while no such cut-off is set for the upstream side. Several numerical realizations (in
the present case, 200) are performed and the values of |<pi, pj>| are recorded.

The obtained values of |<pi, pj>| are distributed over 20 bins of size 2 ¥ 10-3 for
the data range 0.114 - 0.134. Figure 23a shows the histogram for the above
realizations. The histogram is then normalized by the total number of realizations to
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Figure 23: Illustratation of the robustness of the DMD algorithm in the presence of
noise. (a) Histogram plot based on 20 bins for the value of the inner
product |<pi, pj>| from 200 realizations with random noise added to the
experimental data. The added noise level is equivalent to the one shown
in figure 22e, f. (b) Probability density function (PDF) for the above
histogram. The cross symbols indicate the histogram data, and the
continuous line indicates a Gaussian distribution fit. The equation of 
the fit is also indicated. The mean value xm of |<pi, pj>| is 0.127, and
the standard deviation σ is 3.124 ¥ 10-3. The percentage error associated
with |<pi, pj>| is evaluated as σ/xm ¥ 100 = 2.46. This value is used as
the amplitude of the error bar [46] indicated in figure 13d. The governing
parameters are the same as in figure 22.



obtain the probability density function (PDF) for |<pi, pj>|, see figure 23b. A normal
distribution is fitted to the PDF and, for our example, is of the form 127.7e-((Xp -

0.127)/3.124 ¥10-3)2/2 where xp represents the stochastic variable |<pi, pj>|. From the above
distribution, the mean xm and standard deviation σ are found to be 0.127 and 
3.124 ¥ 10-3 respectively. The relative normalized standard deviation (in percent) is
determined as σ/xm ¥ 100 = 2.5 and is used as the percentage amplitude of the error
bar [46] indicated in figure 13(d). The above spread in the value of |<pi, pj>| is
indicated as shaded region in figure 23(b).
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