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1. Introduction

The study of Calabi-Yau orientifold compactifications of type II string theory (or F-

theory compactifications on Calabi-Yau fourfolds), with nontrivial background RR and NS

fluxes through compact cycles of the Calabi-Yau manifold, is of interest for several reasons.

Conventional compactifications give rise to models which typically have many mod-

uli. Understanding how these flat directions are lifted is important, both from the point

of view of phenomenology and of cosmology. One expects the moduli to be lifted once

supersymmetry is broken, but studying this in a calculable way in conventional compacti-

fications has proved challenging so far. In contrast, compactifications with background RR

and NS fluxes turned on give rise to a nontrivial low energy potential which freezes many

of the Calabi-Yau moduli. Moreover, the potential is often calculable and as a result one

can hope to study the stabilization of many moduli in a controlled manner in this setting.

Flux-induced potentials for moduli have been discussed before in e.g. [1,2,3,4,5,6,7] (while

a complementary “stringy” means of freezing moduli, by considering asymmetric orbifolds,

has been discussed in, for example, [8]).

Compactifications with fluxes have also been proposed as a natural setting for warped

solutions to the hierarchy problem [9], along the lines of the proposal of Randall and

Sundrum [10]. The combination of fluxes and space filling D-branes which often need to

be introduced for tadpole cancellation in these models leads to a nontrivial warped metric,

with the scale of 4d Minkowski space varying over the compact dimensions. Examples of

such models, with almost all moduli stabilized and exponentially large warping giving rise

to a hierarchy, appeared in [5]. (See also [11]).

Finally, compactifications with fluxes also have interesting (and relatively unexplored)

dual descriptions, via mirror symmetry and heterotic/type II duality. Some examples of

these dualities have been discussed in [4,12].

In this paper, we explore in detail the simplest such compactification which admits

supersymmetric vacua with nontrivial NS and RR fluxes: the compactification of type IIB

string theory on the T 6/Z2 orientifold. The most familiar avatar of this model includes 16

D3-branes which cancel the RR charge of the 64 O3-planes at the 26 fixed points of the

Z2 action. However, one is free to replace some (or all) of the D3-branes with appropriate

integral RR and NS 3-form fluxes F(3) and H(3). Given such a choice of integral fluxes,

one can compute the low-energy superpotential governing the light fields. In a generic

Calabi-Yau orientifold in IIB string theory, the periods which are required to determine
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W would only be computable as approximate expansions about various extreme points in

moduli space, making any global and tractable expression for W difficult to obtain. A nice

feature of the T 6/Z2 case is that W is easily computable.

With the superpotential in control we can ask if there are N = 1 supersymmetry

preserving minima. It turns out that for generic choices of the fluxes supersymmetry is

broken. By suitably choosing the fluxes, however, we find several examples which give rise

to stable, N = 1 supersymmetric ground states. In these minima, typically, the dilaton-

axion, all complex structure moduli, and some of the Kähler moduli are stabilized. In

addition, since some or all of the O3-plane charge is cancelled by the flux, fewer D3-branes

are present, and the number of moduli coming from the open string sector is also reduced.

The conventional IIB compactification on this T 6/Z2 orientifold has 67 (complex) moduli1.

Once fluxes are turned on, it is easy to find examples with far fewer moduli (∼ 3 in the

models we discuss here, and fewer in the class of models described in [5]).

The organization of this paper is as follows. In §2, we review basic facts about vacua

with flux and about the moduli of the T 6/Z2 orientifold, and parametrize the possible

choices of flux. In §3, we discuss the constraints that must be imposed to find a super-

symmetric vacuum, following [13,14], and write down a formula for the superpotential as a

function of the T 6 moduli. In §4, we exhibit many examples which lead to N = 1 supersym-

metric solutions. We also analyze some cases which turn out to have N = 3 supersymmetry

and make some comments about finding the most general supersymmetric solution. In §5
we discuss the conditions under which two apparently distinct solutions are nevertheless

equivalent (using the reparametrization symmetries of the torus and U-duality). In §6 we

describe how, starting from a supersymmetric solution, additional physically distinct ones

can be found using rescalings and GL(2,Z) × GL(6,Z) transformations. In §7, we derive

the conditions which must be imposed on the G(3) flux to find N = 2 supersymmetric

solutions, and consider one illustrative example. §8 contains some examples of nonsuper-

symmetric solutions. In §9 we discuss the dynamics on the D3 branes which one should

insert into many of our vacua, to saturate the D3 tadpole. We close with a brief descrip-

tion of directions for future research in §10, and some important details are relegated to

appendices A-D.

While this work was in progress, we learned of a related work exploring novel 4d N = 3

supersymmetric vacua which can be found from special flux configurations on T 6/Z2 [15].

1 The model has 16 D3-branes each of which give rise to 3 moduli, in addition there are 19

moduli coming from the closed string sector.
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We are grateful to the authors of [15] for providing us with an early version of their paper,

and for helpful comments.

2. Preliminaries

2.1. D3-brane charge from 3-form flux

The type IIB supergravity action in Einstein frame is [16]

SIIB =
1

2κ10
2

∫
d10x

√−g

(
R − ∂Mφ∂Mφ

2(Imφ)2
− G(3) · Ḡ(3)

2 · 3!Imφ
− F̃(5)

2

4 · 5!

)

+
1

2κ10
2

∫
C(4) ∧ G(3) ∧ Ḡ(3)

4iImφ
+ Slocal.

(2.1)

Here,

φ = C(0) + i/gs, G(3) = F(3) − φH(3), (2.2)

and

F̃(5) = F(5) − 1
2C(2) ∧ H(3) + 1

2F(3) ∧ B(2), with ∗ F̃(5) = F̃(5), (2.3)

where F(3) = dC(2) and H(3) = dB(2). If one compactifies on a six dimensional compact

manifold, M6, and includes the possibility of space-filling D3-branes and O3-planes, then

the equation of motion/Bianchi identity for the 5-form field strength is

dF̃(5) = d ∗ F̃(5) = H(3) ∧ F(3) + 2κ10
2µ3ρ

local
3 . (2.4)

Here µ3 is the charge density of a D3-brane and ρlocal
3 is the number density of local sources

of D3-brane charge on the compact manifold. We can integrate this equation over M6 to

give the condition
1

2κ10
2µ3

∫

M6

H(3) ∧ F(3) + Qlocal
3 = 0. (2.5)

In condition (2.5), Qlocal
3 is the sum of contibutions +1 for each D3-brane and −1/4 for

each normal O3-plane. As discussed in [17] and [18], there are actually three other types

of O3-plane, each characterized by the presence of discrete RR and/or NS flux at the

orientifold plane. These exotic O3-planes each contribute +1/4 to Qlocal
3 .

We will be interested in the case that M6 is the T 6/Z2 orientifold. There are 26 O3-

planes in this compactification, with a total contribution of −16+ 1
2NO3′ units of D3-brane
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charge to Qlocal
3 , where NO3′ is the number of exotic O3-planes. Therefore, (2.5) takes the

form
1

2
Nflux + ND3 +

1

2
NO3′ = 16. (2.6a)

Here

Nflux =
1

(2π)4(α′)2

∫

T 6

H(3) ∧ F(3). (2.6b)

The factor of 1
2 multiplying Nflux compensates for the fact that the integration is over T 6

rather than T 6/Z2. We have also replaced the prefactor, 1/(2κ10
2µ3), with its explicit

value in terms of α′. It is clear from (2.6) that appropriately chosen three-form fluxes can

carry D3-brane charge. The fluxes obey a quantization condition

1

(2π)2α′

∫

γ

F(3) = mγ ∈ Z,
1

(2π)2α′

∫

γ

H(3) = nγ ∈ Z, (2.7)

where γ is an arbitrary class in H3(T
6,Z). There is a subtlety in arguing that these are the

correct quantization conditions for T 6/Z2
2[15]. This is because there are additional three

cycles in T 6/Z2, which are not present in the covering space T 6. If some of the integers

mγ (nγ) are odd, additional discrete RR (NS) flux needs to be turned on at appropriately

chosen orientifold planes to meet the quantization condition on these additional cycles.

(See Appendix A for more discussion of this condition). In practice it is quite non-trivial

to turn on the required discrete flux in a consistent manner without violating the charge

conservation condition (2.6). We will avoid these complications in this paper, by restricting

ourselves to cases where mγ , nγ are even integers, and by not including any discrete flux

at the orientifold planes.

Finally, G(3) obeys an imaginary self-duality (ISD) condition, ∗6G(3) = iG(3), as will

be shown in the next section. This condition implies that the 3-form flux contributes

positively to the total D3-brane charge. To see this note that the ISD condition implies

that

∗6H(3)/gs = −(F(3) − C(0)H(3)). (2.8)

Since H(3) ∧ F(3) = H(3) ∧ (F(3) − C(0)H(3)), we learn that3

∫

M6

H(3) ∧ F(3) = − 1

gs

∫

M6

H(3) ∧ ∗6H(3)

=
1

gs

1

3!

∫

M6

√
gM6

H(3)
2 > 0.

(2.9)

2 We are indebted to A. Frey and J. Polchinski for pointing out this subtlety.
3 In the conventions of [5], H(3) ∧ ∗6H(3) = −

1
3!

HmnpHmnp Vol, where m, n, p are real coordi-

nates on M6 and Vol is the volume form.
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Therefore, in the presence of nontrivial RR and NS fluxes which carry nonzero Nflux, the

number of D3 branes required to saturate (2.6) will always be fewer than 16.4. In fact, in

some models, one can entirely cancel the tadpole with fluxes.

2.2. The Scalar Potential from 3-form flux

Turning on three-form fluxes gives rise to a potential for some of the moduli. The

four dimensional effective theory has a term of the form [5]

LG =
1

4κ10
2

∫

M6

d6y
G(3) ∧ ∗6Ḡ(3)

Imφ
, (2.10)

which arises from the G(3) · Ḡ(3) term in the ten dimensional action (2.1). To understand

why this term gives rise to a potential for some moduli it is useful to write

G(3) = GISD + GIASD, (2.11)

where
∗6G

ISD = +iGISD,

∗6G
IASD = −iGIASD.

(2.12)

Then,

LG =
1

2κ10
2Imφ

∫

M6

GIASD ∧ ∗6Ḡ
IASD − i

4κ10
2Imφ

∫

M6

G(3) ∧ Ḡ(3)

= Vscalar + topological.

(2.13)

The second term in (2.13) is topological. It is proportional to Nflux (2.6) and independent

of moduli. One expects on general grounds that three-form flux configurations, which

give rise to D3-brane charge, should also lead to D3-brane tension. This contribution to

D3-brane tension is accounted for by the second term.

The first term in (2.13) gives rise to the scalar potential and is central to this paper.

It is positive semidefinite and vanishes when the flux meets the imaginary self-duality

condition. The moduli dependence enters in two ways. First, G(3) depends on the axion-

dilaton (2.2). Second, the decomposition of G(3) into ISD and IASD parts, depends on

some metric moduli. Requiring that G(3) is imaginary self dual fixes many of these moduli.

4 We do not allow the presence of anti D3-branes, since our main interest is SUSY solutions.

Some aspects of non-supersymmetric vacua with anti D3-branes and fluxes have recently been

described in [19]

5



2.3. IIB on the orientifold T 6/Z2

Let us now focus on IIB string theory compactified on a T 6/Z2 orientifold. The

six transverse directions will be denoted as xi, yi, i = 1, . . . , 3. The orientifold action

can be denoted as ΩR(−1)FL , where R stands for a reflection of all of the compactified

dimensions (xi, yi) → −(xi, yi), i = 1, · · · , 3. In fact the model is related to the Type

I theory compactified on T 6 by six T-dualities along all the compactified directions. It

preserves N = 4 supersymmetry, i.e., 16 supercharges.

The massless fields after compactification arise from the massless fields in the IIB ten

dimensional supergravity theory. The bosonic fields in the ten dimensional theory are the

metric gMN , the NS 2-form B(2), the RR fields C(2),C(4), and the dilaton-axion φ, C(0).

Their transformation properties under Ω(−1)FL are as follows:

Ω (−1)FL

gMN + +
B(2) − +
C(2) + −
C(4) − −
C(0) − −
φ + +

(2.14)

The resulting massless bosonic fields are then:

gµν 1 graviton
gab 21 scalars

(B(2))aµ 6 gauge bosons
(C(2))aµ 6 gauge bosons

(C(4))abcd 15 scalars
C(0) 1 scalar

φ 1 scalar

(2.15)

We see that the massless fields which survive the orientifold projection are the graviton,

12 gauge bosons and 38 scalars, plus their fermionic partners. These are organized into

representations of N = 4 supergravity as follows. The graviton, six gauge bosons and

the axion-dilaton along with their fermionic partners, lie in a supergravity multiplet [16].

In addition there are six vector multiplets each containing a gauge boson, six scalars and

their fermionic partners. Thus, in the absence of 3-form flux, the moduli space of T 6/Z2

compactifications is parametrized by 38 scalars. When 3-form flux is turned on, some of

the scalars from C(4) become charged, which means that they obtain Stuckelberg type

kinetic terms ∼ (∂µλ + mAµ)2, where m is determined by the flux. For generic N = 1
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solutions, one can show that twelve of these scalars are eaten by gauge fields though the

Higgs mechanism. (See, for example, [20] or [15] for related discussions in somewhat

different contexts). Six of these twelve scalars are partners of metric Kähler moduli which

also get heavy. The remaining three scalars from C(4) pair up with three metric Kähler

moduli to form three N = 1 chiral multiplets which survive in the low-energy theory.

In the T-dual of Type I theory on T 6, one would also include 16 D3-branes, each with

a worldvolume N = 4 vector multiplet. We will ignore any brane worldvolume fields for

now, and briefly discuss the physics on the branes we must introduce in §9.

We discussed above that turning on fluxes leads to a potential on moduli space. It is

important to note that although some of the moduli will gain a mass from this potential,

the effective field theory keeping only the fields (2.15) from the closed string sector (plus

any massless open string fields, if branes are introduced) is valid. This is because the

masses generated by the flux-induced potential will scale like m ∼ α′

R3 , where we have

assumed an isotropic torus of size ∼ R. The KK modes on the Calabi-Yau geometry have

masses that scale like mKK ∼ 1
R

, so if we work at sufficiently large radius (where our

supergravity considerations are most valid in any case), m << mKK , and we are justified

in truncating to the field theory of the modes (2.15).

It is helpful to regard the torus as a complex manifold and organize the various

moduli accordingly. Nine of the twenty-one scalars that arise from the ten-dimensional

metric correspond to Kähler deformations, while the remaining twelve scalars correspond

to complex structure deformations.

An essential difference between the six-torus and a Calabi-Yau three-fold is the fol-

lowing. For a generic CY3, Yau’s theorem implies that any complex structure or Kähler

deformation corresponds to a nontrivial deformation of the Ricci-flat metric. This is not

true for the six-torus or the T 6/Z2 case at hand. In this case, as we will see below, the

complex structure is specified by nine complex parameters. Three of these parameters

correspond to deformations of the complex structure at fixed metric.

2.4. The Complex Structure of a Torus

Nine complex coordinates are needed to describe the complex structure of T 6. We will

use the explicit parametrization discussed in [21], which is summarized below. Let xi, yi,

i = 1, . . . , 3 be six real coordinates on T 6 which are periodic, xi ≡ xi + 1, yi ≡ yi + 1,

7



and take the holomorphic 1-forms to be dzi = dxi + τ ijdyj . The complex structure is

completely specified by the period matrix τ ij . We choose the orientation5

∫
dx1 ∧ dx2 ∧ dx3 ∧ dy1 ∧ dy2 ∧ dy3 = 1, (2.16)

and use the following basis of H3(T 6,Z):

α0 = dx1 ∧ dx2 ∧ dx3,

αij =
1

2
ǫilmdxl ∧ dxm ∧ dyj, 1 ≤ i, j ≤ 3,

βij = −1

2
ǫjlmdyl ∧ dym ∧ dxi, 1 ≤ i, j ≤ 3,

β0 = dy1 ∧ dy2 ∧ dy3.

(2.17)

This basis satisfies the property

∫

M6

αI ∧ βJ = δJ
I . (2.18)

Finally, we choose a normalization so that the holomorphic three-form Ω is

Ω = dz1 ∧ dz2 ∧ dz3. (2.19)

One can show that

Ω = α0 + αijτ
ij − βij(cofτ)ij + β0(det τ), (2.20)

where

(cofτ)ij ≡ (det τ)τ−1,T =
1

2
ǫikmǫjpqτ

kpτmq. (2.21)

2.5. The RR and NS flux

The flux that we turn on must be even under the Z2 orientifold symmetry. The

intrinsic parity, under Ω(−1)FL , of the various fields is given in (2.14). One sees that the

3-form field strengths F(3), H(3) that are excited must be proportional to 3-forms of odd

intrinsic parity. However, the quantity that must be even is the total parity, which for a

p-form on the internal space is the product of this intrinsic parity and an explicit (−1)p

from the reflection action on the indices [5]. Therefore, the 3-form field strengths must

5 This choice of orientation is different that in [21] and is chosen to be consistent with the

conventions of [5].
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transform as (F(3))abc → (F(3))abc, (H(3))abc → (H(3))abc under the Z2 action. Similarly,

the field strength F(5) must be proportional to a 5-form of even intrinsic parity. We will

ensure below that the three-forms which are excited have the correct symmetry properties.

The resulting 5-form field strength is then determined by the equations of motion (2.4),

and automatically satisfies the correct symmetry properties.

Note that the Bianchi identities for F(3) and H(3) require that they be closed. They

should thus be expressible as a linear combination of the basis vectors of H3(T 6,Z). All

the basis elements, (2.17), are three forms of odd parity under the Z2 action which takes

xi, yi → −xi,−yi. So the symmetry constraint mentioned above is automatically taken

care of by expressing the three-forms in this manner. Finally, taking into account the

quantization conditions (2.7), F(3) and H(3) can be expressed as

1

(2π)2α′
F(3) = a0α0 + aijαij + bijβ

ij + b0β
0,

1

(2π)2α′
H(3) = c0α0 + cijαij + dijβ

ij + d0β
0.

(2.22)

Here a0, αij, β
ij , β0 and c0, cij, dij , d0 are all integers. We will search for vacua maintaining

the ansatz of constant fluxes (2.22) on the T 6 throughout the paper.

3. Supersymmetry

3.1. Spinor conditions

In the discussion below our conventions are as follows: The γi, i = 0, · · · , 9 matrices

are all real and satisfy the algebra {γi, γj} = ηij . The matrix, γ0, is anti-hermitian and

the others are hermitian. Also,

Γ(4) ≡ iγ0γ1γ2γ3 (3.1)

and

Γ(6) ≡ iγ4γ5γ6γ7γ8γ9. (3.2)

Both Γ(4), Γ(6) are hermitian with eigenvalues ±1. For the rest we follow the conventions

of [14]. Denote the spinor ǫ as

ǫ = ǫL + iǫR. (3.3)

Here, ǫL is a Majorana spinor in ten dimensions. We can write

ǫL = u ⊗ χ + u∗ ⊗ χ∗, (3.4)

9



where ∗ denotes complex conjugation, and Γ(4)u = u, Γ(6)χ = −χ. The complex conjugate

spinors have opposite 4 and 6 dimensional helicity.

Since we are working on a T 6/Z2 orientifold, the spinor must be invariant with respect

to the Z2 symmetry. The Z2 action corresponds to ΩR456789(−1)FL , where R456789 stands

for a reflection in the six directions. This means that

ǫR = −γ4γ5γ6γ7γ8γ9ǫL. (3.5)

That is

iǫR = −Γ(6)ǫL = u ⊗ χ − u∗ ⊗ χ∗, (3.6)

which gives from (3.3)

ǫ = 2u ⊗ χ. (3.7)

So, the spinor consistent with the Z2 orientifolding symmetry is of Type B(ecker).

Now following [14] we are lead to the conditions

G(3)χ = 0, G(3)χ
∗ = 0, and G(3)γ

ı̄χ∗ = 0, (3.8)

where we have introduced complex coordinates such that

γ ı̄χ = 0. (3.9)

The first condition in (3.8) gives

(G(3))ijk = 0, (G(3))
j
ij = 0. (3.10)

The second that:

(G(3))ı̄j̄k̄ = 0, (G(3))
j̄
ı̄j̄

= 0, (3.11)

note the second condition in (3.11) kills off the (1, 2) terms of the kind J ∧ dz̄a. Finally

the third condition in (3.8) gives:

(G(3))ı̄̄l = 0 (3.12)

Putting all this together only primitive (2, 1) terms in G(3) survive. Primitivity means

that

J ∧ G(3) = 0. (3.13)

For a (2, 1) form this is equivalent to requiring that

gī(G(3))lī = 0. (3.14)

We turn next to analyzing the requirement that G(3) is of (2, 1) type and then discuss

the requirements imposed by primitivity in §3.4.
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3.2. G(3) of type (2,1)

Another way to phrase the condition that G(3) be of type (2,1) is that the (0,3), (3,0),

and (1,2) terms in G(3) must vanish. We saw above that the moduli space of complex

structures for T 6 can be parametrized by the period matrix τ ij . One can show that

∂τ ij Ω = kijΩ + χij , (3.15)

where χij , 1 ≤ i, j ≤ 3 are a complete set of (2, 1) forms. The condition that G(3) is of

(2, 1) type is then equivalent to requiring that

∫
G(3) ∧ Ω = 0

∫
Ḡ(3) ∧ Ω = 0

∫
G(3) ∧ χij = 0, 1 ≤ i, j ≤ 3.

(3.16)

A convenient way to impose the requirements (3.16), is by constructing the superpo-

tential

W =

∫
G(3) ∧ Ω. (3.17)

From (3.15) we find that

∂τ ijW = kijW +

∫
G ∧ χij . (3.18)

Similarly,

∂φW = −H ∧ Ω =
1

(φ − φ̄)

∫
(G(3) − Ḡ(3)) ∧ Ω (3.19)

Thus (3.16) is equivalent to demanding that

W = 0 (3.20a)

∂φW = 0 (3.20b)

∂τ ij W = 0 (3.20c)

3.3. The Superpotential and Equations for SUSY Vacua

Using (2.22) it follows that the superpotential (3.17), is:

1

(2π)2α′
W = (a0 − φc0) det τ − (aij − φcij)(cof τ)ij − (bij − φdij)τ

ij − (b0 − φd0). (3.21)
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We see from (3.21), that it depends on ten complex variables—φ and the nine compo-

nents of τ ij . But, equations (3.20) give rise to eleven equations in these variables. Thus,

generically all the equations (3.20a–c) cannot be met and supersymmetry is broken.

The explicit equations of motion that follow from (3.20) and (3.21) are

a0 det τ − aij(cofτ)ij − bijτ
ij − b0 = 0, (3.22a)

c0 det τ − cij(cofτ)ij − dijτ
ij − d0 = 0, (3.22b)

(a0 − φ c0)(cofτ)kl − (aij − φ cij)ǫikmǫjlnτmn − (bij − φ dij)δ
i
kδj

l = 0. (3.22c)

Here, the first equation comes from (3.20a) minus (3.20b), the second, from (3.20b), and

the third from (3.20c).6 The equations (3.22) are coupled non-linear equations in several

variables and are difficult to solve in full generality.

It might seem odd at first glance that all nine scalars parametrizing the complex struc-

ture can be fixed, even though, as was argued in section 2.3, only six of them correspond

to components of the metric and enter in the supergravity equations of motion. This hap-

pens because the requirements for N = 1 supersymmetric solutions are stronger than the

requirements which would follow from searching for generic solutions to the equations of

motion.

3.4. Primitivity

Once the complex structure is chosen such that G(3) is of (2, 1) type, (3.14), imposes

the requirement of primitivity. Note that in (3.14) the index l can take values {1, 2, 3}, so

primitivity gives rise to three complex equations or equivalently six real equations. The

space of Kähler forms is 9 dimensional to begin with so generically this will leave a three

dimensional moduli space of Kähler deformations7.

Equation (3.14) can be thought of as 6 linear equations in the 9 metric components

gī. Solving these is relatively straightforward. In contrast we saw above that requiring G

to be of type (2, 1) results in coupled non-linear equations which are considerably harder

6 In deriving the third equation, it is useful to note the relations det τ = 1
3
ǫikmǫjlnτ ijτklτmn,

and (cofτ)ij = 1
2
ǫikmǫjlnτklτmn

7 The surviving Kähler moduli have axionic partners which come from the C4 field, together

these give rise to three chiral superfields at low energies. The six Kähler moduli which get heavy

also have partners, these obtain a mass due to Chern-Simons couplings (2.1), (2.3).
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to work with. In practice, in the examples below, it will sometimes be easier to ensure

primitivity by directly imposing the condition (3.13) on the Kähler two-form.

It is worth making one more comment at this stage. We mentioned in section 2.1

that the equations of motion can be solved if G(3) is an imaginary self-dual three form.

This allows G(3) to be of three types: primitive (2, 1), (0, 3), or (1, 2) of the kind J ∧ dz̄a.

We also saw in section 2.2 that in all these cases, the scalar potential for the moduli was

minimized and equal to zero. Supersymmetry on the other hand is preserved if G(3) is

purely a primitive (2, 1) form. Thus for choices of complex structure and Kähler class

where G(3) has (0, 3) or (1, 2) terms, some auxilary F or D term must get a vev. However,

since the potential continues to vanish in these cases, these F - and D-terms cannot be

present in the scalar potential. Part of this discussion is already familiar from the study of

a generic Calabi Yau manifold [5]. If G(3) has a (0, 3) term the F-component of the volume

modulus gets a vacuum expectation value, however this F-component does not enter the

potential because of the no-scale structure of the four-dimensional supergravity theory.

Similarly when (1, 2) terms are present auxiliary D-terms must acquire expectation values

in general. The absence of these terms in the potential can probably best be understood

in the context of the underlying N = 4 supersymmetry present in the T 6/Z2 case. We

leave a more systematic analysis of the low-energy supergravity theory along the lines of

[22,23,20] for future work; such analyses for the case of generic Calabi-Yau threefolds with

fluxes have appeared in e.g. [2,24,25].

4. Some Supersymmetric Solutions

The equations which determine the value of the moduli are dificult to solve in gen-

eral. The main challenge are the coupled non-linear equations (3.22) which determine the

complex structure of the torus.

We do not solve these equations in their full generality below. Instead in section

4.1 we discuss some examples, where the fluxes take simple values that allow for analytic

solutions. Already these simpler cases are quite interesting. As we will see, in many cases,

stable minima exist where all the complex structure moduli and some of the Kähler moduli

are stabilized. Section 4.2 deals with the inverse problem: we start with some values for

the moduli and ask for fluxes which stabilize the moduli at these values consistent with

supersymmetry. The inverse problem is sometimes easier to solve. The solutions in section

4.1 have N = 1 supersymmetry. With a few possible exceptions this should be true of the
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vacua in section 4.2 as well. Section 4.3 analyses some additional cases where the fluxes lead

to tractable solutions. These examples turn out to have N = 3 supersymmetry. Finally,

some comments related to obtaining a general supersymmetric solution are in section 4.4.

Not all of the solutions studied in this section are physically distinct. Section 5

discusses how solutions related by SL(2,Z)×SL(6,Z) transformations should be identified.

Starting with some of solutions found in this section, other physically distinct solutions can

be obtained by rescaling the fluxes, or carrying out GL(2,Z)× GL(6,Z) transformations.

This is illustrated in some examples here and discussed more fully in section 6.

One final comment before turning to examples. One would like to know if the analysis

of N = 1 supersymmetric vacua in this section, receives significant α′ and gs corrections.

We have not discussed an explicit N = 1 superspace description of the the low-energy

effective theory in the presence of fluxes in this paper. But it is clear that such a description

would involve both a superpotential (3.17), and D-terms 8. The superpotential must be

exact in the α′ expansion since the partner of volume modulus is an axion which cannot

occur in the α′ (or string loop) corrections to the superpotential. Quite plausibly, in this

case, this is true of the D terms as well, since they are related by the underlying N = 4

symmetry to the F -terms. The dilaton in the examples below is typically stabilized at a

value of order one. One can be hopeful that the resulting gs corrections (e.g. to the Kähler

potential of the low-energy field theory) do not qualitatively alter our conclusions, at least

in some of the examples studied here.

4.1. Example 1: Fluxes proportional to the identity

We begin by studying the case where,

(aij , bij, c
ij , dij) = (a, b, c, d) δij, (4.1)

that is all the flux matrices are diagonal and proportional to the identity.

The equations determining the complex structure, (3.22) will be considered first, fol-

lowed by the conditions for primitivity.

With the flux matrices of the form (4.1), it is easy to see from (3.22), that the period

matrix must be diagonal,

τ ij = τδij . (4.2)

8 These play a role in ensuring primitivity of G(3) for example.
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(In fact this is more generally true if the flux matrices are all diagonal).

The equations of motion (3.22) then take the form

P1(τ) ≡ a0τ3 − 3aτ2 − 3bτ − b0 = 0, (4.3)

P2(τ) ≡ c0τ3 − 3cτ2 − 3dτ − d0 = 0, (4.4)

(a0 − φ c0)τ2 − 2(a − φ c)τ − (b − φ d) = 0. (4.5)

We are only interested in solutions in which τ is complex (since solutions with Im(τ) = 0

lie at boundaries of the moduli space). It is straightforward to show that in this case9,

P1(τ) = (fτ + g)P (τ), P2(τ) = (hτ + k)P (τ), (4.6a)

for some

P (τ) = lτ2 + mτ + n, f, g, h, k, l, m, n ∈ Z. (4.6b)

Thus, τ is a root of P (τ) and φ is determined from equation (4.5). Note that not every

septuple (f, g, h, k, l, m, n) corresponds to integral flux. From the relations

fm + gl = −3a,

fn + gm = −3b,

hm + kl = −3c,

hn + km = −3d,
(4.7)

we have consistency conditions modulo 3.

The D3-brane charge of the flux in this solution is given by

Nflux =
1

(2π)4(α′)2

∫
H(3) ∧ F(3) =

(
b0c

0 − a0d0

)
+ 3(bc − ad)

= −1

3
(fk − gh)(m2 − 4ln),

(4.8)

9 P1 and P2 are cubic polynomials with real coefficients, that share a common complex root, τ .

Therefore, τ̄ is also a root, and the two equations share a common quadratic factor. This common

factor is proportional to P = c0P1−a0P2, which has integer coefficients. Since P1 and P2 also have

integer coefficients, it follows that P1/P and P2/P are each binomials with rational coefficients.

But, a polynomial with integer coefficients that factorizes over the rationals also factorizes over

the integers.
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which has the property that it is always 0 (mod3).10 One can also show that the result

(4.8) is explicitly positive in our conventions.11

In summary, starting with fluxes of the form (4.1), the neccessary and sufficient condi-

tion for a non-singular solution, is the existence of integers (f, g, h, k, l, m, n) which satisfy

the conditions, (4.7), and which give rise to nonzero three brane charge, (4.8).

In practice, determining polynomials of the form (4.6), by direct scrutiny is often

easier than finding appropriate septuples (f, g, h, k, l, m, n).

As a concrete example, consider the case

P1(τ) ≡ τ3 − 1 = 0 (4.9)

P2(τ) ≡ τ3 + 3τ2 + 3τ + 2 = 0 (4.10)

Both polynomials share a common factor P (τ) = τ2 + τ + 1 and can be expressed as:

P1 ≡ (τ − 1)P (τ) = 0 (4.11)

P2 ≡ (τ + 2)P (τ) = 0. (4.12)

Solving P (τ) = 0 with the condition Im(τ) > 0, gives

τ = e
2πi
3 . (4.13)

φ is obtained from (4.5), and given by

φ = τ = e
2πi
3 . (4.14)

We see that the moduli are fixed at a very symmetric point. Since the period matrix

is diagonal, the torus factorizes as T 6 ≡ T 2 × T 2 × T 2 with respect to complex structure.

In fact, when viewed in F-theory, this factorization becomes T 8 ≡ T 2 × T 2 × T 2 × T 2.

Since the eigenvalues of the period matrix are all equal to one another, and to value of the

dilaton-axion, all the four 2-tori have the same modular parameter.

10 To see this, note that (4.7) can be written as ( f

h

g

k
)(m

l

n

m
) = −3( a

c

b

d
). Since (m

l

n

m
) ≡

( m

−2l

−2n

m
) (mod 3), this means that ( f

h

g

k
)( m

−2l

−2n

m
) ≡ 0 (mod 3). Taking the determinant of both

sides then gives (fk − gh)(m2
− 4ln) ≡ 0 (mod 9).

11 Our conventions are Imτ, Imφ > 0. One can show that the factor (fk− gh) in (4.8) satisfies

sign(fk − gh) = sign(Imφ/Imτ). Therefore it is positive. The other factor, (m2
− 4ln), is the

discriminant of P (τ). It is negative since the roots are complex.
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From (4.11), (4.12), we see that the septuple

(f, g, h, k, l, m, n) = (1,−1, 1, 2, 1, 1, 1). (4.15)

Also from (4.9), (4.10), and (4.3), (4.4), we see that the integers

(a0, a, b, b0) = (1, 0, 0, 1) (c0, c, d, d0) = (1,−1,−1,−2) (4.16)

Either way, we find that the three-brane charge carried by the flux is given by

Nflux =
1

(2π)4(α′)2

∫
H(3) ∧ F(3) = 3. (4.17)

Notice that most of the non-zero fluxes in (4.16) are odd integer. We discussed in

Section 2.1 why consistency on the T 6/Z2 orientifold requires additional discrete flux to

be turned on when odd integer flux is present.

To avoid this complication we can simply choose the fluxes to be twice the values

indicated in (4.16). That is

(a0, a, b, b0) = (2, 0, 0, 2) (c0, c, d, d0) = (2,−2,−2,−4), (4.18)

and,

(f, g, h, k, l, m, n) = (2,−2, 2, 4, 1, 1, 1). (4.19)

No discrete flux in needed now. Since doubling all fluxes simply rescales the superpotential

by an overall factor, the equations determining the moduli (3.22), remain the same and

therefore the solutions for the moduli are still given by (4.13), (4.14).

From (4.8), we see that after doubling the fluxes

Nflux = 12. (4.20)

Eq. (2.6), now implies that for a consistent solution we need to add ten wandering branes

in addition, i.e., ND3 = 10.

This completes our discussion of how the complex structure moduli are determined,

in this case. To complete our analysis we must next impose the requirement that the three

flux G(3) is primitive. Before doing so though, let us pause to make two comments.
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First, other closely related examples can be obtained by starting with the fluxes (4.16),

and doing other rescalings. For example, one can double the H(3) flux while increasing the

F(3) flux by a factor of four so that the resulting values for the fluxes are:

(a0, a, b, b0) = (4, 0, 0, 4) (c0, c, d, d0) = (2,−2,−2,−4). (4.21)

Now, it is straightforward to see from (4.3), (4.4), that the resulting value for τ , φ, are:

τ = e
2πi
3 , φ = 2e

2πi
3 . (4.22)

The resulting contribution to three brane charge is given by:

Nflux = 24, (4.23)

so that the ND3 = 4. The rescalings discussed in (4.21), illustrate a more general feature

which will be dealt with in more generality in section 6: given a solution, additional ones

can be obtained by carrying out GL(6,Z) × GL(2,Z) transformations on the fluxes and

the moduli, provided the resulting contribution to D3-brane charge is within bounds.

Second, one would like to know whether there are other solutions with fluxes of the

form, (4.1), which are not related to those discussed above by GL(6,Z)×GL(2,Z) trans-

formations or rescalings. While we do not give all the details here, it is straightforward

to tabulate all choices of fluxes (or equivalently choices of the septuple (f, g, h, k, l, m, n))

which meet the requirements for the existence of N = 1 supersymmetric solutions. In

all these cases one finds that the resulting values for the moduli are related to (4.13),

(4.14), by a rescaling or GL(6,Z) × GL(2,Z) transformations. We have not studied the

corresponding fluxes exhaustively, but in several cases they too are related to (4.16), by

the same rescaling or GL(6,Z) × GL(2,Z) transformation.

Primitivity

We must also verify that (at least on some subspace of the Kähler moduli space), the

G(3) flux found from the superpotential above is primitive. We will go through this for

the flux in Example 1. A similar analysis (without substantially more complexity) would

apply to our other examples.
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In the case at hand, the flux takes the form (4.1). More explicitly,

F = a0dx1 ∧ dx2 ∧ dx3 + a
(
dx1 ∧ dx2 ∧ dy3 + cyc. perms of 123

)
,

− b
(
dx1 ∧ dy2 ∧ dy3 + cyc. perms of 123

)
+ b0dy1 ∧ dy2 ∧ dy3,

H = c0dx1 ∧ dx2 ∧ dx3 + c
(
dx1 ∧ dx2 ∧ dy3 + cyc. perms of 123

)
,

− d
(
dx1 ∧ dy2 ∧ dy3 + cyc. perms of 123

)
+ d0dy1 ∧ dy2 ∧ dy3.

(4.24)

In the present example, it is convenient to impose the requirement of primitivity in

the form of (3.13),

J ∧ G(3) = 0. (4.25)

We are interested in the subspace of Kähler forms for which this requirement is met.

Take J to be of the form

J =

3∑

a=1

r2
a dza ∧ dz̄a ∼

3∑

a=1

ir2
a dxa ∧ dya (4.26)

where the second expression uses the fact that the complex structure τ of all the three T 2s,

as given in (4.13), are equal. Now, notice that each term in F and H as given in (4.24)

contains no repeat superscripts: one either chooses dxa or dya for each of a = 1, 2, 3, and

then wedges the three one-forms together. But the Kähler form in (4.26) contains a sum of

two-forms, each of which looks like dxa ∧ dya. The wedge product of each such term with

G(3) will clearly vanish, because it hits either another dxa or another dya in each term in

F and H. Therefore, J ∧ G(3) = 0 for the most general J of the form (4.26).

Is there a larger subspace of Kähler moduli space that preserves the primitivity? Since

G is of type (2,1) and J is a (1,1) form, J∧G is a (3,2) form. There are three nontrivial (3,2)

forms on the T 6, so we expect that requiring J ∧G = 0 will yield three nontrivial complex

equations. The space of Kähler forms has real dimension 9, so generically we expect only

a three-dimensional subspace of the Kähler moduli space (suitably complexified by the

addition of axions in the relevant chiral multiplets) to parametrize flat directions of this

N = 1 theory. However, in the case at hand, the G(3) flux is particularly simple and

non-generic, and the number of flat directions parametrized by Kähler moduli is 6 instead

of 3. One can see the three “extra” flat directions by inspection. For instance, consider

the two-form

ω ∼ i(dx1 ∧ dy2 + dx2 ∧ dy1) (4.27)
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One can easily check from (4.24) that ω ∧ G = 0. Further, since the complex structure of

all three T 2’s is the same, it is easy to check that

ω ∼ dz1 ∧ dz̄2 + dz2 ∧ dz̄1, (4.28)

so that ω is of type (1, 1). Analogous perturbations with {1, 2} replaced by {1, 3} and

{2, 3} similarly maintain the primitivity of G(3). So the N = 1 vacua persist along a

six-dimensional slice of the Kähler moduli space.

One final comment is in order. Our analysis has ensured that the solutions discussed

above have at least N = 1 supersymmetry, but it does not preclude the possibility of

enhanced supersymmetry. A simple check is the following: enhanced supersymmetry re-

quires that additional choices of complex structure are possible, in which G(3) is still of

the kind (2, 1) (and primitive). N = 2 and N = 3 require one and two additional choices

of complex structure respectively. In the solutions above, with T 6 ≡ T 2 × T 2 × T 2, there

is a complete permutation symmetry among the three two-tori. This ensures that, upto

an overall constant, G(3) must have the form,

G(3) ∼ (dz1 ∧ dz2 ∧ dz̄3 + dz2 ∧ dz3 ∧ dz̄1 + dz3 ∧ dz1 ∧ dz̄2). (4.29)

Other choices of complex structure can be made, by taking zi → z̄i for some or all of

the three T 2’s, but none of them preserve the (2, 1) nature of G(3). So we see that these

examples have only N = 1 supersymmetry. A detailed examination of the conditions for

N = 2 supersymmetry is presented in Section 7, and some more comments on this matter

can be found there.

4.2. The inverse problem: fluxes from moduli

In the previous section we started with some fluxes and asked what are the resulting

values for moduli in an N = 1 susy vacuum. In this section we address the inverse problem,

namely: start with some values for the moduli and ask if there are fluxes which can be

turned on such that the resulting potential stabilizes the moduli at the values we begin

with, while preserving N = 1 susy. The inverse problem is sometimes easier to solve and

helpful in understanding the full set of consistent vacuua.

Our discussion will not be exhaustive. Instead we will consider one illustrative case.

In section 4.1 we started with flux matrices which were all proportional to the identity
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(4.1), then argued that the period matrix must be a multiple of the identity. Here, we

start by fixing the period matrix to be a multiple of the identity:

τ ij = diag(τ, τ, τ), (4.30)

then ask what values of the fluxes can yield such a solution while preserving N = 1

supersymmetry. Our notation in this section will be chosen to be consistent with Section

4.1.

We begin by writing

aij = aδij + ãij , tr ã = 0, (4.31)

with similar relations for b, c, d. Equations (3.22a) and (3.22b) then become

a0τ3 − 3aτ2 − 3bτ − b0 = 0, (4.32)

c0τ3 − 3cτ2 − 3dτ − d0 = 0, (4.33)

and ∂τ ijW = 0 becomes

(a0 − φ c0)τ2 − 2(a − φ c)τ − (b − φ d) = 0,

(ãji − φ c̃ji)τ − (b̃ij − φ d̃ij) = 0.
(4.34)

Eq. (4.34) arises by taking the trace and traceless parts of the third equation in (3.22). It

can be be summarized as

φ =
a0τ2 − 2aτ − b

c0τ2 − 2cτ − d
=

ãjiτ − b̃ij

c̃jiτ − d̃ij

. (4.35)

In the notation of (4.3), (4.4), and (4.6), the first expression for φ in (4.35) is

P1(τ)

P2(τ)
=

(
(fτ + g)P (τ)

)′
(
(hτ + k)P (τ)

)′ , (4.36)

where a prime denotes differentiation with respect to τ . At P (τ) = 0, this reduces to

(fτ + g)/(hτ + k) and (4.35) becomes

φ =
fτ + g

hτ + k
=

ãjiτ − b̃ij

c̃jiτ − d̃ij

. (4.37)
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So, given a solution with aij , bij, c
ij, dij proportional to the identity, we can generate a

new solution with the same τ by, for example, turning on

ãji = fnij, b̃ji = −gnij , c̃ij = hnij , d̃ij = −knij , (4.38)

with nij an arbitrary traceless integer-valued matrix. This is still not the most general solu-

tion. For each i, j, equation (4.37) is two real equations in the four integers ãji, b̃ij, c̃
ji, d̃ij,

for which we have found a Z’s worth of solutions parametrized by nij ∈ Z. More com-

plicated solutions will fill out a Z2’s worth for each i, j. In addition, the requirement

that, for example, a and ãij each be integer valued is too strict. We really only require

aδij + ãij = aij to be integer valued, and similarly for b, c, d.

Finally, the D3-brane charge from flux in this solution can be shown to generalize

from (4.8) to

Nflux =
1

(2π)4(α′)2

∫
H(3) ∧ F(3) = −1

3

(
1 +

1

3

∑

ij

nij
2
)
(fk − gh)(m2 − 4ln). (4.39)

As a concrete example consider starting with the values:

(a0, a, b, b0) = (2, 0, 0, 2), (c0, c, d, d0) = (2,−2,−2, 4), (4.40)

which were considered in (4.18), of section 4.1. In this case,

(f, g, h, k, l, m, n) = (2,−2, 2, 4, 1, 1, 1). (4.41)

Since (4.32) and (4.33), are the same as (4.3)and (4.4), τ is given by (4.13). Also, since

the first equation in (4.34), is the same as (4.5), φ is given by (4.14).

The D3-brane charge is given by, (4.39),

Nflux = 12 + 4
∑

ij

n2
ij . (4.42)

Now it is easy to find many non-diagonal matrices where
∑

ij n2
ij = 1, 2, 3, 4, 5. Each

of them gives a consistent solution, with Nflux taking values, Nflux = 12, 16, 20, 24, 28, 32

respectively. Also, we should point out that since, (f, g, h, k) are even (4.41), the resulting

values of ãij , b̃ij, c̃
ij , d̃ij are all even as well, (4.38), and thus all the fluxes are even.

One last comment. We argued towards the end of the previous section 4.1 that the

examples discussed in it had N = 1 supersymmetry, and no more. The examples in

this section are closely related to those in section 4.1, and we expect that they too will

generically have only N = 1 supersymmetry.
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4.3. More general fluxes

Section 4.1, discussed the case where the flux matrices (aij , bij, c
ij , dij) are propor-

tional to the identity matrix. Here we would like to consider flux matrices which are

diagonal but with unequal eigenvalues. In these cases one can still argue that the period

matrix is diagonal, τ ij = diag(τ1, τ2, τ3). As viewed from F-theory then, the resulting

compactification is a product of four two-tori, but the modular parameters are in general

unequal. Unfortunately, solving the equations for the most general set of diagonal flux

matrices is a difficult task.

To proceed we need to place additional restrictions on the flux matrices. Let us begin

by considering fluxes of the form:

aij = diag(a1, a2, a2),

bij = diag(b1, b2, b2),

cij = diag(a0, c, c),

dij = −diag(d1, a2, a2),

d0 = −b1

(4.43)

Setting τ ij = diag(τ1, τ2, τ3), the superpotential (3.21), is now given by

W = − c0φτ1τ2τ3 + a0(τ1 + φ)τ2τ3 + c(τ2 + τ3)φτ1

− a1τ2τ3 − d1φτ1 − a2(τ1 + φ)(τ2 + τ3)

− b1(φ + τ1) − b2(τ2 + τ3) − b0

(4.44)

One can see that the superpotential is symmetric between φ ↔ τ1 and τ2 ↔ τ3. Thus, for

the restricted choice, (4.43), one can consistently seek solutions where the four modular

parameters take at most two distinct values.

We now turn to describing two examples where additional restrictions lead to tractable

solutions.

Example 2

In the first example, we set all trilinear and linear terms in the superpotential, (4.44),

to be zero, i.e.,

a0 = c = b1 = b2 = 0. (4.45)

In this case the superpotential takes the form

W = −c0φτ1τ2τ3 − a1τ2τ3 − d1φτ1 − a2(τ1 + φ)(τ2 + τ3) − b0. (4.46)
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Setting ∂φW = 0, ∂τi
W = 0 shows that

τ1 = φ, τ2 = τ3, (4.47)

(as expected) and in addtion leads to two equations:

−c0τ1τ
2
2 − d1τ1 − 2a2τ2 = 0, (4.48)

−c0τ2
1 τ2 − a1τ2 − 2a2τ1 = 0, (4.49)

where in both equations we have substituted for φ, τ3, using (4.47).

These lead to the relation,

τ2
2 =

d1

a1
τ2
1 , (4.50)

i.e.,

τ2 = ±
√

d1

a1
τ1. (4.51)

Substituting in (4.48) gives

τ1 = i

√
a1

d1c0

(
d1 ± 2a2

√
d1

a1

)1/2

. (4.52)

Setting W = 0 then leads to a condition determining b0 in terms of the other flux integers,

b0 =
a1

d1c0

(
d1 ± 2a2

√
d1

a1

)2

. (4.53)

Finally, the contribution to the three brane charge is then given by

Nflux = 2a1d1 + 6a2
2 ± 4a2

√
a1d1. (4.54)

To find a consistent non-singular solution we need to choose integers c0, a1, d1 and a2

such that τ1, τ2 are complex, b0 is an integer, and the total flux Nflux is within bounds.

One solution to these conditions is obtained by taking

(a1, d1, a2, c
0) = (1, 1,−1,−1), (4.55)

and choosing the positive sign in (4.51), so that

τ2 = +

√
d1

a1
τ1 = τ1. (4.56)
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Then from (4.52), we find

τ1 = i (4.57)

and from (4.54),

Nflux = 4. (4.58)

Also, from (4.53), b0 = −1 and is indeed an integer.

Notice that the integers (4.55) are odd. As in example 1, Section 4.1, to avoid com-

plications related to adding discrete flux we can obtain a consistent solution by doubling

all the fluxes so that

(a1, d1, a2, c
0, b0) = (2, 2,−2,−2,−2). (4.59)

The modular parameters are unchanged and given by (4.57), (4.56), (4.47). The total flux

is

Nflux = 16, (4.60)

which means 8 dynamical D3-branes need to be added for a consistent solution.

It turns out that the solution above has N = 3 supersymmetry. Vacua with N = 3 are

analysed in generality in the recent paper [15]. The possibility of N = 3 supersymmetry

was also mentioned in [4]. The solution above is in fact a special case of the examples

found in [15]. To see that it has N = 3 supersymmetry, we note that with the flux (4.59)

and the moduli, φ = τ i = i, G(3) takes the form

1

(2π)2α′
G(3) = 2idz̄1 ∧ dz2 ∧ dz3. (4.61)

It then follows that two additional complex structures in which G(3) is still of type (2,1)

can be defined by taking the complex coordinates on the three T 2’s to be (w1, w2, w3) =

(z̄1, z̄2, z3) or (w1, w2, w3) = (z̄1, z2, z̄3). Thus, as per the general discussion in [15](see

also section 4.1 above), the solution has N = 3 supersymmetry.

Let us also add that additional solutions can be obtained by starting with the (4.55),

(4.56), (4.57), and doing GL(6,Z)×GL(2,Z) transformations. In particular one can obtain

a solution in which Nflux = 32, as will be discussed in more detail in the examples of section

6.

Example 3
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In the next example we again start with flux matrices and superpotential of the form

(4.43), (4.44), respectively, but now set the following additional restrictions on the fluxes:

c0 = 0, c = −a0, a2 = 0, d1 = −a1, b2 = −b1. (4.62)

The superpotential (4.44) then takes the form

W = + a0(τ1 + φ)τ2τ3 − a0(τ2 + τ3)φτ1

− a1τ2τ3 + a1φτ1

− b1(φ + τ1) + b1(τ2 + τ3) − b0.

(4.63)

Solving the equations ∂φW = 0, ∂τi
W = 0, it is easy to see that

τ1 = φ = τ2 = τ3 ≡ τ, (4.64)

with τ given by

τ =
a1 ±

√
a2
1 − 4a0b1

2a0
, (4.65)

is a solution. Setting W = 0 yields the condition that

b0 = 0. (4.66)

Finally the D3-brane charge contribution is

Nflux = 4b1a
0 − a2

1. (4.67)

Consistent solutions can be found by taking

a0 = 2, b1 = 2, a1 = 2. (4.68)

This yields

τ =
1 ± i

√
3

2
(4.69)

and

Nflux = 12. (4.70)

Alternatively, one can take

a0 = 2, b1 = 4, a1 = 2. (4.71)
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In this case,

τ =
1 ± i

√
7

2
(4.72)

and

Nflux = 28. (4.73)

Note that unlike Example 2 above, the two-tori in (4.69) and (4.72) are not square.

Once again, doing general rescalings and GL(6,Z) × GL(2,Z) transformations leads

to additional solutions in each of these cases.

As in the previous example, the solutions discussed here have N = 3 supersymmetry

as well. This follows by the same argument as in the previous example, after noting that

in both the cases (4.68) and (4.71), G(3) can be expressed as

1

(2π)2α′
G(3) = a0(dz̄1 ∧ dz2 ∧ dz3). (4.74)

4.4. Toward a general supersymmetric solution

Solving the supersymmetric equations of motion (3.22) without any simplifying as-

sumptions is a difficult task. However, a couple of observations can make the task easier.

First, note that it is possible to re-write equation (3.22) as
(

cof

(
τ − 1

A0
A

))

ij

=
1

A02 (cofA)ij +
1

A0
Bij . (4.75)

This determines τ ij in terms of the flux matrices and the dilaton φ, since if cof x = y,

then x = cofy/
√

det y.

Next, we note that one can actually eliminate the τ ij from the W = 0 and ∂τ ijW = 0

equations to obtain a quartic equation for φ. The quartic is derived in Appendix B, and

takes the form

(det A)B0 − (detB)A0 + (cofA)ij(cofB)ij + 1
4(A0B0 + AijBij)

2 = 0, (4.76)

where A0 = a0−φc0, Aij = aij−φcij , and B0, Bij are defined similarly. A quartic equation

is soluble, so one can solve (4.76) for the allowed values of φ.

This leaves only the equation ∂φW = 0, which upon substitution for φ and τ ij gives

one nonlinear equation in integers. The integer equation is a consistency condition that

determines whether the choice of flux can lead to a supersymmetric solution. The hard part

is solving this equation. An additional complication is that for each solution to the integer

equation, one must determine all consistent configurations of exotic orientifold planes (as

described in [15]), if one is to find all supersymmetric solutions.
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5. Distinctness of solutions

Not all solutions with different values of φ or τ ij are physically distinct. There is an

SL(2,Z) symmetry that relates equivalent values of the dilaton-axion, and an SL(6,Z)

symmetry that relates equivalent values of the period matrix τ ij .

5.1. SL(2,Z) equivalence

The type IIB supergravity action (2.1) is invariant under the SL(2,R) symmetry,

(
F(3)

H(3)

)
→
(

F ′

(3)

H ′

(3)

)
= m

(
F(3)

H(3)

)
,

φ → φ′ =
aφ + b

cφ + d
, m =

(
a b
c d

)
∈ SL(2,R).

(5.1)

Under this symmetry, the complex 3-form flux transforms as

G(3) → G′

(3) = F ′

(3) − φ′H ′

(3), (5.2)

which one can check is equivalent to

G(3) → G′

(3) =
G(3)

cφ + d
. (5.3)

At the quantum level, only an SL(2,Z) ⊂ SL(2,R) survives. Solutions that differ only by

SL(2,Z) transformations are equivalent. It is therefore customary to take φ to be in the

fundamental domain F , of the upper half plane modulo PSL(2,Z):

F =
{
φ ∈ C

∣∣ Imφ > 0,−1
2 ≤ Reφ ≤ 1

2 , |φ| ≥ 1
}
. (5.4)

The examples were not chosen in such a way that the solutions would necessarily give

φ ∈ F . However it is a simple matter to transform them to the fundamental domain using

(5.1), where now (
a b
c d

)
∈ SL(2,Z). (5.5)

28



5.2. SL(6,Z) equivalence

Following [26], let

BC3 =
(
e(1), e(2), e(3)

)
(5.6)

denote a basis of C3, and consider a T 6 in which the lattice basis is

BT 6 =
(
e(1), e(2), e(3), e(i)τ

i
1, e(i)τ

i
2, e(i)τ

i
3

)
(5.7a)

= BC3 Λ, Λ =
(
1, τ
)
. (5.7b)

Under a change of lattice basis,

BT 6 → B′

T 6 = BT 6M, M ∈ SL(6,Z), (5.8)

so

Λ → Λ′′ = ΛM, M ∈ SL(6,Z). (5.9)

The change of lattice basis does not produce Λ′′ in the standard form (1, ∗). However,

under a change of C3 basis,

Λ′′ → Λ′ = NΛ′′ = NΛM, N ∈ GL(3,C). (5.10)

We can choose N = N(M, τ), so that Λ′ is in standard form,

Λ′ = NΛM =
(
1, τ ′

)
. (5.11)

Two period matrices τ and τ ′ related by (5.7b) and (5.11), are equivalent. Also, under

an SL(6,Z) coordinate transformation M , the fluxes F(3), H(3), (when regarded as three-

forms) must stay the same 12. This means that two solutions with period matrices τ and

τ ′ related by (5.7b) and (5.11), and which are otherwise identical, are equivalent.

We should make one more comment before turning to an example. In Section 7 we

discuss solutions which break supersymmetry. The analysis above, identifying solutions

related by SL(2,Z)× SL(6,Z) transformations, applies to these cases as well.

12 Under the SL(6,Z) transformation, (5.8), the two coordinate systems are related as:

M

(
x′

i

y′

i

)
=

(
xi

yi

)
. (5.12)

The transformation of (F(3))ijk, (H(3))ijk then follow by requiring that the three forms, F(3), H(3)

stay invariant.
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5.3. Example

To illustrate the equivalences, consider Example 1 from Section 4. Suppose instead of

choosing the two polynomials (4.9), (4.10), we made the following choices:

P1(τ) ≡ −(τ3 + 1) = 0, (5.13)

P2(τ) ≡ 2τ3 − 3τ2 + 3τ − 1 = 0. (5.14)

These two polynomials have a common factor P (τ) = τ2 − τ + 1, and the corresponding

values of integers are

((a0)′, a′, b′, b′0) = (−1, 0, 0, 1) ((c0)′, c′, d′, d′
0) = (2, 1,−1, 1), (5.15)

where the prime superscripts are being used to distinguish the present case from Example 1,

in Section 4. Solving P (τ) = 0 and choosing the solution with Im(τ ′) > 0 gives

τ ′ = e
iπ
3 . (5.16)

Also, solving (4.5) with (5.15) gives φ′ = e
i2π
3 . Finally the total three brane charge in this

case is Nflux = 3, as follows from (4.8), (5.15).

This solution is in fact related to the one corresponding to flux, (4.16), by an SL(6,Z)

transformation.

The SL(6, Z) transformation has the form, S ⊗ S ⊗ S where, each S ∈ SL(2,Z), acts

on the one of the three T 2’s as:

S : τ → −1

τ
. (5.17)

To see this we note first that under (5.17), the modular parameter τ ′ = e
iπ
3 → e

2πi
3 , which

agrees with (4.13). Second, one can show that the corresponding matrix M , in (5.12),

acting on the coordinates of each T 2 has the form M =

(
0 1
−1 0

)
. From this it follows

that in order to be related by the same SL(6,Z) transformation, the flux integers, (4.16),

(5.15), must satisfy the conditions:

((a0)′, a′, b′, b′0) = (−b0,−b, a, a0), (5.18)

((c0)′, c′, d′, d′
0) = (−d0,−d, c, c0). (5.19)

Comparing, (4.16), and (5.15), we see that these conditions are in fact true. Finally, the

two solutions have the same value for the dilaton and agree in the value for Nflux. Thus,

as per our general discussion above, they are identical.
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6. New Solutions using GL(2,Z) × GL(6,Z) Transformations

In various examples of Section 4 we have seen that starting with a given solution,

additional ones can be generated by appropriately rescaling the fluxes. Here we discuss this

in more generality and show how additional solutions can be obtained by using GL(2,Z)×
GL(6,Z) transformations. The resulting solutions are physically distinct in general, with

a different flux contribution to three brane charge. Solving the tadpole condition (2.6)

without anti-branes requires that the value of Nflux for the new solutions is ≤ 32, and that

the required number of wandering D3-branes are added in each case.

The general discussion in this section is applied to some examples at the end. These

illustrate that starting with a diagonal period matrix physically distinct solutions can

be obtained with a non-diagonal period matrix using the GL(Z) transformations. The

examples also yield solutions where all the three brane charge is cancelled by fluxes alone,

leaving in one instance, four flat directions in Kähler moduli space. These solutions are of

the kind mentioned in the introduction and are good illustrations of the reduced number

of moduli that survive once fluxes are turned on.

6.1. GL(2,Z) Transformations

Consider a solution to the N = 1 susy equations which has flux, F(3),H(3), and moduli

fixed at values φ,τ ij . Now transform the fluxes as follows:

(
F(3)

H(3)

)
→
(

F ′

(3)

H ′

(3)

)
= m

(
F(3)

H(3)

)
, (6.1)

where the matrix m ∈ GL(2,Z)13.

One can show that a solution to the the supersymmetry conditions for the new fluxes

is obtained by taking the moduli to be at the values

φ′ =
aφ + b

cφ + d
, (τ ij)′ = τ ij . (6.2)

To see this note that under the transformation (6.1),

G(3) → G′

(3) = det(m)
G(3)

cφ + d
. (6.3)

13 By this we mean that m =

(
a b

c d

)
where a, b, c, d ∈ Z. In particular det(m) need not be 1.
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The resulting superpotential, (3.17), transforms to

W → W ′[φ′, τ ] =

∫
Ω ∧ G′

(3) = det(m)
W [φ, τ ]

cφ + d
. (6.4)

where the dependence of the superpotential on the moduli has been explicitly indicated

above.

It now follows that if W satisfied the supersymmetry equations, (3.20), when the

moduli take values φ, τ ij , then W ′ will also meet the susy eqautions for the transformed

values, (6.2).

Finally, note that under the transformation of the fluxes, (6.1), the flux contribution

to three brane charge becames

Nflux → N ′
flux = det(m)Nflux. (6.5)

Starting with a solution, where Nflux > 0 we are therefore restricted to GL(2,Z) transfor-

mations with det(m) > 0. Also as mentioned above, we need to ensure that N ′
flux ≤ 32,

(2.6).

6.2. GL(6,Z) Transformations

Our starting point is once again a N = 1 susy preserving solution with flux, F(3), H(3)

and moduli fixed at values φ, τ ij . But this time we consider transforming the flux by a

GL(6,Z) transformation. The transformation can be described explicitly as follows. We

fix a basis of one forms (dxi, dyi) as in section 2.4. The components of F(3) in this basis

then transform as

(F(3))abc → (F ′

(3))abc = (F(3))defMd
aM e

b Mf
c , (6.6)

and similarly for H(3). As a result the components of G(3) in this basis also then transform

under GL(6,Z) as :

(G(3))abc → (G′

(3))abc = (G(3))defMd
aM e

b Mf
c . (6.7)

In (6.6), (6.7), Ma
b are the elements of a matrix, M ∈ GL(6,Z).

We will see that the new fluxes lead to the moduli being stabilized at values φ′, τ ′

where φ′ = φ and

(1, τ ′) = N(1, τ)M. (6.8)
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In (6.8), M is the same matrix that appears in (6.7), and N ∈ GL(3, C) is a matrix that

is chosen so that the left hand side has the form (1, ∗). In Appendix C, we show that the

superpotential for the transformed flux, (6.7), is related to the original superpotential by

W ′[τ ′, φ] = det(N) det(M)W [τ, φ] (6.9)

where τ ′, τ are related as in (6.8). It then follows that if τ, φ solve the supersymmetry

equations (3.20) for the original fluxes, τ ′, φ′ are the solutions for the transformed fluxes.

Let us also note that under the transformation (6.7), the contribution to the three

brane charge for the new flux is given by

Nflux → N ′
flux = det(M)Nflux. (6.10)

Once again we must ensure that the resulting value of three brane charge meets the con-

sistency checks.

Two more comments are worth making at this stage. First, suppose the solution one

began with had a diagonal period matrix τ . Then it is possible by an appropriate choice of

the matrix M to obtain other solutions where the resulting period matrix τ ′, (6.8), is non-

diagonal. A specific example will be given in the next section. Second, in the discussion

above we took M ∈ GL(6,Z). In fact, this is not necessary. All that is required is that

the transformed fluxes (6.7), have integer components in the cohomology basis (2.17).14

For example choosing Ma
b = λδa

b , where λ3 = 2 is perfectly acceptable. In this case, we

learn from (6.8), that N = λ313×3, and τ ′ = τ . We have already encountered this case in

Section 4.1: doubling the flux rescales the superpotential and leaves the moduli fixed.

6.3. An Example

For an example we start with the a solution discussed in Example 2 of section 4.3.

The fluxes are given by (4.59), and the resulting moduli are stabilized at φ = i and

τ ij = iδij , (6.11)

(4.57), (4.56), and (4.47). The solution has Nflux = 16.

Now take the matrix M , (6.7), to be

M =

(
1 0
0 D

)
. (6.12)

14 In fact, the coefficients should be even integers if discrete flux is not being turned on.
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Here M ∈ GL(6,Z), 1 is the 3×3 identity matrix and D ∈ GL(3,Z). The resulting values

for the fluxes can be worked out using (6.7), but we will not do so explcitly here.

The general discussion of the previous section then tells us that the moduli are stabi-

lized at φ′ = φ = i and τ ′, where τ ′ is given in terms of the original period matrix (6.11)

as discussed in (6.8). Given M in (6.12), and τ in (6.11), it is easy to show that the matrix

N in (6.8) is

N = 13×3. (6.13)

Therefore,

τ ′ = iD. (6.14)

The flux contribution to the three brane charge in this case is given by (6.10),

N ′
flux = det(D)Nflux = 16 det(D). (6.15)

Since N ′
flux ≤ 32, we learn that det(D) = 2 is the only possibility (cases with det(D) = 1

give rise to solutions related to the original one by SL(6,Z) transformations, which by the

discussion in section 5.2 are not physically distinct).

As examples for D, two possibilities are

D =




2 0 0
0 1 0
0 0 1


 , (6.16)

in which case the resulting period matrix is still diagonal (6.14), but the eigenvalues are

unequal. Or,

D =




1 −3 0
1 −1 0
0 0 1


 , (6.17)

in which case the resulting period matrix is not diagonal. In the latter case we see that

starting with a diagonal period matrix we have found an example where τ is fixed at a

non-diagonal value.

It is also useful to briefly revisit the primitivity constraint in the example (6.16). Since

the complex structure is diagonal, it is straightforward to verify that three Kähler defor-

mations of the type (4.26), survive as flat directions. In addition to these deformations,

the deformation with w ∼ dx2 ∧dy3 +dx3 ∧dy2 is also now of type (1,1). Thus, altogether

there are four Kähler flat directions. This is an example of the kind mentioned in the

introduction. The fluxes contribute Nflux = 32, so no extra D3 branes are needed to soak

up the orientifold three plane charge. The dilaton-axion and all complex structure moduli

are lifted, leaving four surviving moduli which are Kähler deformations.
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7. Solutions with N = 2 Supersymmetry.

In this section we discuss the conditions which the G(3) flux must satisfy to preserve

N = 2 supersymmetry. We will illustrate the discussion with one example at the end of

this section. A more extensive study of N = 2 preserving vacua is left for the future.

An N = 2 theory has an SU(2)R R-symmetry. SU(2)R is embedded in SO(6), the

group of rotations along the six dimensional compactified directions, as follows 15 :

SU(2)R ⊂ SU(2)L × SU(2)R ⊂ SO(4) × U(1) ⊂ SO(6). (7.1)

We choose conventions so that the spinor representation, 4, of SO(6) transforms as a

(2, 1)+1+(1, 2)−1 under SU(2)R×SU(2)L×U(1), and the 6 of SO(6) as (2, 2)0+(1, 1)+2+

(1, 1)−2. In the discussion below we will use indices a, b to denote an element of the 6 which

transforms as (2, 2)0 and indices l, m to denote elements transforming as (1, 1)2, (1, 1)−2.

Since SU(2)R is a symmetry of the N = 2 theory, it must be left unbroken by the

compactification. This means in particular that G(3) must leave an SU(2) subgroup of

SO(6) unbroken. G(3) transforms as [6× 6× 6]A under SO(6). With respect to SU(2)R ×
SU(2)L × U(1) this decomposes as

[6 × 6 × 6]A = (2, 2)0 + (2, 2)0 + (3, 0)2 + (3, 0)−2 + (0, 3)2 + (0, 3)−2. (7.2)

For G(3) to preserve SU(2)R it can only have components along the (0, 3)±2 representations.

A little thought shows that this means G(3) has index structure (G(3))abl, in the notation

introduced above.

A detailed analysis of the spinor conditions will be presented in Appendix D. The

conclusion is the following: in order to preserve N = 2 supersymmetry G(3) must only

take values in the (0, 3)2 representation of SU(2)R × SU(2)L × U(1). In other words, the

(0, 3)−2 representation, which would have also preserved SU(2)R, must be absent.

Let us check that this condition on G(3) leads to a solution of the equations of motion.

The ISD condition (2.12), can be written in the present case as

ǫabmcdlG
cdl
(3) = i(G(3))abm, (7.3)

15 This embedding follows by noting that the spinor ǫ, under which the dilatino and gravitino

variations vanish, must be a doublet of SU(2)R.
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which can also be expressed as

ǫabcdǫmlG
cdl
(3) = i(G(3))abm. (7.4)

The two ǫ symbols above refer to the four directions on which the SO(4) acts and the

two directions on which the U(1) acts respectively. Since G(3) is a tensor transforming as

a (0, 3) representation of SU(2)R × SU(2)L it corresponds to the self dual representation

of SO(4) and therefore satisfies the condition ǫabcd(G(3))
cdl = Gl

ab. Further, one can

show, in our choice of conventions, that a charge 2 representation of the U(1) satisfies

ǫml(G3))
cdl = i(G(3))

cd
m . From this, we see that if G(3) is of the (0, 3)2 kind, it satisfies the

ISD requirement.

It is useful to relate the discussion above to that in section 3.1 where we saw that G(3)

must be primitive and (2, 1) to preserve N = 1 susy. Requiring N = 2 supersymmetry

must impose extra conditions on the G(3) flux. The requirements for N = 1 supersymmetry

mean that under an SU(3) ⊂ SO(6), G(3) transforms as a 6̄. The SU(2)L discussed above

is a subgroup of this SU(3) (since ǫ is a singlet under it), so the 6̄ representation of SU(3)

transforms under SU(2)L as 3 + 2 + 1. As a result , we learn that N = 1 susy alone

allows G(3) to take values in the 3 + 2 + 1 representations of SU(2)L. N = 2 susy imposes

the additional requirement that the doublet and singlet components are missing and G(3)

transforms purely as a triplet under SU(2)L. For completeness let us also mention that

for unbroken N = 3 one must impose yet a further restriction: G(3) must have only one

non-zero component proportional to a highest weight state of the triplet representation.

These conditions can be visualised as follows. The weight diagram of the 6̄ representa-

tion is a triangle. (See, e.g., (IX.iii) of [27]). Each state in the 6̄ representation is denoted

by a point in this diagram. N = 3 supersymmetry requires G(3) to be proportional to any

one of the three vertices of the triangle, N = 2 requires that the components of G(3) all lie

along an edge of the triangle, and finally, N = 1 supersymmetry allows components along

all six points in the diagram.

In the example below it will be useful to first impose the conditions for N = 1

supersymmetry, then check if the extra restrictions for N = 2 supersymmetry are met.
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7.1. An N = 2 Example

As an example choose the fluxes to be:

H135 = H245 =F136 = F246 = (2π)2α′a0

F135 = F245 = − H246 = −H136 = (2π)2α′a0,
(7.5)

where we are working in the coordinates xi, yi introduced in section 2.4. Each index

above takes six possible values; i = 1, 3, 5, denote components along x1, x2, x3 directions,

i = 2, 4, 6, along y1, y2, y3. Also in (7.5), a0 is an integer. In the cohomology basis, (2.17),

the fluxes can be expressed as

1

(2π)2α′
F(3) = a0α0 + a0β0 − a0β33 + a0α33 (7.6)

and
1

(2π)2α′
H(3) = a0α0 − a0β0 − a0β33 − a0α33. (7.7)

The superpotential is then given by

W = a0(1 − φ) det τ − a0(1 + φ)(cofτ)33 + a0(1 − φ)τ33 − a0(1 + φ). (7.8)

One can show that the equations for N = 1 supersymmetry (3.22), have the solution

τ ij = iδij , φ = i. (7.9)

The contribution to three brane flux is

Nflux = 4(a0)2. (7.10)

Choosing a0 = 2 we have Nflux = 16 which is within the acceptable bound, (2.6).

With the choice of complex structure in (7.9), G(3) can now be expressed as

1

(2π)2α′
G(3) =

a0(1 − i)

2
(dz1 ∧ dz̄2 ∧ dz3 + dz̄1 ∧ dz2 ∧ dz3). (7.11)

It is clear that the primitivity condition is satisfied if one chooses the Kähler form to

be of the form

J = i
∑

A

r2
AdzA ∧ dz̄A. (7.12)
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In addition the perturbation

δJ = i(dx1 ∧ dy2 + dx2 ∧ dy1) ∼ dz1 ∧ dz̄2 + dz2 ∧ dz̄1 (7.13)

satisfies δJ ∧ G = 0. The remaining 5 Kähler moduli are lifted.

So far we have ensured that there is N = 1 supersymmetry. We will now argue that

the solution above in fact preserves N = 2 supersymmetry.

Start by first taking the Kähler metric to be gī = δī. The coordinates xi, yi then

define a flat coordinate system. Consider an SO(4) × U(1) subgroup of SO(6) where the

SO(4) acts on the x1, x2, y1, y2, indices and the U(1) refers to rotations in the x3, y3, plane.

It is easy to see that for the values (7.5), G(3) satisfies the relation, ǫabcdG
cdl
(3) = (G(3))

l
ab,

and therefore transforms as a self dual representation of SO(4) (here we are following the

notation of the previous section and the indices a, b take values x1, x2, y1, y2, while l, m

range over x3, y3). Since we have already verified that G(3) satsifies the N = 1 conditions,

it is ISD, and it follows that it must have charge 2 under the U(1). Putting all this

together, in the example above we find that G(3) transforms as a (0, 3)2 representation

under SU(2)R × SU(2)L × U(1). As per our discussion above, it therefore meets the

requirements for N = 2 supersymmetry.

Alternatively, working in the complex coordinates zi = xi + iyi, z̄i = xi − iyi, let us

define Ak̄l̄ = (G(3))ijk̄ǫij

l̄
. We see that A1̄1̄ and A2̄2̄ have nonzero values in the above exam-

ple. Under the SU(3) symmetry, (z̄1, z̄2, z̄3), transforms as a 3̄ representation. Consider

an SU(2) ⊂ SU(3) which acts on the z̄1, z̄2, coordinates and leaves z̄3 invariant. Ak̄l̄ or

equivalently G(3) transforms as a triplet of this SU(2).

An additional check, also mentioned in section 4.1, is the following: in an N = 2

supersymmetric theory one should be able to define another inequivalent complex structure

which keeps G(3) of kind (2, 1). In the example above it is easy to see that this corresponds

to choosing holomorphic coordinates (w1, w2, w3) = (z̄1, z̄2, z3).

Finally, some thought shows that under Kähler deformations of the form (7.12), (7.13),

the conditions for N = 2 supersymmetry continue to hold.

8. Non-supersymmetric Solutions

For generic (non-supersymmetric) solutions, we require only that the scalar potential

vanish, or equivalently by (2.13), that G(3) be ISD. However, it is computationally simpler

38



to consider the subclass of solutions in which G(3) is also primitive. In this case G(3) can

only have pieces of type (2,1) and (0,3). The equations that one needs to solve are then

Dτ ij W = ∂τ ijW + (∂τ ijK)W = 0,

DφW = ∂φW + (∂φK)W = 0,
(8.1)

along with the primitivity condition,

J ∧ G(3) = 0. (8.2)

The first set of equations in (8.1) imposes the third set of equations appearing in (3.16),

and forbids type (1,2) pieces of G(3). The second equation in (8.1) is the second equation

in (3.16), i.e. forbids a (3,0) piece in G(3). Then, equation (8.2) kills the possibility of

(2,1) IASD pieces in the three-form flux (T 6, unlike a generic Calabi-Yau, has a three-

dimensional space of IASD non-primitive (2,1) forms). More generic non-supersymmetric

solutions could be found by relaxing the requirement that the (1,2) ISD forms be absent

from G(3), but we will not pursue them here.

Fluxes which obey the equations (8.1) and (8.2) will break supersymmetry iff G(3)

contains a nontrivial component of type (0,3). This is easily interpreted in the low-energy

supergravity: Since we are looking for solutions which are not necessarily supersymmetric,

we no longer need to impose DραW ∝ W = 0 for the Kähler moduli, ρα. Precisely when

G(3) has a non-vanishing (0,3) piece, W 6= 0 and supersymmetry is broken, but still with

vanishing potential (at leading order in α′ and gs). Examples of such vacua were discussed

in [5,28]. Such vacua will suffer a variety of instabilities in perturbation theory (as the

“no-scale” structure of the potential will be violated by α′ and gs corrections), which is

why we only discuss them briefly here.

The Kähler potential for the τ ij is

K = Kdilaton + Kcpx. (8.3)

Here,

Kdilaton = − ln
(
−i(φ − φ̄)

)
, (8.4)

and
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Kcpx = − ln
(
−i

∫

T 6

Ω ∧ Ω̄
)

= − ln det
(
−i(τ − τ̄)

)

= − ln
(
iǫijk(τ − τ̄)i1(τ − τ̄)j2(τ − τ̄)k3

)
.

(8.5)

Since both τ ij and τ̄ ij enter into (8.1), it is in general difficult to solve the resulting

non-holomorphic equations. However, in an ansatz with enough symmetry, the problem

becomes tractable.

8.1. A non-supersymmetric example

Let us make a simple flux ansatz which is a subcase of the ansatz made in Example

1 of §4. We take aij = aδij , dij = −aδij , and b0, c0 to be nonzero, with all other fluxes

vanishing. Then we find that the superpotential takes the form

1

(2π)2α′
W = −c0φ det τ − aij(cofτ)ij + dijφτ ij − b0. (8.6)

It is easy to compute the D3-charge carried by the fluxes with this ansatz,

Nflux =
1

(2π)4(α′)2

∫
H(3) ∧ F(3) = b0c

0 − aijdij = b0c
0 + 3a2. (8.7)

From the symmetry of the problem, one can show that τ ij = τδij . Let us further

assume that

τ = −τ̄ , φ = τ. (8.8)

Then,

∂τK = − 3

2τ
, ∂φK = − 1

2τ
, (8.9)

so that

Dτ W = ∂τW + (∂τK)W = − 3

2τ
(c0τ4 − b0) = 0,

DφW = ∂φW + (∂φK)W = − 1

2τ
(c0τ4 − b0) = 0.

(8.10)

The equations are both satisfied if

τ(= φ) = i

(
b0

c0

)1/4

, (8.11)

therefore our assumption was consistent. Finally, since the flux ansatz is a special case of

§4 Example 1, we can solve (8.2) by taking J to be in the same space that led to G(3)
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primitive in Section 4.1. We can also check that the conditions for supersymmetry here

are the same as those found earlier. The solution will be supersymmetric if W = 0. In the

present example,

W = −6aτ2 − 2b0 = 2b0

(√
9a2

b0c0
− 1

)
. (8.12)

So, the solutions are non-supersymmetric as long as 9a2 6= b0c
0. In fact, it turns out there

are no solutions which have even fluxes, 9a2 = b0c
0 and Nflux ≤ 32 in any case.

9. Brane Dynamics

In many of the examples of N = 1 vacua with flux, one finds that the number of

space-filling D3 branes needed to satisfy the tadpole cancellation requirement (2.6) is

ND3 = 16 − 1

2
NO3′ − 1

2(2π)4(α′)2

∫
H(3) ∧ F(3) > 0 (9.1)

(ND3 ≥ 0 is needed for supersymmetry). Therefore, in addition to the background 3-form

flux, one must introduce space-filling D3 branes.

Following the work of Myers [29], it has been recognized that background p-form fields

can have interesting effects on brane dynamics. It follows from [29] that the worldvolume

potential (working at vanishing RR axion C0) is given by

Vopen ∼ 1

gs
HijkTr(X iXjXk) − (∗6F(3))ijkTr(X iXjXk) + · · · (9.2)

where · · · includes the usual N = 4 field theory potential. When G(3) is ISD,

∗6F(3) =
1

gs
H(3) (9.3)

and the first two terms in (9.2) exactly cancel.

This is in keeping with the fact that the ISD fluxes mock up D3 brane charge and

tension, and satisfy a “no force” condition with the D3 branes [5]. Therefore, at least at

large radius (where supergravity intuition applies), the D3 point sources are free to live

at arbitrary positions on the T 6. When k ≤ ND3 branes meet at a generic point, the

low-energy physics is that of SU(k) N = 4 SYM theory, while k branes meeting at an O3

plane will give rise to an SO(2N) theory, as usual. It would be interesting to determine the

leading nontrivial effects of the fluxes on the D-branes, and to find more elaborate types

of models where phenomena reminiscent of those observed in [30] can occur. Inclusion of

anti-branes in the flux background might also lead to interesting phenomena, as in [19].

It follows from this discussion that inclusion of ND3 branes in one of our models adds

3ND3 complex moduli to the low energy theory. From this perspective, the models with

Nflux ≃ 32 and ND3 ≃ 0 are the most satisfying.
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10. Discussion

IIB compactifications on Calabi-Yau spaces with both RR and NS 3-form fluxes turned

on provide a rich class of vacua which are amenable to detailed study. It should be clear

that the techniques used here to compute W and study vacua of the T 6/Z2 orientifold

would generalize to many other examples. The main novelty of these examples is that

they provide a setting where the stabilization of Calabi-Yau moduli becomes a concrete

and tractable problem. These models are also of interest because they give rise to warped

compactifications of string theory, and in some cases the low-energy physics has a holo-

graphic interpretation via variants of the AdS/CFT duality [9,5].

Several natural questions about the T 6/Z2 models studied here would be suitable

for further study. A complete classification of supersymmetric vacua may be possible

(although, especially in cases where the additional complications of discrete RR and NS

flux arise [15], it could be very difficult to achieve). It is also interesting to ask whether

there are any cases where, with a fixed topological class for the fluxes, one finds multiple

vacua. Finally, various dual descriptions of these models should exist, and fleshing out

these dualities (and in particular, understanding any analogues of mirror symmetry for

vacua with nonzero H-flux) seems worthwhile.
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Appendix A. Flux quantization

We follow the conventions of [5] and [16]. A Dp-brane couples to the (p +2)-form RR

field strength via the action

− 1

2κ2
10

1

2(p + 2)!

∫

M6

d10x
√−g F(p+2)

2 + µp

∫
Cp+1. (A.1)
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The usual quantization condition that follows from this action is

∫

γ

Fp+2 =
(
2κ10

2µ6−p

)
nγ , nγ ∈ Z, µp =

1

(2π)p
α′−

p+1

2 , (A.2)

for an arbitrary 3-cycle γ ∈ H3(M6,Z). Here µp is the electric charge of a Dp-brane

and µ6−p is the charge of the dual magnetic D(6 − p)-brane. The product of these two

charges is related to the factor 1/2κ10
2 = (2π)7α′4 that multiplies the action, via the Dirac

quantization condition

µpµ6−p =
2π

2κ10
2
. (A.3)

From (A.2) and (A.3),

µp

∫
Fp+2 = 2πn, n ∈ Z, (A.4)

which, in the case p = 1, becomes

1

2πα′

∫
F3 = 2πn, n ∈ Z. (A.5)

Similarly, we know that the electric NS charge of a fundamental string is µF1 = 1/2πα′.

So, using µF1µNS5 = 2π/2κ10
2 together with the analog of the first equation in (A.2),

1

2πα′

∫
H3 = 2πn, n ∈ Z. (A.6)

This equation can also be obtained from (A.5) by S-duality.

For compactification on T 6/Z2, it can be shown that the quantization condition is

exactly (A.2), with M6 = T 6[15]16. The 3-cycles on T 6/Z2 include both the 3-cycles on

T 6 and also new cycles, such as

γ0: 0 ≤ x1, x2 ≤ 1, 0 ≤ x3 ≤ 1

2
, yi = 0, (A.7)

which are “half-cycles” on T 6. Naively, this would seem to lead to a problem with the

quantization condition (A.2). Define γ1 by

γ1: 0 ≤ x1, x2, x3 ≤ 1, yi = 0. (A.8)

Then, one has nγ0
= 1

2nγ1
, so that nγ0

6∈ Z when nγ1
is odd. However, as discussed in

[15], the quantization condition is still satisfied in this case, if a half unit of discrete RR

16 We are indebted to A. Frey and J. Polchinski for providing us with a preliminary draft of their

preprint[15]. The remainder of this section summarizes an analogous section in their preprint.
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flux is turned on at an odd number of the O3-planes that intersect γ0,1. Similarly, when

mγ1
is odd, a half unit of NS flux must be turned on at an odd number of the O3-plane

that intersects γ0,1. When nγ1
(mγ1

) is even, it is also permissible to turn on RR (NS)

flux at some of the O3-planes that intersect γ0,1, but we require that the total number of

such O3-planes be even. Because the construction of vacua with these exotic O3 planes

is somewhat involved except in the simplest examples, we have focused in this paper on

cases where all of the fluxes in the covering space are even integers, and the naive problem

does not arise.

Appendix B. Derivation of equation (4.76)

Write τ ij = T ij + Aij/A0 = T ij + Ãij , where a tilde denotes division by A0. Here,

Aij = aij−φcij , and Bij , A0 and B0 are defined similarly. Then, equation (3.22c) becomes

W̃ = det τ − Ãij(cofτ)ij − B̃ijτ
ij − B̃0, (B.1)

which, after some algebra can be shown to have the T ij expansion

W̃ = det T −
(
(cofÃ)ij + B̃ij

)
T ij −

(
ÃijB̃ij + B̃0 + 2 det Ã

)
.

The analog of equation (3.22c) has already been obtained in equation (4.75),

(cofT )ij = (cofÃ)ij + B̃ij . (B.2)

By virtue of this equation, the previous result becomes

W̃ = −2 det T + (ÃijB̃ij + B̃0 + 2 det Ã).

When W = 0,

det T = −1

2
(ÃijB̃ij + B̃0 + 2 det Ã). (B.3)

Since we have independent expressions (B.2) and (B.3) for cofT and det T , respectively,

the equality

det cofT = (det T )2 (B.4)

gives a quartic equation for φ. Explicitly, we have

det cofT = det cofÃ + (cofcofÃ)ijB̃ij + (cofÃ)ij(cofB̃)ij + det B̃

= (det Ã)2 + (det Ã)(ÃijB̃ij) + (cofÃ)ij(cofB̃)ij + det B̃,
(B.5)

and

(det T )2 = (det Ã)2 + (det Ã)(ÃijB̃ij + B̃0) + 1
4
(A0B0 + AijBij)

2, (B.6)

so, equating the two and multiplying by (A0)4,

(detA)B0 − (det B)A0 + (cofA)ij(cofB)ij + 1
4 (A0B0 + AijBij)

2 = 0, (B.7)

which is equation (4.76).
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Appendix C. Derivation of Equation (6.9)

To establish that (6.9), is correct, notice first that the transformed superpotential for

the new fluxes is given by

W ′[τ ] =

∫
G′

(3) ∧ Ω[τ ], (C.1)

where we have explicitly indicated that the dependence on the complex structure moduli

arises from Ω on the right hand side. Using, (6.7), (C.1), can also be expressed as

W ′[τ ] = (G(3))rstΩ[τ ]defM r
aM s

b M t
cǫ

abcdef . (C.2)

Now,

Ω[τ ] = dz1 ∧ dz2 ∧ dz3, (C.3)

where, 


dz1

dz2

dz3


 = (1, τ) ·

(
dxi

dyi

)
. (C.4)

Under a change of complex structure, τ → τ ′ (where τ ′ is given by (6.8))




dz1

dz2

dz3


→




(dz1)′

(dz2)′

(dz3)′


 = N(1, τ)M ·

(
dxi

dyi

)
. (C.5)

As a result one finds that17

Ω[τ ′](def) = det(N)Ω[τ ]uvwMu
d M e

b Mw
f . (C.6)

Substituting in (C.2), then leads to

W ′[τ ′] = det(N) det(M)W [τ ]. (C.7)

Appendix D. The spinor conditions for N = 2 Supersymmetry

Throughout this appendix the components for all tensors will be evaluated in a vielbein

frame. We will also use the notation introduced in section 7. The SO(6) group of rotations

in the 6 compactified directions has an SO(4) × U(1) subgroup. In our notation, indices

17 This follows, for example, by noting from (C.5) that, up to an overall normalization of det(N),

Ω[τ ′] in the basis

(
(dxi)′

(dyi)′

)
= M

(
dxi

dyi

)
has the same components as Ω[τ ] in the basis

(
dxi

dyi

)
.
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a, b which take four values refer to directions which transform under the SO(4) and indices

l, m which take two values refer to directions which are acted on by the U(1) subgroup.

The metric in the vielbein frame has components gab = δab, glm = δlm, gal = 0. Also the γ

matrices satisfy the relation

{γl, γa} = 0. (D.1)

Using the fact that an SU(2)R symmetry group must be left unbroken we argued in

section 7 that the flux must have the index structure, (G(3))(abl), and further that G(3)

must transform as (0, 3)±2 under the SU(2)R × SU(2)L × U(1) ⊂ SO(6) group. Here we

will show that the spinor conditions imply that the (0, 3)−2 terms must be absent and G(3)

must only transform as a (0, 3)2 representation under this group.

The spinor conditions are given in [14] and (3.8),

G(3)ǫ = G(3)ǫ
∗ = G(3)γ

lǫ∗ = G(3)γ
aǫ∗ = 0. (D.2)

In our choice of conventions, the spinor 4 representation of SO(6) transforms as

(2, 1)1 + (1, 2)−1 under SU(2)R × SU(2)L × U(1). In the N = 2 supersymmetry

case, ǫ is a doublet of SU(2)R and therefore transforms as a (2, 1)1 representation of

SU(2)R ×SU(2)L ×U(1). We are now ready to ask what conditions (D.2) imposes on the

flux G(3).

We noted above that the flux has index structure Gabl. Using (D.1), the first condition

in (D.2) can be explicitly written as

(G(3))labγ
l[γa, γb]ǫ = 0. (D.3)

If G(3) transforms as (0, 3)±2 under SU(2)R × SU(2)L × U(1) it is easy to see that

(G(3))lab[γ
a, γb] is a generator of SU(2)L and therefore must annihilate ǫ, which is a singlet

of SU(2)L. So (D.3) is met.

Similarly, since ǫ∗ is also a singlet under SU(2)L, it is also true that G(3)ǫ
∗ = 0. The

third condition in (D.2), can be written as

1

2
(G(3))mabγ

mγl[γa, γb]ǫ∗ = 0. (D.4)

Once again the same argument leading to the first two conditions being met ensures that

(D.4) is also satisfied.
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Finally we come to the last condition in (D.2). This can be expressed as

(G(3))bclγ
bγcγaγlǫ∗ = 0. (D.5)

One can show that (D.5) is not met if G(3) has a (0, 3)−2 component. If this component

is absent though, and G(3) is entirely of the (0, 3)2 kind, one can show that

(G(3))bclγ
lǫ∗ = 0. (D.6)

Condition (D.5) then follows.

To show that (D.6) is satisfied when G(3) transforms as a (0, 3)2 state we first note,

as was pointed out above, that ǫ has charge +1 with respect to the U(1). So ǫ∗ has charge

−1. As a result, if G(3) is of (0, 3)2 kind, (G(3))ablγ
lǫ∗, has charge −3 under the U(1). Also

note that the state (G(3))ablγ
lǫ∗ transforms as a 4 spinor under the SO(6) symmetry. But

the 4 representation does not have any state with −3 charge under the U(1) symmetry.

Thus the left hand side of (D.6) must vanish.

In summary, the spinor conditions show that G(3) must transform under SU(2)R ×
SU(2)L × U(1) as a (0, 3)2 representation, in order to preserve N = 2 supersymmetry.
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