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Abstract

We find examples of non-supersymmetric attractors in Type II string theory
compactified on a Calabi Yau three-fold. For a non-supersymmetric attractor
the fixed values to which the moduli are drawn at the horizon must minimise an
effective potential. For Type IIA at large volume, we consider a configuration
carrying D0, D2, D4 and D6 brane charge. When the D6 brane charge is zero,
we find for some range of the other charges, that a non-supersymmetric attractor
solution exists. When the D6 brane charge is non-zero, we find for some range of
charges, a supersymmetry breaking extremum of the effective potential. Closer
examination reveals though that it is not a minimum of the effective potential
and hence the corresponding black hole solution is not an attractor. Away from
large volume, we consider the specific case of the quintic in CP 4. Working in the
mirror IIB description we find non-supersymmetric attractors near the Gepner
point.
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1 Introduction and Overview

Extremal black holes are known to exhibit an interesting phenomenon called the at-
tractor mechanism. Moduli fields in these black holes are drawn to fixed values at the
horizon. These fixed values are independent of the asymptotic values for the moduli
and are determined entirely by the charges of the black hole. So far the attractor
mechanism has been mainly discussed in the context of supersymmetric BPS states.
It was first discovered in [1], has been studied quite extensively since then, [2–8], and
has gained considerable attention lately due to the conjecture of [9] and related de-
velopments [10–19]. More recently, it was shown that non-supersymmetric extremal
black holes can also exhibit the attractor phenomenon [16,21]. For some earlier related
discussion see also [6, 20] and especially [5]. For BPS black holes in N = 2 supersym-
metric theories it is known that the attractor values minimise the central charge [3].
More generally, for supersymmetric and non-supersymmetric extremal black holes, it
was found that the attractor behavior can be understood in terms of an effective po-
tential which depends on the charges and the moduli. The fixed values for the moduli
are obtained by extremising this potential with respect to the moduli and the condition
for an attractor is that the resultant extremum is a minimum.

In this paper we study examples of non-supersymmetric attractors in string theory.
The setting is N = 2 supersymmetric compactifications of Type II string theory on a
Calabi-Yau manifold 1. We are interested in extremal but non-supersymmetric black
holes in these compactifications. And in this paper we focus on “big ” black holes with
non-zero horizon area classically.

The discussion is structured as follows. We begin in Section 2, by briefly sum-
marising some of the general formalism required, with reference in particular to the
effective potential mentioned above. For an N = 2 theory the effective potential only
involves the vector multiplet moduli, and can be obtained from the vector multiplet
moduli space prepotential and the charges carried by the black hole. In the cases we
encounter in this paper the second derivative matrix of the effective potential has some
zero eigenvalues. In these situations higher corrections to the effective potential, be-
yond quadratic order, need to be calculated around the extremum. We show that the
condition for an attractor is that the extremum is a minimum once these corrections
are included.

Next, in Section 3, we turn to the specific case of Type II on Calabi-Yau manifolds.
In the Type IIA description the vector multiplet moduli arise from the (complexified)
Kahler moduli of the Calabi-Yau manifold. Working self-consistently at large volume,
we analyse configurations carrying D6, D4, D2 and D0 brane charge. In the analysis

1Our analysis also applies to Type II theory on K3×T 2. In this case the compactification preserves
N = 4 supersymmetry and in N = 2 language an extra gravitini multiplet is present. As long as fields
in this multiplet are not excited our results apply.
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we first consider the case where no D6 branes are present. In this case we find that for
an appropriate ranges of charges a non-supersymmetric attractor exists.

Next we consider the case with D6 brane charge. Here we find that for an appro-
priate range of charges, an extremum of the effective potential exists and the resulting
extremal Reissner Nordstrom black hole, obtained by setting the moduli fields at in-
finity equal to their extremum values, breaks supersymmetry. However, the effective
potential is not a minimum in this case and so the black hole is not an attractor. It
turns out that the second derivative matrix of the effective potential has some zero
eigenvalues and the leading corrections to the effective potential is cubic along these
directions in moduli space. This means that generic small deviations in the moduli
at infinity do not die away near the horizon. Instead, they grow taking the solution
further away from the extremal black hole as the horizon is approached.

We have not carried out an analysis of other possible extrema of the effective po-
tential in the case with D6 brane charge. This could reveal the existence of a non-
supersymmetric attractor. It could also be that the non-supersymmetric attractor con-
figuration is a multi-centered black hole [8]. We leave a more complete investigation
along these lines for the future.

An important comment about the non-supersymmetric black holes we have anal-
ysed is worth making here. The extremum value of the effective potential gives the
Beckenstein-Hawking entropy of the black hole. One can also compute their entropy
from a microscopic point of view. For the black holes without any D6 brane charge
this can be done using the results of [22]. One finds that the microscopic entropy
agrees with the Beckenstein-Hawking entropy. With D6 brane charge turned on the
microscopic counting can be done for the case of K3 × T 2, as discussed in [23–25].
Once again one finds that the result matches the Beckenstein-Hawking entropy. This
agreement between the microscopic counting and the Beckenstein-Hawking entropy for
non-supersymmetric extremal black holes is truly striking. Note that with D6 brane
charge turned on the black hole is not an attractor, as mentioned above. Even so
the microscopic and macroscopic answers agree. The agreement of entropy for non-
supersymmetric extremal black holes has been noticed before, [24–29]. We hope to
develop a better understanding for this phenomenon in a forthcoming paper [30].

In Section 4, we consider an example away from the large volume limit of the Calabi-
Yau manifold. Generally speaking the analysis is more difficult now, since the effective
potential is harder to construct explicitly. One other limit which can sometimes be
analysed analytically is that of small complex structure in the mirror IIB description.
We illustrate this in the case of the mirror quintic. The period integrals in this region
of moduli space can be obtained by a power series expansion. This allows the effective
potential to be constructed explicitly. By adjusting the charges we find examples of non-
supersymmetric attractors where the moduli are fixed self-consistently in the vicinity
of Gepner point. It would be interesting to carry out a microscopic counting of the
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entropy in these cases also to compare with the gravity answer. A similar analysis
can be easily repeated for other Calabi-Yau manifolds. Examples with few moduli, or
where the charges are turned on in a symmetric way so that the minimum lies in a
symmetric subspace of the moduli space would be most tractable.

2 Brief Introduction to Non-Supersymmetric At-

tractors

2.1 Brief Introduction

In this subsection we briefly review the results of [21], see also [16].
We consider a theory whose bosonic terms have the form,

S =
1

κ2

∫

d4x
√
−G(R− 2gij(∂φ

i)(∂φj) − fab(φi)F
a
µνF

b µν − 1
2
f̃ab(φi)F

a
µνF

b
ρσǫ

µνρσ). (1)

F a
µν , a = 0, · · ·N are gauge fields. φi, i = 1, · · ·n are scalar fields. The scalars have no

potential term but determine the gauge coupling constants. We note that gij refers to
the metric in the moduli space. This is different from the spacetime metric 2 gµν .

A spherically symmetric space-time metric in 3 + 1 dimensions takes the form,

ds2 = −a(r)2dt2 + a(r)−2dr2 + b(r)2dΩ2 (2)

The Bianchi identity and equation of motion for the gauge fields can be solved by
a field strength of the form,

F a = fab(φi)(Qeb − f̃bcQ
c
m)

1

b2
dt ∧ dr +Qa

msinθdθ ∧ dφ, (3)

where Qa
m, Qea are constants that determine the magnetic and electric charges carried

by the gauge field F a, and fab is the inverse of fab.
The effective potential Veff is then given by,

Veff(φi) = fab(Qea − f̃acQ
c
m)(Qeb − f̃bdQ

d
m) + fabQ

a
mQ

b
m. (4)

It follows from the Lagrangian, eq.(1), and the metric, eq.(2), that the scalar fields
satisfy the equation,

∂r(a
2b2gij∂rφ

j) =
∂iVeff
2b2

. (5)

2For ease of discussion, the moduli space metric was taken to be flat, gij = δij in eq.(16) of [21],
although as discussed after eq.(20) there, the discussion for the attractor goes through in the more
general case with a non-trivial metric as well.
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And the metric components satisfy the relations,

(a2(r)b2(r))
′′

= 2, (6)

b
′′

b
= −gij∂rφi∂rφj. (7)

For the attractor mechanism it is sufficient for two conditions to be met. First, for
fixed charges, as a function of the moduli, Veff must have a critical point. Denoting
the critical values for the scalars as φi = φi0 we have,

∂iVeff(φi0) = 0. (8)

Second, the matrix of second derivatives of the potential at the critical point,

Mij =
1

2
∂i∂jVeff(φi0) (9)

should have positive eigenvalues. Schematically we can write,

Mij > 0. (10)

We will sometimes refer to Mij as the mass matrix and it’s eigenvalues as masses (more
correctly mass2 terms) for the fields, φi.

Once the two conditions mentioned above are met it was argued in [21] that the
attractor mechanism works. There is an extremal Reissner Nordstrom black hole solu-
tion in the theory, where the black hole carries the charges specified by the parameters,
Qa
m, Qea, and the moduli take the critical values, φi0, at infinity. For small deviations

of the moduli from these values at infinity a double-zero horizon extremal black hole
solution continues to exist. In this extremal black hole the scalars take the same fixed
values, φ0, at the horizon independent of their values at infinity. The resulting horizon
radius is given by,

b2H = Veff(φi0) (11)

and the entropy is

SBH =
1

4
A = πb2H . (12)

In this paper we will encounter situations where some of the eigenvalues of Mij

vanish. The leading correction to Veff along a zero-eigenmode direction is then not
quadratic but a higher power of the field. Two cases will be encountered, in these
the leading power is quartic and cubic respectively. We show below that as long as
the quartic term is positive, there is attractor behaviour. In contrast, in the cubic
case there is no attractor behaviour. More generally for attractor behavior the leading
correction to the effective potential must be positive. We turn to an analysis of these
situations next.
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2.2 Vanishing Mass terms and Attractors

We begin by considering a case where one eigenvalue of Mij , eq.(9), vanishes. We
denote the corresponding eigenmode by φ below. The leading correction to V (φ) along
the φ direction is then a polynomial,

V (φ) = V (φ0) + λ(δφ)n (13)

δφ = φ− φ0. (14)

Our analysis will be along the lines of [21]. We start with an extremal Reissner
Nordstrom (eRN) black hole, with the scalar fields fixed at their extremum values, and
look at small perturbations. The perturbations satisfy second order equations. The
essential point is that if one of the two solutions of the scalar perturbation equation
is well behaved, and vanishes, in the vicinity of the horizon, then one has attractor
behavior. This is because at infinity the effects of the electromagnetic flux vanish and
both solutions to the perturbation equation are acceptable. Thus, starting with the
good solution near the horizon one can extend it to infinity in a smooth fashion.

In the vicinity of the horizon, r = rH , the metric of the ERN black hole takes the
form,

ds2 = −(r − rH)2

r2
H

dt2 +
r2
H

(r − rH)2
dr2 + r2dΩ2. (15)

It is useful to define a coordinate t given by,

e−t ≡ r − rH
rH

. (16)

Note that t→ ∞, as (r − rH) → 0.
Let us first consider the case where the eigenvalue of Mij is non vanishing, and

V (φ) = V (φ0) + 1
2
m2(δφ)2. From eq.(5) the equation for δφ now takes the form 3,

δφ̈− δφ̇− m2

r2
H

δφ = 0. (17)

This corresponds to a particle moving in an upside down harmonic oscillator potential
with an anti-friction force that aids in its motion. The attractor solutions correspond to
a one parameter family in which δφ reaches the origin of the potential asymptotically,
as t → ∞. The approach is exponential in t, δφ = Ae−αt, where, α is determined by
the mass,

α =
−1 +

√

1 + 4m
2

r2
H

2
. (18)

3For simplicity we consider the case where the metric in moduli space is gij = δij . The same
conclusions hold more generally.
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Now turn to the case where the mass term vanishes and the leading correction to
the potential is quartic,

V (φ) = V (φ0) + λ(δφ)4. (19)

For λ > 0 one can see that there is a one parameter family of solutions, which is the
analogue of the slow roll solution in inflation, in which the particle moves due to the
anti-friction force driving it up the hill, with the second derivative term being small.
This takes the form,

(δφ)2 =
r2
H

8λ(t+ c)
, (20)

where c is the constant that specifies the one parameter family. Note that (δφ) → 0,
as t → ∞, so the attractor value is obtained at the horizon, but the approach is
exponentially slower than in the case with non-vanishing mass.

At next order in the perturbation the backreaction on the metric can be calculated.
One finds, for the metric, eq.(2), using eq.(6), eq.(7), that,

b = b0 +
r3
H

64λ

1

t2
+ · · · (21)

a2 = a2
0(1 − r2

H

32λ

1

t2
) + · · · , (22)

where a2
0 = (r−rH)2

r2H
, b0 = rH , denote the zeroth order near-horizon metric components,

eq.(15), and the ellipses indicate terms which are further suppressed in powers of 1/t.
Since a0 has a double -zero at the horizon, we see from eq.(22) that after including the
backreaction the metric continues to be a double-zero extremal black hole and from
eq.(21) we see that the value of the radius b approaches rH at the horizon.

So far we have analysed the attractor behavior in the vicinity of the horizon. Ex-
tending this analysis to asymptotic infinity is non-trivial in view of the non-linearity
introduced by the quartic term, eq.(19). We have carried out such an analysis nu-
merically and present the results in figure 1. As one might expect the well behaved
attractor solution in the vicinity of the horizon matches smoothly to an asymptotically
flat solution at infinity.

A similar near-horizon analysis can be repeated in the case where the potential takes
the form, eq.(13), where n is now a general even power greater than 2. This leads to
the conclusion mentioned above that the attractor mechanism works as long as λ > 0
so that the attractor value is a minimum of Veff .

In the discussion above we have neglected the mixing between the eigenmode φ
and other massive directions in field space. In general such terms will arise when the
potential is expanded about the extremum. However, in the vicinity of the horizon the
massive eigenmodes will vanish exponentially more rapidly and such couplings can be
neglected.
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Figure 1: Plot for the field δφ
(

r−rH
rH

)

as a function of
(

r−rH
rH

)

for different values of
c. Here we have chosen λ = 1 and rH = 2. The integration constant c takes values
0.1, 0.2 · · ·1.0. The solution is interpolated from r−rH

rH
= e−50 to r−rH

rH
= e3.

Next, let us consider the case when the power n, eq.(13), is odd. For concreteness
we take the case when n = 3, λ > 0. The equation now takes the form,

δφ̈− δφ̇− V ′
eff (δφ) = 0. (23)

As in earlier cases the second term corresponds to an anti-friction force while the third
term corresponds to a ”inverted potential” of the form, V = −λφ3. It is now easy
to see that a small perturbation in the near horizon region, with δφ < 0, does not
die away. Instead, with δφ̇ > 0, both the anti-friction force and the potential drive
the perturbation in the same direction towards δφ → 0. As a result the perturbation
reaches δφ = 0 at finite t and then continues to grow towards δφ → ∞ as t → ∞.
Once the perturbation becomes large enough the backreaction also becomes significant
and our linearised approximation breaks down. We have not analysed in full detail
the subsequent evolution. It seems reasonable to speculate that in general there is no
non-singular black hole solution for such a perturbation. Thus we conclude that for
the case where n = 3 there is no attractor behaviour. It is straightforward to see that
more generally a similar conclusion holds for all odd powers of n.

A succinct way to summarise our conclusions so far is the following: there is attrac-
tor behaviour only if the effective potential is a positive function of δφ.

So far we have considered the case with one zero-eigenvalue of Mij . In the situa-
tions we will encounter below there are mutiple zero-eigenvalues. One can show that
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our conclusions above apply in this more general case as well. Namely, that attrac-
tor behaviour only holds for a positive effective potential. Let us briefly sketch the
argument here.

An equation of the form, eq.(23), now governs each of the zero-eigenmodes. If the
effective potential is positive, a slow-roll solution can be shown to exist in which the
second derivative term in eq.(23) is negligible and the second term due to anti-friction
balances the gradient term from the potential. In this solution each zero-eigenmode
relaxes to the attractor value as t → ∞. However, if the effective potential is not
positive such a solution does not exist in general. For appropriately chosen initial
values of δφi the anti-friction term and the gradient of the potential point in the same
direction. As a result along some directions δφi vanishes at finite t and then continues
to increase in magnitude in an unbounded manner till back reaction effects become
important.

Two specific situations with zero-eigenvalues will arise in this paper. For Type
IIA theory at large volume, without D6 brane charge, we will find a positive quartic
potential with mutiple zero-eigenvalues in general. Once D6-brane charge is included
we will find generically a cubic potential again with multiple zero-eigenvalues. From
the discussion above we conclude that there will be attractor behaviour only in the first
case.

2.3 N = 2 Theories

We conclude this section with a brief discussion of N = 2 supersymmetric theories.
In these theories, Veff can be expressed, [5], in terms of a Kahler potential, K and a
superpotential, W as,

Veff = eK [gij̄∇iW (∇jW )∗ + |W |2], (24)

where ∇iW ≡ ∂iW + ∂iKW .
The scalars which enter in Veff belong to vector multiplets and can be described

in terms of special geometry. Special coordinates, Xa, a = 0, · · ·N , can be chosen
to describe the N dimensional space. The Kahler potential and superpotential which
appear in eq.(24) can be expressed in terms of a prepotential F which is a homogeneous
holomorphic function of degree two in these coordinates. The Kahler potential is given
by,

K = − ln Im(
N
∑

a=0

Xa∗∂aF (X)) (25)

And the superpotential by,

W =
N
∑

a=0

qaX
a − pa∂aF. (26)

9



Note that in this notation, qa and pa are the parameters, Qea and Qa
m respectively,

eq.(3), which determine the electric and magnetic charges of the black hole.
For a BPS black hole, the central charge given by,

Z = eK/2W, (27)

is minimised, i.e., ∇iZ = ∂iZ + 1
2
∂iKZ = 0. This condition is equivalent to,

∇iW = 0. (28)

The resulting entropy is given by

SBH = πeK |W |2. (29)

with the Kahler potential and superpotential evaluated at the attractor values.
It is worth noting here that in the supersymmetric case, when the central charge is

minimised, [3], both terms on the r.h.s of eq.(24) are separately minimised. Since the
central charge is minimised, the second term in eq.(24), |Z|2, is at a minimum, and since
this condition means that ∇W vanishes the first term in eq.(24) is also at a minimum.
In contrast, for the non-supersymmetric black hole only their sum, Veff is minimised.
In particular the central charge is not minimised in the non-supersymmetric case.

3 Type IIA at large Volume

In this section we analyse black hole attractors in Type IIA compactifications where
the volume of the Calabi Yau manifold is large. The Calabi-Yau manifold we consider
has h(1, 1) = N . The resulting N = 2 low-energy theory has N vector multiplets, and
N + 1 gauge fields. The one additional gauge field is the graviphoton which lies in
the gravity multiplet. The leading order prepotential, with no α

′

corrections, takes the
form,

F = Dabc
XaXbXc

X0
(30)

where a, b, c = 1, · · ·N . The intersection numbers DABC are given by,

6Dabc =
∫

M
αa ∧ αb ∧ αc, (31)

where M denotes the Calabi-Yau manifold and αa are an integer basis for H2(M ;Z).
Type IIA theory has D0, D2, D4 and D6 branes. D0 branes and D6 branes are

electrically and magnetically charged with respect to the graviphoton. D2 branes and
D4 branes are electrically and magnetically charged with respect to the remaining N
gauge fields. A general configuration carries charges (q0, qa, p

0, pa), with a = 1, · · ·N .
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To be more specific, an integral basis for H2(M ;Z), αa, was introduced above. Let Σa

be a basis of 4-cycles dual to αa. And let Σ̂a be a basis of 2-cycles Poincare dual to Σa.
Then a D4 brane wrapping the cycle Σa, would carry magnetic charge, pa. Similarly a
D2 brane wrapping the cycle Σ̂a would carry electric charge qa.

The special coordinates introduced in subsection 2.3 above correspond to complex-
ified Kahler moduli of the Calabi-Yau manifold. In particular J- the Kahler two-form
of the Calabi-Yau- satisfies the relation,

∫

Σ̂a

J = Im(
Xa

X0
). (32)

The superpotential in supergravity for a general configuration carrying charges, (q0, qa, p
0, pa),

is given by, eq.(26).
In the discussion below, we first consider the case where the D6-brane charge is set

to zero. Subsequently, we include D6 branes as well.

3.1 No D6 branes

Microscopically, the configuration we consider consists of a D4 brane wrapping the 4-
cycle [P ] = paΣ

a. In addition electric charges, q0, qa also arise due to gauge fields being
turned on, on its world volume 4.

At large volume the prepotential is given by eq.(30). From eq.(26), with p0 = 0,
the superpotential takes the form,

W = q0X
0 + qaX

a − 3Dabcp
aX

bXc

X0
. (33)

And from eq.(25) the Kahler potential is given by

K = − ln

(

−iX0X̄0Dabc

(

Xa

X0
− X̄a

X̄0

)(

Xb

X0
− X̄b

X̄0

)(

Xc

X0
− X̄c

X̄0

))

(34)

The supersymmetric solution for this case are known [31, 32].
In the subsequent discussion we denote,

xa = Xa/X0 (35)

and work in the gauge X0 = 1.
To begin it is also useful to first set qa = 0. Symmetries suggest the ansatz,

xa = pat. (36)

4Gravitational Chern-Simons terms will also induce these charges.
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Then it is easy to see that the conditions, eq.(28), are solved by

t = i
√

q0/D, (37)

where
D = Dabcp

apbpc. (38)

We also introduce for subsequent use the notation,

Dab ≡ Dabcp
c, Da ≡ Dabcp

bpc. (39)

We are interested in non-supersymmetric solutions to the attractor conditions. As
discussed in the previous section these must minimise the effective potential eq.(24). It
is easy to see that this condition takes the form,

∂aVeff = eK
(

gbc̄∇a∇bW∇cW + 2∇aWW + ∂ag
bc̄∇bW∇cW

)

= 0 . (40)

Symmetries dictate that the ansatz eq.(36) must be good in this case as well. As
discussed in appendix A.1, substituting for xa in terms of t from eq.(36), eq.(40) takes
the form,

6i

t
(q0 − t2D)(q0 + t2D) = 0 (41)

There are two non-singular solutions to eq.(41). The supersymmetric solution,
eq.(37) is one of them. The second solution is non-supersymmetric and is given by,

t = i
√

−q0/D (42)

We note that a non-singular solution requires that the imaginary part of t is non-
vanishing (otherwise the volume of the Calabi-Yau vanishes) 5. Thus for a given set
of charges we can either have a supersymmetric attractor or a non-supersymmetric
attractor, depending on whether q0/D > 0 or q0/D < 0.

The entropy of the black hole is given by,

S = 2π
√

Dq0, (43)

in the supersymmetric case, and by

S = 2π
√

−Dq0, (44)

in the non-supersymmetric case. Note that the entropy in the non-supersymmetric
case can be obtained from the supersymmetric case by analytically continuing in the
charges.

5There are additional conditions which must be met for the supergravity limit to be justified, these
are discussed towards the end of this section.
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So far we have set qa = 0. This condition is easily relaxed. The superpotential, in
X0 = 1 gauge takes the form,

W = (q0 + qax
a − 3Dbcx

bxc) (45)

Since it is quadratic in xa we can complete the square. Let us use the notation Dab for
the inverse of the matrix, Dab introduced in eq.(39). Then, defining the variables,

q̂0 = q0 +
1

12
Dabqaqb (46)

x̂a = xa − 1

6
Dabqb (47)

we find the Kahler potential and the superpotential take the same form in terms of the
hatted variables as they did for the unhatted variables in the qa = 0 case above.

The solution in the supersymmetric and non-supersymmetric cases can then be
easily written down and take the form,

x̂a = ipa
√

q̂0
D

(48)

and,

x̂a = ipa
√

−q̂0
D

(49)

respectively.
And the entropy in the two cases is given by

S = 2π
√

Dq̂0, (50)

and,

S = 2π
√

−Dq̂0. (51)

Note that once again for any set of charges one has either the susy or the non-susy
attractor but not both. One can go from the susy to the non-susy case by reversing
the sign of some charges (for example, this can be done by taking pa → −pa keeping
q0, qa fixed). And analytically continuing in the charges takes the entropy of the susy
solution to the non-susy case.

We have worked in the large volume limit of Type IIA theory above. The volume V
is determined by the vector multiplet moduli in IIA theory and is therefore fixed by the

attractor mechanism. For the solutions above it is given by V ≃ | q30
D
|1/2. By taking q0

big enough we can make V big. More generally we want the size of all two-cycles and
4-cycles to be big on the string scale. This leads to the condition, Im(xa) >> 1. We
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see from eq.(37), eq.(42), that this condition can be met by taking pa
√

|q0/D| >> 1.
A similar condition can also be met by by adjusting the charges when qa 6= 0 to ensure
that the Calabi-Yau manifold has large volume.

It is also worth commenting that the ansatz, eq.(36), is singular if the charges pa

are such that D = Dabcp
apbpc = 0. In this case the attractor value for the volume of

the Calabi-Yau vanishes. In fact, this ansatz is inapplicable if pa = 0 for any value of
the index a, since the volume of the corresponding 2-cycle, Σ̂a, vanishes.

Let us also comment on the physical meaning of the non-supersymmetric solutions
we have found. We saw in eq.(43), eq.(44), that the non-supersymmetric solutions are
obtained by say reversing the sign of q0. Thus starting with a supersymmetric situation
containing a D4 brane wrapped on a 4-cycle [P] with induced D0 brane charge q0 such
that q0/D > 0, we can get a non-supersymmertric configuration by changing the world
volume fluxes on the brane so that the induced charge q0 reverses sign. The solution
we have found above is the supergravity description of this microscopic configuration.
Similarly with qa charges also turned on once again changing the sign of the D0 brane
charge leads to a non-supersymmetric configuration 6. It is worth commenting that
since |Dq0| ≫ 1 for a big black hole, reversing the sign of q0 leads to O(1) breaking of
supersymmetry.

So far we have ensured that the attractor values of the moduli extremise the effective
potential. For an attractor Veff must be minimised. In the supersymmetric case this
condition is automatically met, as was discussed in the previous section. In the non-
supersymmetric case this needs to be verified by a direct calculation of the second
derivatives at the extremum. We turn to this next.

3.2 The Matrix of Second Derivatives

There are N vector multiplet moduli corresponding to 2N real scalars. As discussed
in appendix B.1 the matrix of second derivatives at the non-susy extremum discussed
above has N+1 positive eigen values and N−1 zero eigenvalues. These zero eigenvalues
correspond to the following directions in moduli space.

Let us write
xa = pat+ δxa (52)

We see from eq.(49) that at the extremum, where δxa vanishes, xa is purely imagi-
nary. The zero mass eigenmodes correspond to δxa being purely real and meeting the
condition that

Dabcp
bpcδxa = 0 (53)

6One also expects from the spinor conditions that reversing the sign of the D0 brane charge breaks
supersymmetry. This is easy to verify in a simple case like K3 × T 2.
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To analyse the attractor behavior we need to expand the potential to higher orders
in δxa. It is enough for this purpose to only consider the zero eigenmodes, since the
other direction have a positive second derivative. As discussed in appendix B.2 we get
keeping terms upto quartic order that

Veff = (Veff )0 + eK0

[

−72
q0
D

(Daδx
a)2 + 36(Dabδx

aδxb)2
]

(54)

where (Veff )0, K0 are the values of the effective potential and the Kahler potential at
the extremum.

Note that the quartic terms are positive. As discussed in section 2.2 this is enough
to ensure that the solution is an attractor.

This completes our discussion of the Type IIA case with D0, D2 and D4 brane
charges turned on. We turn to including D6 brane charge next.

The discussion above goes through essentially unchanged for the case when qa 6= 0,
by working in the hatted variables, introduced in eq.(46).

3.3 Adding D6 Branes

We now turn to adding D6 brane charge. The configuration we study has the following
microscopic description. It consists of a single D6 brane wrapping the Calabi-Yau p0

times. D4,D2 and D0 brane charges arise due to the world volume gauge field being
turned on on its world volume (and also due to gravitational Chern-Simons terms). We
will analyse the supergravity description of this configuration below. We find that once
again depending on the charges there is either a supersymmetric or non-supersymmetric
solution which extremises the effective potential. However, somewhat surprisingly, it
will turn out that the non-supersymmetric solution is not an attractor. The mass
matrix in this case has zero eigenvalues and the leading correction to the potential
along these directions of field space is cubic in the perturbation, δφ, eq.(129). For
simplicity, throughout this subsection we restrict ourselves to the case where qa = 0.

The superpotential in X0 = 1 gauge takes the form,

W = (q0 − 3Dabx
axb + p0Dabcx

axbxc). (55)

The susy solution is known [32],

xa = pat (56)

t =
1

2D

(

−p0q0 ± i
√

q0(4D − (p0)2q0)
)

(57)

where
D = Dabcp

apbpc (58)
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It has entropy,

S = π
√

4Dq0 − (p0)2q2
0. (59)

The supersymmetric solution exists if

4D

q0
> (p0)2. (60)

Non-susy extrema of the effective potential Veff are described in appendix A.2.
They exists when 4D

q0
< (p0)2, i.e., when the inequality, eq.(60), is not met. These

solutions are somewhat complicated. There are two branches depending on whether,
4D
q0
> 0 or 4D

q0
< 0. It is useful to define a variable s > 0 given by,

s =

√

(p0)2 − 4D

q0
. (61)

The two branches correspond to |s/p0| < 1 and |s/p0| > 1 respectively.
The non-susy extrema are obtained by seeking solutions to eq. (8) of the form,

eq.(35), eq.(36). Defining,
t = t1 + it2, (62)

one finds that t1 is given by

t1 =



































2
s

(

1+ p0

s

)

1/3

−

(

1− p0

s

)

1/3

(

1+ p0

s

)4/3

+

(

1− p0

s

)4/3
| s
p0
| > 1

2
p0

(

1− s
p0

)1/3

+

(

1+ s
p0

)1/3

(

1− s
p0

)

4/3

+

(

1+ s
p0

)

4/3
| s
p0
| < 1

(63)

and t2 by:

t2 =







4s

(s2−(p0)2)1/3((s+p0)4/3+(s−p0)4/3)
| s
p0
| > 1

4s

((p0)2−s2)1/3((|p0|+s)4/3+(|p0|−s)4/3)
| s
p0
| < 1

(64)

In these expressions the branch cuts are chosen so that all fractional powers are real.
The entropy of the non-supersymmetric solution is given by

S = π
√

(p0)2q2
0 − 4Dq0. (65)

It is easy to see that the critical values, eq.(63), eq.(64), and the entropy go over to
eqs.(50) and (51) of the previous section when p0 = 0.

For the non-supersymmetric extremum to be an attractor an additional condition
must be met. The extremum must be a minimum of the effective potential. The
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matrix of second derivatives in this case is evaluated in appendix B. When p0 6= 0
one finds again that there are N − 1 zero eigenvalues. To decide whether the non-
susy solution is an attractor one needs to therefore expand the potential to higher
orders along the zero eigenvalue directions. This is a rather tedious calculation. Some
details are summarised in appendix B.2. One finds that the leading corrections to the
potential are cubic when p0 6= 0. As a result based on the discussion of section 2.1 we
learn, somewhat surprisingly, that the non-supersymmetric extrema with p0 6= 0 are
not attractors.

4 Mirror Quintic in IIB

In this section we consider an example away from the large volume limit of IIA theory.
In general the analysis is more difficult now. One other limit which is sometimes
tractable analytically is that of small complex structure in the mirror IIB description.
We illustrate this case by studying the example of IIB theory on the mirror quintic
in this section. Our basic strategy will be to consider a black hole with appropriate
charges for which the attractor values of the moduli lie in the vicinity of the Gepner
point. Since the period integrals can be obtained in a power series expansion in this
region, an analytic analysis becomes possible. This basic strategy is analogous to what
was done in [33] in the study of flux compactifications.

We begin with some generalities. In the IIB theory the vector multiplet moduli
correspond to complex structure deformations of the Calabi-Yau manifold. In general
there are 2(h(2, 1)+1) non-trivial 3-cycles. A basis of 3-cycles, {Aa, Ba}, can be defined
with, Aa ∩Bb = δab , A

a ∩Ab = 0, Ba ∩Bb = 0. Let Ω be the holomorphic three-form of
the Calabi-Yau manifold. Then,

∫

Aa
Ω = Xa (66)

∫

Ba

Ω = ∂aF, (67)

where Xa are the special coordinates introduced earlier in our discussion of the special
geometry of the vector multiplet moduli space and F is the prepotential.

The configuration we consider is obtained by wrapping a D3 brane on a cycle of
homology class, [C] = qaA

a + paBa. Let C to the cohomology class dual to [C]. Now
for supersymmetry to be preserved C must be a sum of the (3, 0) + (0, 3) forms on
the Calabi-Yau manifold. We will be interested in the supergravity description of the
resulting black hole. Since the complex structure moduli lie in vector multiplets they
will be fixed by the attractor mechanism. Depending on the charges, (qa, p

a), the
resulting complex structure is such that sometimes C will be of type (0, 3) + (3, 0) and
sometimes it will not. In the latter case supersymmetry will be broken.
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The superpotential and Kahler potential can be expressed as follows:

W = Γ · Π (68)

where Γ and Π are 2(h(2, 1) + 1) dimensional row and column vectors given by,

Γ = (−pa, qa) (69)

Π =
(

∂aF
Xa

)

. (70)

The Kahler potential is given by,

K = − ln(−iΠ†ΣΠ), (71)

where the matrix Σ is defined in appendix C, eq.(138).
The mirror quintic is obtained by starting with the equation

Z5
1 + Z5

2 + Z5
3 + Z5

4 + Z5
5 − 5ψZ1Z2Z3Z4Z5 = 0 (72)

in P 4, and quotienting by a (Z5)
3 symmetry [34]. It has h(2, 1) = 1, so the vector

multiplet moduli space is one-dimensional and the vector Π is four-dimensional. The
complex structure modulus is parametrised by ψ in eq.(72). We will explore solutions
to the attractor equations in the vicinity of the Gepner point, ψ = 0, below.

To proceed what is needed is to evaluate the column vector Π introduced above in
terms of ψ. As discussed in [34] the period integrals of Ω and thus Π can be obtained
in a power series expansion around ψ = 0. This allows us to write,

W =
1

25

(

2πi

5

)3
[

c0n · p0 + c1n · p1ψ + c2n · p2ψ
2 + · · ·

]

. (73)

Here c0, c1, c2 are coefficients as defined in appendix C, eq.(136). n = (n1, n2, n3, n4) is
a row vector given in terms of the charges by,

(n1, n2, n3, n4) = 5Γ ·m, (74)

where m is a matrix defined in appendix C, eq.(135). And p0, p1, p2 are column vectors
defined in the appendix C, eq.(136).

The Kähler potential and metric are given by,

K = C0 − log

(

1 +
c21
c20

(2 −
√

5)|ψ|2 − c22
c20

(2 −
√

5)|ψ|4
)

gψψ̄ = − c20
c21(2 −

√
5)

(

1 +

{

2(2 −
√

5)
c21
c20

+ 4
c22
c21

}

|ψ|2 + · · ·
)

. (75)
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The constant C0 is defined in appendix C, eq.(139).
An extremum of the effective potential must satisfy the condition,

V ′(ψ) = eK [gbc̄∇a∇bW∇cW + 2∇aWW + ∂ag
bc̄∇bW∇cW ] = 0. (76)

We would like to solve this equation self-consistently in the vicinity of ψ = 0.
A convenient special case when the algebra simplifies is when n1 = n4 and n2 = n3.

In this case, as discussed in the appendix C, we can consistently take ψ to also be real.
W and ∇ψW are also real then and eq.(76) takes the form,

V ′(ψ) = eK∇ψW
(

2W + gψψ̄∇2
ψW + ∂ψg

ψψ̄∇ψW
)

= 0. (77)

The susy solution corresponds to setting ∇ψW = 0. The non-susy solution is
obtained from

2W + gψψ̄∇2
ψW + ∂ψg

ψψ̄∇ψW = 0. (78)

From, eq.(73), eq.(75), for small ψ this takes the form,

S1 + S2ψ ≃ 0, (79)

with,

S1 = 2c0n · p0 −
c20

c21(2 −
√

5)
2c2n · p2,

S2 = 2c1n · p1 −
6c20c3

c21(2 −
√

5)
n · p3 − n · p1

4c20c
2
2

c31(2 −
√

5)
, (80)

resulting in the solution,

ψ = −S1

S2

. (81)

For a solution at small ψ we need to choose charges so that S1/S2 ≪ 1. Consistent
with our assumption that n1 = n4 and n2 = n3 it is easy to see that S1, S2 do not
simultaneously vanish. For S1 to vanish we need,

n1

n2
=

cos(π
5
) − a cos(2π

5
)

cos(2π
5

) − a cos(π
5
)
, (82)

a =
c0c2

c21(
√

5 − 2)
. (83)

This gives,
n1/n2 ≃ −0.318. (84)

Keeping in view the integrality of n this condition is approximately met by taking for
example,

n1 = 100, n2 = −315. (85)
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The resulting value of ψ = 1.76 × 10−3, which is small as expected.
As discussed in the appendix the matrix of second derivatives has positive eigenval-

ues in this case. Thus the requirements for a non-susy attractor are met.
Note that the breaking of susy isO(1) in this example since |∇W |2/|W |2 = (1/(

√
5−

2))(n · p1/n · p0)
2 ∼ O(1).

The entropy is given by,

S ≃ πc20e
C0

[

|n · p0|2 +
1√

5 − 2
|n · p1|2

]

=
2

π5
× 109 . (86)

It is worth commenting on the microscopic configuration which corresponds to
the non-supersymmetric attractor we have found above. The integers eq.(85) with
n1 = n4, n3 = n2 lead to the charges, using eq.(74), (pa, qa) = (p1 = 400, p2 =
−286, q1 = 220, q2 = −143) respectively. The microscopic configuration is then a
D3 branes wrapping the three-cycle [C] = qaA

a + paBa. Here we are using the basis
of 3-cycles introduced at the beginning of this section. For the attractor values of the
complex structure moduli this cycle is non-supersymmetric.
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Appendix

In appendix §A we present the details on obtaining the nonsusy solutions, first for
the case without D6 branes and then for the case with D6 branes. In §B we compute
the matrix of second derivatives and also expand the potential to higher orders along
the zero eigen value directions. Finally, in §C we discuss the example of mirror quintic
near the Gepner point.

A.0 Nonsusy solutions

We consider type IIA compactification on a Calabi-Yau manifold M , with charges
(q0, qa, p

a, p0). We denote the vector multiplet moduli by xa. Setting the gauge x0 = 1,
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we have the superpotential and the Kähler potential are

W = q0 + qax
a − 3Dabx

axb + p0Dabcx
axbxc

K = − ln
(

−iDabc(x
a − x̄a)(xb − x̄b)(xc − x̄c)

)

, (87)

with Dab given in eq.(39). For convenience, we introduce the quantities Mab,Ma and
M :

Mab = Dabc(x
c − x̄c)

Ma = Dabc(x
b − x̄b)(xc − x̄c)

M = Dabc(x
a − x̄a)(xb − x̄b)(xc − x̄c) . (88)

The metric gab̄ = ∂a∂b̄K can be expressed in terms of these quantities as

gab̄ =
3

M

(

2Mab −
3

M
MaMb

)

. (89)

We also need the inverse of the metric for various computations later.

gab̄ =
M

6

(

Mab − 3

M
(xa − x̄a)(xb − x̄b)

)

, (90)

Mab being the inverse of the matrix Mab. In what follows, we will mainly use the ansatz,

xa = pat = pa(t1 + it2) . (91)

The inverse metric and it’s derivative, which we need in deriving the solutions of the
equation of motion, takes the following form for the above ansatz,

gab̄ =
2t22
3
D
(

3

D
papb −Dab

)

∂ag
bc̄ = −it2

3
D
(

3

D
(pcδba + pbδca −DbcDa) +DecDbfDaef

)

. (92)

Here we have used the notation intoduced in eq.(39). We now turn to studying non-
supersymmetric solutions, first without D6 branes and then with D6 branes.

A.1 No D6 branes

In this case p0 = 0. We will also set qa = 0, a = 1, · · ·N . As explained in §3,
our results are also applicable to the case qa 6= 0 after a suitable redefinition for qa, x

a.
With qa = 0, the superpotential becomes

W = q0 − 3Dabx
axb . (93)
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It is straightforward to find the covariant derivatives of the superpotential. They have
the following form:

∇aW = −6Dabx
b − 3Ma

M
W

∇a∇bW = −6Dab +
18

M
(MaDbc +MbDac)x

c − 6

M

(

Mab −
3

M
MaMb

)

W (94)

Since W is a polynomial in even powers of xa, we can set all the xa’s to be pure
imaginary. The ansatz for xa then becomes xa = ipat2 . The superpotential W and it’s
covariant derivatives simplifies a lot after substituting this ansatz for xa.

W = (q0 + 3t22D)

∇aW =
3i

2t2

Da

D
(q0 − t22D)

∇a∇bW =
3

2t22D
(q0 − t22D)

(

Dab −
3

D
DaDa

)

. (95)

Substituting the expressions for W and it’s covariant derivatives from eqs.(95), and
using eqs.(92) in the equations of motion, we find

6i

t2

Da

D
(q0 − t22D)(q0 + t22D) = 0 (96)

Thus for the nonsusy solution
q0 +Dt22 = 0 (97)

and hence

t2 =

√

−q0
D

, (98)

where as the susy solution corresponds to t2 =
√

q0/D . From this we see that the
nonsusy solution can be obtained from the susy one by setting q0 to −q0. The susy
solution exist for q0D > 0 and the nonsusy solution exists in the region q0D < 0.

A.2 Adding D6 branes

We will now consider the solutions in presence of D6 branes. In this case p0 6= 0
and the superpotential becomes

W = q0 − 3Dabx
axb + p0Dabcx

axbxc (99)

For later purpose, we summarise the expressions for it’s covariant derivatives:

∇aW = −3(2Dabx
b − p0Dabcx

bxc) − 3Ma

M
W
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∇a∇bW = −6(Dab − p0Dabcx
c) − 6

M

(

Mab − 3
MaMb

M

)

W

+
9

M

[

Ma(2Dbcx
c − p0Dbcdx

cxd) +Mb(2Dacx
c − p0Dacdx

cxd)
]

(100)

For this case, xa must be a complex quantity with non-vanishing real part. We now
substitute the ansatz (91), to obtain the simplified expressions for W and it’s covariant
derivatives:

W = X1 + it2DY1

∇aW =
3

2
Da

{

Y2 +
i

Dt2
X2

}

∇a∇bW =
3

2Dt22

(

Dab − 3
DaDb

D

)

X2 −
9i

2t2

(

Dab −
DaDb

D

)

Y2 (101)

Here we have introduced the following definitions:

X1 = q0 + 3Dt22(1 − p0t1) −Dt21(3 − p0t1)
X2 = q0 −Dt22(1 − p0t1) −Dt21(3 − p0t1)
Y1 = −p0t22 − 3t1(2 − p0t1)
Y2 = −p0t22 + t1(2 − p0t1). (102)

The susy solution corresponds to X2 = 0, Y2 = 0. Solving this for t1 and t2 we obtain

t =
1

2D

(

p0q0 ± i
√

q0(4D − (p0)2q0)
)

(103)

This is a valid solution in the range q0(4D−(p0)2q0) > 0, and the susy solution ceases to
exist beyond this. Thus we expect the nonsusy solution to occur for q0(4D− (p0)2q0) <
0. This is indeed the case, as we will see below.

Substituting the expressions from eqs.(101) and (92), in the equation of motion and
equating the real and imaginary parts to zero separately, we find

X2(X1 +X2) − Y2(Dt2)
2(Y1 + Y2) = 0

Y2(X1 −X2) +X2(Y1 − Y2) = 0 (104)

We need to solve the above two coupled equations for t1 and t2. To do this we will
first eliminate t1 from the above two equations to obtain an equation for t2 only. We
will similarly obtain an equation for t1 by eliminating t2 from above. It would then be
easier to solve these two uncoupled equations.

Eliminating t1 from eqs. (104) we find

t22
(

4D2t22 − q0
(

4D − (p0)2q0
))

f(t2) = 0 (105)
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with

f(t2) = q3
0

(

4D − (p0)2q0
)3

+ 6D2q2
0

(

4D − (p0)2q0
)2
t22 + 9D4q0

(

4D − (p0)2q0
)

t42

+D2
(

2D2 − 4D(p0)2q0 + (p0)4q2
0

)2
t62 (106)

The nonsusy solution for t2 corresponds to f(t2) = 0 . We can similarly obtain the
expression for t1. Eliminating t2 from eqs.(104), we find

(p0q0 − 2Dt1)(q0 −Dt21{3 − p0t1})g(t1) = 0 (107)

where

g(t1) = p0q2
0 − 3q0

(

−2D + (p0)2q0
)

t1 + 3p0q0
(

−3D + (p0)2q0
)

t21

−
(

2D2 − 4D(p0)2q0 + (p0)4q2
0

)

t31 (108)

We now have a seventh order equation for t1 which has seven solutions. However it
factorizes to two cubic and one linear equation and hence is exactly solvable. It is
possible to show explicitly that the solution for t1 coming from the liner equation or
the first of the cubics does not satisfy the equations of motion. So we must solve
g(t1) = 0 to obtain the nonsusy solution.

To solve explicitly, let us make the substitution:

D =
1

4
q0
(

(p0)2 − s2
)

(109)

Here it is worth pointing out that we have taken D to be nonzero throughout. Thus
the solution is meaningful only for s2 6= (p0)2. We will find two different solutions in
the two regions s2 > (p0)2 and s2 < (p0)2.

The above substitution in g(t1) = f(t2) = 0 gives

8p0 − 12
(

(p0)2 + s2
)

t1 + 6p0
(

(p0)2 + 3s2
)

t21 −
(

(p0)4 + 6(p0)2s2 + s4
)

t31 = 0 ,

210s6 − 3 27s4
(

(p0)2 − s2
)2
t22 + 36s2

(

(p0)2 − s2
)4
t42

−
(

(p0)2 − s2
)2 (

(p0)4 + 6(p0)2s2 + s4
)2
t62 = 0 . (110)

The first of the above two equations is a cubic in t1 and hence we can solve it exactly.
Although the second equation is sixth order in t2, it is possible to solve it analytically
since it contains only even power in t2. Here it is also worth mentioning that not all
solutions of the above two equations actually solve eqs.(104), as is usually the case in
elimination. Thus we have to carefully and choose the correct solution. Each of the
cubics allow a pair of complex roots and one real root, and it is the real roots which
solve eqs.(104). After some simplification, they take the form eq.(63, 64). We can
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explicitly check that these expressions for t1 and t2 do indeed satisfy the equations
of motion (104). A simple check shows that for the above nonsusy solution, the susy
breaking scale is O(1). From eqs.(101),(104), we find that

gab̄
∇aW∇bW

|W |2 = 3 . (111)

B.1 Diagonalizing Mass Matrix

Here we evaluate the eigenvalues of the mass matrix, eq.(9), for a configuration
consisting of D6, D4, D0 brane charges. We do not include D2 brane charge. When
D6 branes are absent D2 brane charge can be included in a straightforward manner as
was discussed in section 3.1.

The matrix elements are given by the double derivative of the effective potential.
Let us summarise the required expressions below.

e−K0∂a∂dV =
{

gbc̄∇a∇b∇dW + ∂ag
bc̄∇b∇dW + ∂dg

bc̄∇b∇aW
}

∇cW

+ 3∇a∇dWW + ∂a∂dg
bc̄∇bW∇cW − gbc̄∂agdc̄∇bWW

e−K0∂a∂d̄V = gbc̄∇a∇bW∇c∇dW +
{

2|W |2 + gbc̄∇bW∇cW
}

gad̄
+ ∂ag

bc̄∇bW∇c∇dW + ∂d̄g
bc̄∇a∇bW∇cW + 3∇aW∇dW

+ ∂a∂d̄g
bc̄∇bW∇cW (112)

The derivatives are evaluated at the extremum,

xa0 = pa(t1 + it2), (113)

with t1, t2 given by eq.(63,64). And K0 is the value of the Kahler potential at the
extremum.

We now have to use the expression for the superpotential and evaluate all the terms.
This is a tedious but straightforward calculation. We skip some of the details and give
the main results below. The terms appearing in the expression for ∂a∂d̄V are given by

gbc̄∇a∇bW∇c∇dW = − 3X2
2

2Dt22

(

Dad − 9
DaDd

D

)

− 27

2
DY 2

2

(

Dad −
DaDd

D

)

3∇aW∇dW =
27

4
DaDd

(

Y 2
2 +

X2
2

D2t22

)

2gad̄|W |2 =
3

Dt22

(

3DaDd

2D
−Dad

)

(X2
1 +D2t22Y

2
1 )

gad̄g
bc̄∇bW∇cW =

9

2Dt22

(

3DaDd

2D
−Dad

)

(X2
2 +D2t22Y

2
2 )
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∂ag
bc̄∇bW∇c∇dW =

3X2
2

Dt22

(

Dad − 3
DaDd

D

)

+ 9DY 2
2

(

Dad −
DaDd

D

)

+ iX

∂d̄g
bc̄∇cW∇a∇dW =

(

∂ag
bc̄∇bW∇c∇dW

)∗

∂a∂d̄g
bc̄DbWDcW = 3D

(

Y 2
2 +

X2
2

D2t22

)

(

3DaDd

2D
−Dad

)

(114)

Here X is a real quantity whose explicit expression is not needed for out purpose. We
can similarly calculate the other matrix elements. Note that

gbc̄∇a∇b∇dW∇cW =
3

2
DDad

(

Y2 − i
X2

Dt2

)(

6Y2 − Y1 −
i

Dt2
X1 +

6i

Dt2
X2

)

− 9

2
DaDd

(

Y2 − i
X2

Dt2

)(

Y2 +
5i

Dt2
X2

)

∂ag
bc̄∇b∇dW∇cW = 9DaDd

(

Y2 − i
X2

Dt2

)(

Y2 +
i

Dt2
X2

)

− 3DDad

(

Y2 − i
X2

Dt2

)(

3Y2 +
i

Dt2
X2

)

3∇a∇dWW = −9

2
DDad

(

Y1 +
i

Dt2
X1

)(

3Y2 +
i

Dt2
X2

)

+
27

2
DaDd

(

Y1 +
i

Dt2
X1

)(

Y2 +
i

Dt2
X2

)

−gbc̄∂agdc̄∇bWW = 3DDad

(

Y1 +
i

Dt2
X1

)(

Y2 +
i

Dt2
X2

)

− 9

2
DaDd

(

Y1 +
i

Dt2
X1

)(

Y2 +
i

Dt2
X2

)

∂a∂dg
bc̄∇bW∇cW = 3DDad

(

Y 2
2 +

X2
2

D2t22

)

− 9

2
DaDd

(

Y 2
2 +

X2
2

D2t22

)

(115)

Adding up these we get

e−K0∂a∂d̄V = 6D

(

Y 2
1 +

1

D2t22
X2

1

)

(

3
DaDd

D
−Dad

)

e−K0∂a∂dV = 6DDad

(

1

D2t22
X2

2 − Y 2
2 − 2Y1Y2 − 2i

(X1 −X2)

Dt2
Y2

)

(116)

Note that, in obtaining the above we have used the equations of motion (104).
We now set xa − xa0 = y1a + iy2a in order to express the mass terms in terms of the

real fields y1a, y2a . The quadratic terms then take the form,

Smass = 2∂a∂d̄V (y1ay1d + y2ay2d) + 2Re(∂a∂dV )(y1ay1d − y2ay2d)
−2Im(∂a∂dV )y1ay2d. (117)

The mass matrix can then be read off and takes the form,

M = E
(

3
DaDd

D
−Dad

)

⊗ I +Dab ⊗ (Aσ3 − Bσ1), (118)
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where

E = 12DeK0

(

Y 2
1 +

1

D2t22
X2

1

)

A = 12DeK0

(

1

D2t22
X2

2 − Y 2
2 − 2Y1Y2

)

B = 24DeK0
(X2 −X1)

Dt2
Y2. (119)

This is written in tensor product notation. Each coordinate yia has two labels, with
i = 1, 2 and a = 1 · · ·N . The I, σ3, σ1 matrices act in the 2× 2 space labelled by i and
the Dab, DaDb matrices in the N ×N space labelled by a.

To proceed we first diagonalise the 2× 2 matrix Aσ3 −Bσ1. Using the equations of
motion, eq.(104), we find that the eigenvalues of this matrix are ±E. Restricting now
to the N dimensional subspace with eigenvalue +E subspace, M takes the form,

Mab = 3E
DaDd

D
. (120)

It is easy to see that this matrix has (N−1) zero eigenvalues. Any vector za withDaz
a =

0, is a zero eigenvector. From eq.(119), we find that E/D = 12eK0(Y 2
1 + 1

D2t2
2

X2
1 ) > 0.

It then follows that the remaining one eigenvalue is positive. Before proceeding let us

note that the zero eigen vectors take the form
(

cos θ
sin θ

)

in the 2 × 2 subspace, with

tan θ =
B

A−
√
A2 +B2

. (121)

Next consider the eigenvector of Aσ3−Bσ1 with eigenvalue −E. Restricting to this
N dimensional subspace, M takes the form,

Mab = 2
E

D

(

3

2
DaDd −DadD

)

(122)

Now for a solution of the form, eq.(91), the metric, gab̄ becomes,

gab̄ =
3

2D2t22

(

3

2
DaDb −DDab

)

. (123)

At a non-singular point in moduli space allN eigenvalues of the metric must be positive.
Thus we learn that as long as the charges are chosen so that the fixed values for the
moduli are at a non-singular point in moduli space, all these N eigenvalues of M are
positive.
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This concludes our discussion of the mass matrix. To summarise, for a general
configuration of D6, D4, D0 brane charges, we find that there are N−1 zero eigenvalues
and N + 1 positive eigenvalues of the mass matrix. In the case when D6 brane charge
vanishes, D2 brane charges can also be included in the analysis by working in the
appropriate “hatted” variables, eq.(46), this means once again the same number of
zero and positive eigenvalues.

B.2 Beyond Quadratic Order

Since some eigenvalues of the mass matrix are zero we need to calculate terms
in the effective potential beyond quadratic order before deciding whether the non-
supersymmetric extremum is an attractor. These terms need to be calculated along
the N − 1 zero eigenvalue directions found above. We turn to this next.

It is useful to consider the case without any D6 branes first, since the calculations
are considerably simpler in this case. From eq.(37) we see that t1 vanishes in this case,
and from eq.(102) it follows that Y2 = 0. It then follows from eq.(119) that B = 0 and
so we see that the zero eigenvectors correspond to θ = 0 in eq.(121) and are “purely”
axionic. We write,

xa = it2p
a + δxa (124)

where δxa is real.
We then have

W = (q0 + 3t22D − 3Dabδx
aδxb) − 6it2Daδx

a

∇bW = 4δxaDt22gbā +
3iDb

2t2D
(q0 − t22D − 3Dabδx

aδxb) (125)

Setting Dt22 = −q0 we get

W = −(2q0 + 3Dabδx
aδxb) − 6it2Daδx

a

∇bW = −4q0δx
agbā +

3iDb

2t2D
(2q0 − 3Dabδx

aδxb) (126)

This gives

|W |2 = (2q0 + 3Dabδx
aδxb)2 + 36t22(Daδx

a)2

gbc̄∇bW∇cW = 16q2
0gab̄δx

aδxb +
9

4D2t22
gbc̄DbDc(2q0 − 3Dabδx

aδxb)2

= 16q2
0gab̄δx

aδxb + 3(2q0 − 3Dabδx
aδxb)2 , (127)

from which we obtain

Veff(x
a) = Veff(it2p

a) + eK0

(

−72
q0
D

(Daδx
a)2 + 36(Dabδx

aδxb)2
)

. (128)
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For the zero eigenvectors, Daδx
a = 0, so we see as required that the quadratic terms

vanish. The leading correction to Veff is then quartic. From the equation above we see
that it’s coefficient is positive. It then follows from the discussion in Section 2.1 that
the non-supersymmetric extremum is an attractor.

Next we turn to the case where the D6 brane charge is non-zero. In this case the
calculation of the higher order corrections is quite complicated. We omit the tedious
details here and simply report the final result. Along the zero eigenvector directions
we can write, xa − xa0 = (cos θ + i sin θ)αa, where Daα

a = 0. The angle θ is defined in
eq.(121). One finds that along the zero-eigenvector directions Veff takes the form,

Veff(x
a) = Veff (x

a
0) + λDabcα

aαbαc, (129)

where the coefficient λ is given by

λ =
sin3 θ

2D2t62

[

3D2t22|t(p0t− 2)|2 +
5

2
|W0|2

]

− 3

t22
|p0t− 1|2 sin θ

− 1

4Dt32
Re

[

Dt(p0t− 2)
{

−6ip0t2e
−3iθ + 24p0t2 sin θe−2iθ − 12(p0t̄− 1)e−iθ sin2 θ

}

+ p0W0

{

6i sin θe−2iθ + 4e−3iθ
}

− 12p0t22D(p0t− 1)e−iθ
]

. (130)

A straightforward check shows that λ does not vanish when p0 6= 0. Thus the leading
correction to Veff is cubic. This leads to the conclusion that in the case where D6-brane
charge is present the non-susy extremum we have found is not an attractor.

C. Mirror Quintic

In this appendix, we provide some of the additional formulae used in section 4. We
will first calculate the period vector Π(ψ), eq.(70), in the vicinity of the Gepner point,
ψ = 0. In the Picard-Fuchs basis the period vector ω̄(ψ) can be expressed in terms of
a fundamental period:

ω0(ψ) = −1

5

∞
∑

m=1

α2mΓ(m/5)(5ψ)m

Γ(m)Γ4(1 −m/5)
, (131)

as

ω̄ = − 1

ψ

(

2πi

5

)3











ω2

ω1

ω0

ω4











. (132)
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Here we have done appropriate rescaling of the period vector in order to keep it non-
vanishing at ψ = 0. The periods ωk(ψ) are expressed in terms of ω0(ψ) as

ωk(ψ) = ω0(α
kψ) , (133)

with α = e2πi/5. Now the periods in the integral basis are related to ω̄ by

Π(ψ) = m · ω̄(ψ) , (134)

with

m =











−3
5

−1
5

21
5

8
5

0 0 −1 0
−1 0 8 3
0 1 −1 0











. (135)

For convenience, we introduce the coefficients cm and vectors pm as follows:

cm−1 =
Γ(m/5)5m

Γ(m)Γ4(1 −m/5)

pm−1 =











α4m

α3m

α2m

αm











(136)

From the definition of α it follows that, for all values of m, the first and fourth elements
in pm are conjugate to each other and so are the second and third elements. It is useful
to keep this in mind as it will help us later in obtaining the nonsusy solution.

Next, we turn to obtaining the superpotential and the Kähler potential. Let us first
express the period vector ω̄(ψ) in terms of cm and pm:

ω̄ =
1

5

(

2πi

5

)3

(c0p0 + c1p1ψ + c2p2ψ
2 + · · ·) (137)

The periods in the integral basis may now be obtained from eq.(134). The superpo-
tential then takes the form eq.(73), where the vector n = (n1, n2, n3, n4) is defined in
eq.(74). Similarly we can derive expression for the Kähler potential. It is given by
eq.(71). with

Σ =











0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0











. (138)
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We can substitute the expression for the period vector in the above and obtain the
Kahler potential in eq.(75), where C0 is an overall additive constant,

C0 = − log

[

√

2 + 2
√

5
(

c0
5

)2 (2π

5

)6
]

. (139)

It is now straightforward to obtain the metric. We find

gψψ̄ = −(2 −
√

5)
c21
c20

+

(

2(2 −
√

5)2 c
4
1

c40
+ 4(2 −

√
5)
c22
c20

)

|ψ|2 + · · · . (140)

It’s inverse is given in eq.(75).
We now have all the ingredients in hand to find the extrememu of the potential,

eq.(76). As discussed in section 4, for simplicity, we restrict to the choice of charges,
n1 = n4 and n2 = n3. It is easy to observe that for this choice of charges, the product,
n·pk, is always real. Since the coefficients ck are also real, we can consistently choose an
ansatz to set ψ to be real. A quick observation then tells that the covariant derivative
of W is also real. Thus eq.(76) can be written in the factorised form, eq.(77).

We end by discussing the mass matrix for the the non-supersymmetric solution,
eq.(81). The potential is given in eq.(24), and we are interested in the second derivatives
at the extremum, eq.(81). One finds,

∂2
ψV = 6

(

c0c2 −
c20c3

c1(2 −
√

5)

)

n · p0n · p1

∂2
ψψ̄V =

(

2 − 8c20c
2
2

c41(2 −
√

5)

)

c21(n · p1)
2 − 2(2 −

√
5)c21(n · p0)

2 (141)

For the choices of n1 and n2, eq.(85), w get,

∂2
ψV ∼ −7.8 × 107 , ∂2

ψψ̄V ∼ 1.3 × 108 ,

from which it follows that the eigenvalues of the mass matrix are positive (with the
values 2.08 × 108 and 5.18 × 107). Thus we see that there are no tachyonic directions
and no zero-eigenvalues so that the non-susy extremum is an attractor.
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