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Orthogonal frequency division multiplexing (OFDM) is a parallel transmission scheme for transmitting data at very high rates
over time dispersive radio channels. In an OFDM system, frame synchronization and frequency offset estimation are extremely
important for maintaining orthogonality among the subcarriers. In this paper, for a preamble having two identical halves in
time, a timing metric is proposed for OFDM frame synchronization. The timing metric is analyzed and its mean values at the
preamble boundary and in its neighborhood are evaluated, for AWGN and for frequency selective channels with specified mean
power profile of the channel taps, and the variance expression is derived for AWGN case. Since the derivation of the variance
expression for frequency selective channel case is tedious, we used simulations to estimate the same. Based on the theoretical
value of the mean and estimate of the variance, we suggest a threshold for detection of the preamble boundary and evaluating
the probability of false and correct detections. We also suggest a method for a threshold selection and the preamble boundary
detection in practical applications. A simple and computationally efficient method for estimating fractional and integer frequency
offset, using the same preamble, is also described. Simulations are used to corroborate the results of the analysis. The proposed
method of frame synchronization and frequency offset estimation is applied to the downlink synchronization in OFDM mode
of wireless metropolitan area network (WMAN) standard IEEE 802.16-2004, and its performance is studied through simula-
tions.
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1. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) is a
multicarrier modulation scheme in which high rate data
stream is split into a number of parallel low rate data streams,
each of which modulates a separate subcarrier. Recently,
OFDM has been adopted as a modulation technique in wire-
less metropolitan area network (WMAN) standard [1]. In
OFDM system, timing and frequency synchronization are
crucial for the retrieval of information (see [2]). If any of
these tasks is not performed with sufficient accuracy, the or-
thogonality among the subcarriers is lost, and the communi-
cation system suffers from intersymbol interference (ISI) and
intercarrier interference (ICI). Several techniques have been
proposed recently for OFDM synchronization. Those sug-
gested in [3–9] use certain structure available in the preamble
while the techniques in [10, 11] propose to use the structure
provided by the cyclic prefix in the data symbol. Specifically,

in [10, 11], the authors exploit the correlation that exists be-
tween the samples of the cyclic prefix and the correspond-
ing portion of the symbol. However, the number of sam-
ples that satisfy this property will be reduced by the chan-
nel impulse response length in the presence of delay spread
channel. Assuming that the symbol synchronization has been
achieved, Moose [3] proposed a method for estimating the
frequency offset with a preamble consisting of two repeated
OFDM symbols. Considering a preamble with two OFDM
symbols, Schmidl and Cox proposed a method for time and
frequency synchronization in [5]. Their timing metric ex-
ploits the structure in the first symbol, which consists of two
identical halves in time, and it is insensitive to frequency off-
set and channel phase. However, the resulting metric suffers
from a plateau which causes some ambiguity in determining
the start of the frame. The frequency offset within ±1 sub-
carrier spacing is estimated from the phase of the numerator
term of the timing metric at the optimum symbol time. For
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estimating the offset above ±1 subcarrier spacing, they em-
ploy the second symbol of the preamble. To avoid the am-
biguity caused by the plateau of the timing metric in [5], the
authors in [6, 7] proposed a preamble, consisting of consecu-
tive copies of a synchronization pattern in time domain, and
a timing metric different from that of [5]. However, in the
presence of frequency selective channel, the frequency offset
estimate exhibits larger variance than in the AWGN chan-
nel, even at high SNR values. The method in [8] suggests
a preamble with differentially encoded time domain PN se-
quence for frame detection and two identical OFDM symbols
for frequency offset estimation. In [4], Minn et al. designed
a specific preamble, containing repetitive parts with different
signs, for time and frequency synchronization. In a frequency
selective channel, this repetitive structure of the received
preamble is disturbed and some interference is introduced
in the frequency offset estimation. They proposed to sup-
press this interference either by excluding those differently
affected received samples from frequency offset estimation,
or by finding the correct frequency estimate by maximizing
another metric over all possible values of the frequency es-
timate around the coarse estimate. Muller-Weinfurtner [12]
carried out simulations in the indoor radio communication
channel environment to assess the OFDM frame synchro-
nization performance using timing metrics of [5, 6, 10] and
showed that the timing metric of [10] performs better than
other timing metrics. The authors in [9] have proposed an
m-sequence (maximum length shift register sequence) based
frame synchronization method for OFDM systems. An m-
sequence is added directly to the OFDM signal at the begin-
ning of the frame at the transmitter and the autocorrelation
property of m-length sequence is exploited at the receiver to
find the frame boundary estimate. Wu and Zhu [13] pro-
posed a method of frame and frequency synchronization for
OFDM systems using a preamble consisting of two symbols,
which is the same as the one recommended for the OFDM
mode of WMAN [1]. The first symbol of the preamble has
four identical parts and they used Schmidl and Cox timing
metric [5] during this symbol for initial timing. The sec-
ond symbol has conjugate symmetry and they exploit this
property to achieve an accurate frame boundary estimation.
The fractional frequency offset is found using the repetitive
structure of the preamble. After the fractional part of the fre-
quency offset is compensated, the integer frequency offset is
found by maximizing a correlation function for all possible
values.

In this paper, a timing metric is proposed for OFDM
frame synchronization using an OFDM symbol with two
identical parts in time domain as a preamble. This pream-
ble is the same as the second symbol of the downlink pream-
ble suggested for the OFDM mode in WMAN [1]. Later we
show that this method can be extended to a preamble hav-
ing four identical parts. Considering an ideal scenario, we
show that the metric yields a sharp peak at the correct sym-
bol boundary. The metric is analyzed and its mean values at
the symbol boundary and in its neighborhood are evaluated
for AWGN and frequency selective channels with specified
mean power profile of the channel taps, and the variance of

the metric is derived for AWGN case. Since the derivation of
the variance expression for frequency selective channel case
is tedious, we use simulations to estimate this. Based on the
mean values and variances, we select a threshold for detec-
tion of the symbol boundary and evaluate the probability of
false and correct detections. A method for selecting a thresh-
old and a detection strategy in practical applications is also
suggested. A simple and computationally efficient method
for estimating fractional and integer frequency offset is de-
scribed. The proposed timing and frequency synchronization
methods are applied to the downlink synchronization in the
OFDM mode of WMAN, IEEE 802.16-2004. Simulations are
provided to illustrate the performance of the proposed meth-
ods and also to support the results of analysis. The rest of the
paper is organized as follows.

Section 2 briefly describes the basics of the underlying
OFDM system. In Section 3, the proposed timing metric is
motivated for the ideal channel with no noise. Section 4 anal-
yses the proposed timing metric for the AWGN and fre-
quency selective channels. The mean values of the timing
metric are evaluated at exact symbol boundary and in its
neighborhood for AWGN and frequency selective channels,
and the variance is derived for AWGN channel (in the ap-
pendix) while it is estimated for SUI channels using simu-
lations. Selection of threshold and evaluation of the proba-
bility of false and correct detections are discussed in this sec-
tion. A detection strategy for practical applications is also de-
scribed in this section. Section 5 presents a simple and com-
putationally efficient frequency offset estimation algorithm.
In Section 6, we apply the frame synchronization and fre-
quency offset estimation algorithms to the OFDM mode in
WMAN and present the results. Section 7 concludes the pa-
per.

2. A TYPICAL OFDM SYSTEM

The block diagram of a typical OFDM transmitter is shown
in Figure 1. A block of input data bits is first encoded and
interleaved. The interleaved bits are then mapped to PSK or
QAM subsymbols, each of which modulates a different car-
rier. Known pilot symbols modulate pilot subcarriers. The
pilots are used for estimating various parameters. The sub-
symbols for the guard carriers are zero amplitude symbols.
The cyclic prefix of length L, which is longer than the chan-
nel impulse response length, is appended at the beginning of
the OFDM symbol. The baseband OFDM signal is generated
by taking the inverse fast Fourier transform (IFFT) [14] of
the PSK or QAM subsymbols.

The samples of the baseband equivalent OFDM signal
can be expressed as

x(n) = 1√
N

N−1∑

k=0

X(k)e j2πk(n−L)/N , 0 ≤ n ≤ N + L− 1, (1)

where N is the total number of carriers, X(k) is the kth sub-
symbol, and j = √−1. The signal is transmitted through a
frequency selective multipath channel. Let h(n) denote the
baseband equivalent discrete-time channel impulse response
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Figure 1: Block diagram of an OFDM transmitter.
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Figure 2: Preamble (preceded by CP) considered for the proposed
timing synchronization.

of length υ. A carrier frequency offset of ε (normalized with
subcarrier spacing) causes a phase rotation of 2πεn/N . As-
suming a perfect sampling clock, the received samples of the
OFDM symbol are given by

r(n) = e j[(2πεn/N)+θ0]
υ−1∑

l=0

h(l)x(n− l) + η(n), (2)

where θ0 is an initial arbitrary carrier phase and η(n) is a
zero mean complex white Gaussian noise with variance σ2

η .
In this paper, we consider packet-based OFDM communi-
cation system, where preamble is placed at the beginning
of the packets. The frame boundary, which is the same as
the preamble boundary, is estimated using the timing syn-
chronization algorithm. The frequency offset is estimated us-
ing the frequency offset estimation algorithm. The received
OFDM symbol needs to be compensated for the frequency
offset before proceeding with demodulation.

3. PROPOSED TIMING METRIC

Consider an OFDM symbol preceded by CP as shown in
Figure 2. The two halves of this symbol are made identical
(in time domain) by loading even carriers with a pseudo-
noise (PN) sequence. If the length of CP is at least as large
as that of channel impulse response, then the two halves
of the symbol remain identical at the output of the chan-
nel, except for a phase difference between them due to car-
rier frequency offset. Considering this symbol as a preamble,
and prompted from the WMAN-OFDM mode preamble [1],
where the loaded PN sequence is specified a priori, we pro-
pose the following timing metric for frame synchronization:

M(d) =
∣∣P(d)

∣∣2

R2(d)
, (3)

where P(d) and R(d) are given by

P(d) =
M−1∑

i=0

[
r(d + i)a(i)

]∗[
r(d + i + M)a(i)

]
, (4)

R(d) =
M−1∑

i=0

∣∣r(d + i + M)
∣∣2
. (5)

The superscript “∗” denotes complex conjugation, M = N/2
with N denoting the symbol length, r(n) are the samples of
the baseband equivalent received signal, and d is a sample in-
dex of the first sample in a window of 2M samples. R(d) gives
an estimate of the energy in M samples of the received signal.
The samples a(n) for n = 0, 1, . . . ,M − 1 are the transmitted
time domain samples in one half of the preamble which are
assumed to be known to the receiver. Note that the metric
here is different from that of [5] and the difference is in the
numerator term P(d) which uses transmitted time domain
samples a(n) unlike in [5]. We now give some motivation for
the above metric.

To keep the exposition simple, assume an ideal channel
with no noise. Then, samples of the received preamble (pre-
ceded by CP) are

r(n) = e j[2πεn/N+θ0]

× a
(
(n− L) modM

)
, n = 0, 1, . . . , 2M + L− 1.

(6)

The product obtained by multiplying the conjugate of one
sample from first half with the corresponding sample from
the second half of the received symbol will have a phase
φ = πε. Consider the case where d corresponds to a sample
in the interval consisting of CP and the left boundary of the
preamble. Without loss of generality, let d denote the sample
index measured with respect to left boundary of the CP. That
is, d = 0 implies that the window of 2M samples begins at
the left boundary of the CP. Then, for 0 ≤ d ≤ L, (4) can be
expressed as

P(d) = e jφ
M−1∑

i=0

a∗
(
(d + i− L) modM

)

× a
(
(d + i + M − L) modM

)∣∣a(i)
∣∣2

(7)
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Figure 3: Normalized autocorrelation (G(τ)/G(0)) of the sequence |a(i)|2.

which simplifies to

P(d)=e jφ
M−1∑

i=0

∣∣a
(
(d+i− L) modM

)∣∣2∣∣a(i)
∣∣2=e jφG(d−L),

(8)

where G(τ) denotes cyclic autocorrelation of the sequence
|a(i)|2 for lag τ. Since G(τ) has a peak at τ = 0 (see Figure 3),
the magnitude of P(d) attains maximum value when d = L.
From (5) and (6), for 0 ≤ d ≤ L, R(d) is given by

R(d) =
M−1∑

i=0

∣∣a
(
(d + i + M − L) modM

)∣∣2 =
M−1∑

i=0

∣∣a(i)
∣∣2
.

(9)

Since R(d) remains constant for all the values of d under con-
sideration and |P(d)| attains maximum value when d = L,
the metric (3) will attain a peak value when the left boundary
of the window aligns with the left boundary of the preamble.
The relative value of this peak compared to those for d �= L
depends on the nature of the autocorrelation G(τ). Figure 3
shows the plot of G(τ), normalized with respect to its peak
value G(0), for the case when the samples a(i) are generated
by loading the even subcarriers of the preamble with a PN se-
quence (in frequency domain) as specified in [1] for OFDM
mode. The shape of the autocorrelation plot suggests that the
proposed metric will yield a sharp peak at the correct symbol
boundary.

4. ANALYSIS OF THE PROPOSED TIMING METRIC

Recall that the samples of the transmitted preamble (pre-
ceded by CP) are a((n − L) modM) for n = 0, 1, . . . , 2M +
L − 1. Let r(n) = s(n) + η(n) be the samples of the received

preamble where s(n) is the signal part (for 0 ≤ n ≤ 2M +L−
1) given by

s(n) =

⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

e j[(2πεn/N)+θ0]a
(
(n−L) modM

)
AWGN channel,

e j[(2πεn/N)+θ0]

×
υ−1∑

l=0

h(l)a
(
(n− L− l) modM

)
FSC,

(10)

and η(n) is the noise part (FSC = frequency selective chan-
nel). Let r1(n) = r∗(n)r(n + M) = s1(n) + η1(n), where

s1(n) = s∗(n)s(n + M), (11)

η1(n) = s∗(n)η(n + M) + s(n + M)η∗(n) + η∗(n)η(n + M).
(12)

Now, consider P(d) given in (4). Recall that d is a sample
index of the first sample in a window of 2M received samples,
measured with respect to the left boundary of CP. Using the
above notation, we can express P(d) as

P(d) =
M−1∑

i=0

s1(d + i)
∣∣a(i)

∣∣2
+

M−1∑

i=0

η1(d + i)
∣∣a(i)

∣∣2
. (13)

Assume that d corresponds to a sample index in the inter-
val spanning the ISI-free portion of CP and the preamble
boundary. For these values of d, s1(d + i) has a phase φ = πε.
The P(d) given in (13) can be broken into parts that are in-
phase and quadrature phase to s1(d + i), similar to that given
in [5]. For moderate values of SNR, the magnitude of the
quadrature part is small compared to that of in-phase part
and can be neglected [5]. Then, |P(d)| can be expressed as

∣∣P(d)
∣∣ = e− jφ

M−1∑

i=0

(
s1(d + i)

∣∣a(i)
∣∣2

+ inPhaseφ
{
η1(d + i)

}∣∣a(i)
∣∣2
)

,

(14)
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where inPhaseφ{U} denotes the component of U in the φ
direction. From (5), the estimate of the received signal energy
is

R(d) =
M−1∑

i=0

(∣∣s(d + i + M)
∣∣2

+
∣∣η(d + i + M)

∣∣2

+ 2 Re
{
s∗(d + i + M)η(d + i + M)

})
.

(15)

From the Central limit theorem, both |P(d)| and R(d) are
Gaussian distributed. From (10), (11), and (14), |P(d)| sim-
plifies to zero lag cyclic autocorrelation of |a(i)|2 for d = L in
the case of ideal channel with no noise. On the other hand,
the metric of [5] remains constant for all values of d in the
interval under consideration leading to a plateau.

Consider the square root of the timing metric Q(d) =√
M(d). Numerator and denominator of Q(d) are Gaussian

random variables. If the standard deviations of both these
random variables are much smaller than their mean values,
then the mean and the variance of Q(d) are obtained as [15]
(using the first-order terms in Taylor series expansion of the
ratio |P(d)|/R(d)),

μQ(d) = E
[
Q(d)

] = E
[∣∣P(d)

∣∣]

E
[
R(d)

] , (16)

σ2
Q(d) =

σ2
|P(d)| + μ2

Q(d)σ
2
R(d) − 2μQ(d) cov

(∣∣P(d)
∣∣,R(d)

)

(
E
[
R(d)

])2 ,

(17)

where E[·] denotes expectation operator, σ2
Q(d), σ

2
|P(d)|, and

σ2
R(d) represent variances of Q(d), |P(d)|, and R(d), respec-

tively, and cov(|P(d)|,R(d)) is the covariance between |P(d)|
and R(d).

Under the condition that E[|P(d)|] is much larger than
its standard deviation, and similarly for R(d), the ratio Q(d)
can be expressed as Q(d) = μQ(d) + ζ(0, σ2

Q(d)), where ζ(μ, σ2)
denotes a Gaussian random variable with mean μ and vari-
ance σ2. Then, M(d) can be approximated as

M(d) = [μQ(d) + ζ
(
0, σ2

Q(d)

)]2

≈ μ2
Q(d) + 2μQ(d)ζ

(
0, σ2

Q(d)

)
.

(18)

In (18), it is assumed that μQ(d) is much larger than σ2
Q(d),

which is valid in view of the assumptions1 made regarding
the means and variances of |P(d)| and R(d). Thus, we have
the mean and variance of M(d) as

μM(d) = μ2
Q(d), (19)

σ2
M(d) = 4μ2

Q(d)σ
2
Q(d). (20)

We now derive the expression for the mean value of the tim-
ing metric for AWGN and frequency selective channels.

1 These assumptions are verified using simulations.

4.1. AWGN channel

Using (10) and (11), we can write s1(i) as

s1(i) = e jφ
∣∣a
(
(i− L) modM

)∣∣2
. (21)

Substituting (21) in (14), we get

∣∣P(d)
∣∣ =

M−1∑

i=0

∣∣a
(
(d + i− L) modM

)∣∣2∣∣a(i)
∣∣2

+
M−1∑

i=0

inPhaseφ
{
η1(d + i)

}∣∣a(i)
∣∣2
.

(22)

Since the expectation of the second term in (22) is zero,

E
[∣∣P(d)

∣∣]=
M−1∑

i=0

∣∣a
(
(d+i− L

)
modM

)∣∣2∣∣a(i)
∣∣2=G(d−L).

(23)

From (10) and (15), we have

R(d) =
M−1∑

i=0

(∣∣a
(
(d + i− L) modM

)∣∣2
+
∣∣η(d + i + M)

∣∣2

+ 2 Re
{
a∗
(
(d + i− L) modM

)
η(d + i + M)

})
,

(24)

and taking expectation, we obtain

E
[
R(d)

] =
M−1∑

i=0

[∣∣a(i)
∣∣2

+ σ2
η

]
= Ea + Mσ2

η , (25)

where Ea is the energy in one half of the preamble and σ2
η is

the variance of the noise η(n). Combining (23) and (25) with
(16) and (19) gives the mean value of the timing metric as

μM(d) =
[
G(d − L)

]2

[
Ea + Mσ2

η

]2 . (26)

The numerator term in (26) is square of the lag (d−L) cyclic
autocorrelation of the sequence |a(i)|2. Since the denomina-
tor term remains constant for all values of d under consider-
ation, which in the case of AWGN correspond to the whole
interval of CP and the preamble boundary, the mean value
of the timing metric will attain maximum value for d = L.
From the autocorrelation of |a(i)|2, shown in Figure 3, the
mean value at the correct symbol boundary (d = L) is at least
1.4 times the mean value at any other time instant in the CP
interval.

The expression for variance of the timing metric is de-
rived in the appendix.
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4.2. Frequency selective channel

For the frequency selective channel case, using (10) and (11),
we can express s1(i) as

s1(i) = e jφ
υ−1∑

l=0

∣∣h(l)
∣∣2∣∣a

(
(i− L− l) modM

)∣∣2

+
υ−1∑

l=0

υ−1∑

m=l+1

2 Re
{
h∗(l)h(m)a∗

(
(i− L− l) modM

)

× a
(
(i− L−m) modM

)}
.

(27)

Substituting (27) into (14) gives

∣∣P(d)
∣∣

=
M−1∑

i=0

υ−1∑

l=0

∣∣h(l)
∣∣2∣∣a

(
(d + i− L− l) modM

)∣∣2∣∣a(i)
∣∣2

+
M−1∑

i=0

inPhaseφ
{
η1(d + i)

}∣∣a(i)
∣∣2

+
M−1∑

i=0

υ−1∑

l=0

υ−1∑

m=l+1

2 Re

{
h∗(l)h(m)a∗

(
(d + i− L−l) modM

)

× a
(
(d+i−L−m) modM

)}∣∣a(i)
∣∣2
.

(28)

Here, d is assumed to correspond to a sample index in the
interval spanning the ISI-free portion of CP and the pream-
ble boundary, that is, υ ≤ d ≤ L. The value of υ is obtained
from the mean power profile of the channel taps, which is
normally specified for a multipath channel.

The expectation of the second term in (28) is zero and
the expectation of the third term will also be zero if we as-
sume the channel taps to be zero mean complex Gaussian
random variables that are mutually uncorrelated. Then, the
mean value of |P(d)| is given by (after interchanging the
summations)

E
[∣∣P(d)

∣∣]

=
υ−1∑

l=0

ρl

[M−1∑

i=0

∣∣a
(
(d + i− L− l) modM

)∣∣2∣∣a(i)
∣∣2
]

=
υ−1∑

l=0

ρlG(d − L− l),

(29)

where ρl = E[|h(l)|2] is the power in lth tap.

The estimate of the signal energy in one half of the pre-
amble can be expressed as

R(d) =
M−1∑

i=0

υ−1∑

l=0

∣∣h(l)
∣∣2∣∣a(i)

∣∣2

+
M−1∑

i=0

υ−1∑

l=0

υ−1∑

m=l+1

2 Re
{
h∗(l)h(m)

× a∗
(
(d + i− L− l) modM

)

× a
(
(d + i− L−m) modM

)}

+
M−1∑

i=0

2 Re

{ υ−1∑

l=0

h∗(l)a∗
(
(d + i− L− l) modM

)

× η(d + i + M)

}

+
M−1∑

i=0

∣∣η(d + i + M)
∣∣2

,

(30)

and its mean as

E
[
R(d)

] =
M−1∑

i=0

υ−1∑

l=0

ρl
∣∣a(i)

∣∣2
+

M−1∑

i=0

σ2
η

= ρEa + Mσ2
η ,

(31)

where ρ = ∑υ−1
l=0 ρl. Combining (29) and (31) with (16) and

(19), we obtain

μM(d) =
[∑υ−1

l=0 ρlG(d − L− l)
]2

[
ρEa + Mσ2

η

]2 . (32)

The numerator term is square of the convolution of the
sequence of tap powers with the sequence G(τ−L). Since the
denominator term remains constant for all the values of d
under consideration, the mean value of the timing metric in
the interval v ≤ d ≤ L is determined by the numerator term
only which depends on the nature of cyclic autocorrelation
of |a(i)|2 and the distribution of the channel tap powers.

Since the derivation of the variance expression in the case
of frequency selective channel is tedious, we use simulations
to estimate this.

4.3. Simulations

To see if the mean of the timing metric evaluated above, using
certain assumptions, is useful in practice, we use simulations
to verify this and also to estimate the variance of the timing
metric, which is later used in evaluating probability of false
and correct detections.

The preamble is generated with 200 used carriers, 56 null
carriers −28 on the left and 27 on the right, and a dc carrier.
The even (used) carriers are loaded with a PN sequence given
in [1] for OFDM mode. A frequency offset of 10.5 times the
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Figure 4: Mean of the timing metric as a function of the sample index d: (a) AWGN, (b) SUI-1, (c) SUI-2, (d) SUI-3 (SNR = 9.4 dB and
d = 0 corresponds to the left edge of the CP).

subcarrier spacing and a cyclic prefix of length 32 samples
are assumed in the simulations. Stanford University interim
(SUI) channel modeling [16] is used to simulate a frequency
selective channel. The impulse response of the channel is
normalized to unit norm. Variance of the zero mean com-
plex white Gaussian noise, which is added to the signal com-
ponent, is adjusted according to the required SNR. An SNR
of 9.4 dB is assumed in the simulations as the recommended
SNR of the preamble [1]. The received signal generated as
above is preceded by noise and followed by data symbols.
The timing metric given in (3), (4), and (5) is applied to a
block of 2M samples of the received signal, shifting the block
by one sample index each time, and M(d) is computed. This
is repeated 1000 times, choosing a different noise realization
each time in the AWGN case, and choosing a different real-
ization of noise and the channel each time in the SUI channel

case. From the 1000 values of M(d), we estimated the mean
and variance of M(d).

The mean of the metric evaluated from the analytical ex-
pressions ((26) for the AWGN and (32) for the SUI channel),
and the corresponding values estimated from the simulations
are shown in Figure 4. For AWGN case, the analytical expres-
sion is evaluated in the interval 0 ≤ d ≤ L, while in the case
of SUI channels, the corresponding expression is evaluated
in the interval υ ≤ d ≤ L. The mean power profile of the
channel taps for SUI channels gave υ = 11, 13, and 11 for
SUI-1, SUI-2, and SUI-3, respectively (with a sampling rate
of 11.52 MHz). The same mean power profile is used in eval-
uating (32). The sequence a(i) is determined from the IFFT
output by loading the even subcarriers of the preamble with
a PN sequence given in [1], and its cyclic autocorrelation is
computed.
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Figure 5: Variance of the timing metric as a function of the sample index d: (a) AWGN, (b) SUI-1, (c) SUI-2, (d) SUI-3 (SNR = 9.4 dB and
d = 0 corresponds to the left edge of the CP).

The variance of the timing metric is shown in Figure 5,
where the analytical result is given for AWGN case only. We
note the following from the plots of Figures 4 and 5.

(i) The theoretically predicted value of the mean of M(d)
is very close to the value estimated from the simula-
tions.

(ii) The variance of M(d) is significantly smaller than its
mean in the interval where the analysis applies, par-
ticularly for AWGN, SUI-1, and SUI-2 channels. In
the case of AWGN, the variance predicted by theory
is close to the value estimated from the simulations.

(iii) The mean value of the metric outside the interval of in-
terest (i.e., outside the ISI-free portion of CP and the
preamble boundary) is significantly smaller than that
at the preamble boundary, in particular for AWGN,
SUI-1, and SUI-2 channels.

The inferences made under (i) and (ii) suggest that the as-
sumptions made in the analysis are valid. We now suggest a

threshold and evaluate probability of false and correct detec-
tion for the selected threshold.

4.4. Threshold selection and probability of
false and correct detection

We observe from the plots of Figure 4 that the peak at d =
L = 32 is the largest, and for d < L there is a second
largest peak at d = 14. We choose the threshold as Mth =
μM(14) + 2σM(14). Since the timing metric M(d) is Gaussian
distributed with mean μM(d) and variance σ2

M(d), probability
that the second largest peak exceeds the above threshold is
given by

Pr
(
M(14) > Mth

) = 1√
2πσM(14)

×
∫∞

Mth

e−(M(14)−μM(14))2/2σ2
M(14)dM(14)

(33)
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Table 1: Detection performance of the proposed timing metric
(Number of trials = 1000, SNR = 9.4 dB).

Channel Mth
Theory Simulations

Pfalse Pcorrect Pfalse Pcorrect

AWGN 2.4979 0.0596 0.9403 0.0570 0.9424

SUI-1 2.5279 0.0569 0.9422 0.0750 0.9230

SUI-2 2.5606 0.0585 0.9195 0.0600 0.9010

SUI-3 2.5216 0.0931 0.7248 0.1270 0.7000

which simplifies to

Pr
(
M(14) > Mth

) = Q
(
Mth − μM(14)

σM(14)

)
, (34)

where Q(x) = (1/
√

2π)
∫∞
x e−y2/2dy. Since μM(11) is nearly

equal to μM(14) (see Figure 4), we have to consider the false
detections that occur at d = 14 and d = 11. Since all other
peaks, for d < L, are significantly smaller than these two
peaks, we do not consider those peaks in the calculation of
probability of false detection. Thus, the probability of false
detection is approximately equal to

Pfalse ≈ Q
(
Mth − μM(14)

σM(14)

)
+ Q

(
Mth − μM(11)

σM(11)

)
. (35)

The probability of correct detection is then given by

Pcorrect = Q
(
Mth − μM(32)

σM(32)

)
− Pfalse. (36)

We evaluated the probabilities of false and correct detec-
tions using (35) and (36) for AWGN and SUI channels, and
the results are shown in Table 1. The corresponding values
obtained using simulations are also shown in the table. As
before, we repeated the simulation experiment 1000 times
using a different realization of noise and channel each time.
In each trial of the simulation, we computed M(d) and found
the sample index d, say dth, where M(d) exceeds the thresh-
old Mth. If this time index is L, we declare the detection as the
correct detection (recall that d is measured with respect to
the left edge of the CP and d = 0 corresponds to this edge). If
it is not L, we declare the detection as false detection. There
may be cases where M(d) does not exceed the threshold in
the search interval 0 ≤ d ≤ L, in which case we declare the
detection as miss detection.

We note from Table 1 that the simulation results are close
to those predicted by theory for AWGN case. In the case
of SUI channels, the probability of false detection obtained
from simulation is higher than that predicted by theory and
consequently the probability of correct detection yielded by
simulation is lower than that given by theory. This is because,
in the case of SUI channels, the variance of the timing met-
ric for values of d other than d = 14 and d = 11 is signifi-
cantly large when compared to the values at d = 11 and 14
and this might have caused additional false detections at the
corresponding values of d. In the case of SUI-3 channel, the

Table 2: Detection performance of the proposed metric with prac-
tical detection strategy (Number of trials = 1000, SNR = 9.4 dB,
Mth = 2.4979).

Channel Miss False Correct

type detections detections detections

AWGN 0 0 1000

SUI-1 2 2 996

SUI-2 34 14 952

SUI-3 171 78 751

probability of correct detection has dropped significantly be-
cause, we have not considered the cases where timing esti-
mate shifts due to channel dispersion (where magnitude of
the second or/and third taps becomes largest), and in those
cases, the timing estimate should be preadvanced by some
samples to maintain the orthogonality among the subcarriers
[4]. We have observed channel dispersion more significantly
in SUI-3 channel.

4.5. Threshold selection and detection strategy in
practical applications

In the previous subsection, we selected a threshold for detec-
tion of the preamble boundary, and the sample index where
the timing metric crosses the threshold is taken as the esti-
mate of the preamble boundary. The threshold was differ-
ent for different channels. In practice, however, we should
select a threshold and detection strategy that works well for
all channels and for SNRs above the lowest operating value.
For practical applications, we suggest the following detection
strategy using the threshold selected for AWGN case in the
previous subsection.2

(i) Compute the timing metric M(d) from a block of N
received samples, shifting the block by one sample in-
dex each time and find the sample index dth where
M(d) crosses the threshold.

(ii) Evaluate M(d) in the interval dth < d ≤ (dth + L− 1).
(iii) Find the sample index where M(d) is the largest in the

interval dth ≤ d ≤ (dth + L − 1). This sample index is
taken as the estimate of the preamble boundary.

(iv) If the metric M(d) does not cross the threshold at all,
declare the detection as a miss, detection.

Using the above detection strategy, we repeated the simula-
tion experiment 1000 times as before, and determined the
number of false, miss, and correct detections. The results are
tabulated in Table 2.

We note from Table 2 that the practical detection strategy
yields higher correct detections compared to the scheme used
in earlier subsection. As explained earlier, the lower number
of correct detections in the SUI-3 channel is because we have

2 In the case of AWGN, the mean and variance of the metric, in the interval
0 ≤ d ≤ L, can be computed analytically.
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Table 3: Detection performance of Schmidl and Cox metric [5]
(Number of trials = 1000, SNR = 9.4 dB).

Channel type False detections Correct detections

AWGN 32 968

SUI-1 51 949

SUI-2 78 922

SUI-3 83 917

not considered the cases where the preamble boundary esti-
mate shifts due to the channel dispersion.

4.6. Detection performance of Schmidl
and Cox method [5]

Since the preamble of Figure 2 is the same as that considered
in [5], it would be interesting to compare the performance
of our method with that of [5]. The simulation experiment
is repeated as before and the sample index corresponding to
the symbol boundary is estimated as outlined in [5], which
is described below for the sake of completeness.

We computed the sample index where the metric of [5]
attains maximum value, which we denote as dmax, and de-
termined the sample indexes, one on the right and another
on the left of dmax, where the metric attains 90% of the value
at dmax. Then, the sample index, which is average of the two
sample indexes determined as above, is taken as the estimate
of the symbol boundary. If this time index falls in the ISI-free
portion of CP, we declare it as a correct detection. Otherwise,
we declare it as a false detection. Table 3 gives the results ob-
tained from 1000 Monte Carlo runs. Comparing the results
of this table with those of Table 2, we note that Schmidl and
Cox method [5] yields fewer correct detections in AWGN,
SUI-1, and SUI-2 channels, while it performs better in SUI-3
channel.

We may point out here that to obtain a sample index on
the left of dmax where the metric attains 90% of the value at
dmax, we have to begin the metric computation from a sample
index much earlier than the left boundary of the CP. This is,
however, not practical since the metric computation is nor-
mally performed after energy detection which normally oc-
curs in the CP interval. Hence, the results given here can be
viewed as optimistic.

5. FREQUENCY OFFSET ESTIMATION

The frequency offset is estimated after frame synchroniza-
tion. This task involves estimation of both fractional and in-
teger parts of the frequency offset. In this section, we describe
the frequency offset estimation algorithm using the preamble
shown in Figure 2.

5.1. Decomposition of the offset into fractional
and integer parts

In the presence of frequency offset ε, the samples of the re-
ceived symbol (see (2)) will have a phase term of the form

[2πεn/N+θ0]. The phase angle of P(d) at the symbol bound-
ary, in the absence of noise, is φ = πε. Therefore, if the
frequency offset is less than a subcarrier spacing (|ε| < 1),
it can be estimated from

φ̂ = angle
(
P
(
dopt

))
, (37)

ε̂ = φ̂/π, (38)

where dopt is the estimate of sample index corresponding to
the preamble boundary and ε̂ is the estimate of the frequency
offset. If, on the other hand, the actual frequency offset is
more than a subcarrier spacing, say ε = m + δ with m ∈ Z
and |δ| < 1, then the frequency offset estimated from (38)
will be the estimate of

ε = m + δ −m, (39)

wherem represents an even integer closest to ε. Here, ε corre-
sponds to the fractional part, and m is the even integer since
the repeated halves of the preamble are the result of loading
the even subcarriers with nonzero value and odd subcarriers
with zero value. After compensating the received preamble
with fractional frequency offset, m is estimated from the bin
shift, as described in the next subsection. The total frequency
offset estimate is the sum of the estimate of the fractional part
and the bin shift.

5.2. Bin shift estimation

Let r(dopt + n), n = 0, 1, . . . ,N − 1, be the received OFDM
symbol where N = 2M denotes the length of the OFDM
symbol (excluding CP). This sequence is first compensated
with the fractional frequency offset estimate ε̂ as follows:

c(n) = e− j2πε̂n/Nr
(
dopt + n

)
, n = 0, 1, . . . ,N − 1. (40)

Let

C(k) = 1√
N

N−1∑

i=0

c(i)e− j2πki/N , k = 0, 1, . . . ,N − 1,

A(k) = 1√
N

N−1∑

i=0

a(imodM)e− j2πki/N , k = 0, 1, . . . ,N − 1

(41)

be the DFTs of the received and transmitted symbols, respec-
tively. Since PN sequence is loaded on the even subcarriers
only for the preamble, A(k) is zero for odd values of k. The
cross-correlation RAC(l) of A(k) and C(k) for lag l is given by

RAC(l) =
N−1∑

k=0

C(k)A∗(k − l). (42)

The lag corresponding to the largest (in magnitude) value of
RAC(l) gives the desired bin shift. Rather than evaluating (42)
for all even values of l, we suggest below a computationally
efficient method.
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Since a bin shift estimate is an even integer, consider the
cross-correlation for even lag values

RAC(2l) =
N−1∑

k=0

C(k)A∗(k − 2l)

=
M−1∑

k=0

C(2k)A∗(2k − 2l), 0 ≤ l ≤M − 1,

(43)

where the last step in (43) follows from the fact that A(k) is
zero for odd values of k. Substituting (41) in (43), we get

RAC(2l) = 1
N

M−1∑

k=0

N−1∑

i=0

c(i)e− j4πki/N

×
N−1∑

m=0

a∗(mmodM)e j4π(k−l)m/N .

(44)

Interchanging the summations and simplifying, we obtain

RAC(2l) = 1
2

N−1∑

i=0

c(i)a∗(imodM)e− j4πli/N . (45)

Let c(n) = s(n) + η′(n), n = 0, 1, . . . ,N − 1, where s(n), given
by

s(n) =

⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

e j[(2π(ε−ε̂)n/N)+θ]a(nmodM) AWGN channel,

e j[(2π(ε−ε̂)n/N)+θ]

×
υ−1∑

m=0

h(m)a
(
(n−m) modM

)
FSC,

(46)

represents the signal component and η′(n)3 represents the
white noise component. The constant phase θ is the sum of
θ0, initial arbitrary carrier phase, and the phase accumulated
up to the sample index dopt, 2πεdopt/N . Assuming that the
variance of the error in the fractional frequency offset esti-
mate is small, we can write s(n+M) ≈ s(n) for 0 ≤ n ≤M−1.
Then, (45) can be expressed as

RAC(2l) =
M−1∑

i=0

s(i)a∗(i)e− j4πli/N

+
1
2

N−1∑

i=0

η′(i)a∗(imodM)e− j4πli/N

(47)

which can be simplified to

RAC(2l) =
M−1∑

i=0

c(i)a∗(i)e− j2πli/M

+
1
2

M−1∑

i=0

[
η′(i + M)− η′(i)

]
a∗(i)e− j2πli/M.

(48)

3 η′(n) is same as η(n) except for the phase term e− j2πε̂n/N .
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Figure 6: Mean of the fractional frequency offset estimate (fre-
quency offset = 10.5).

Since the signal is correlated with a(i) and uncorrelated with
the noise, magnitude of the second term in (48) will be very
small compared to that of the first term, and therefore, can
be neglected. Thus, (48) can be approximated as

RAC(2l) ≈
M−1∑

i=0

c(i)a∗(i)e− j2πli/M. (49)

Note that (49) is the M-point DFT of the product sequence
c(n)a∗(n) for n = 0, 1, . . . ,M − 1, except for the normaliza-
tion factor. Thus, the algorithm for estimating the bin shift
reduces to the following.

(i) Compute the samples c(n), n = 0, 1, . . . ,M − 1, using
(40).

(ii) Obtain the product sequence c(n)a∗(n).
(iii) Evaluate the M-point DFT of the product sequence

obtained in step (ii).
(iv) Find the bin l1, corresponding to the DFT coefficient

whose magnitude is the largest. Then, 2l1 is the esti-
mate of the bin shift.

To illustrate how the frequency offset estimation algo-
rithm performs in both AWGN and frequency selective chan-
nels, we have performed simulations with 1000 different re-
alizations of channel and noise. As before, we assumed a fre-
quency offset of 10.5 in the simulations. From the results of
1000 trials, we computed mean and variance of the fractional
frequency offset estimate. We repeated the simulations for
different values of SNR and the results are shown in Figures
6 and 7.

Note from the results of Figure 7 that the variance of the
fractional frequency offset estimate is smaller than 2 × 10−4

for SNRs beyond 5 dB in all the cases (AWGN and SUI chan-
nels). Combining this with the results of mean (see Figure 6),
we observe that the fractional frequency offset estimate is
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Figure 7: Variance of the fractional frequency offset estimate
(frequency offset = 10.5).

very close to the true value for SNRs beyond 5 dB in AWGN
and SUI-1 channels, and for SNRs beyond 10 dB in SUI-2
and SUI-3 channels. For the realizations in which the esti-
mate of the preamble boundary was correct, the integer fre-
quency offset estimate was 10 in the case of AWGN, SUI-1,
and SUI-2 channels for SNRs above 0 dB. In the case of SUI-3
channel, out of the runs in which the estimate of the pream-
ble boundary was correct, the integer frequency offset esti-
mate was 10 in 94% of the runs for SNR = 0 dB and 98% of
the runs for SNR = 10 dB.

6. APPLICATION OF THE PROPOSED
SYNCHRONIZATION TECHNIQUES TO
WIRELESS MAN

The IEEE 802.16-2004 standard [1] specifies the air inter-
face of a fixed point to multipoint broadband wireless ac-
cess system providing multiple services in a WMAN. The
standard includes a particular physical layer specification ap-
plicable to systems operating between 2 GHz and 11 GHz,
and between 10 GHz and 66 GHz. The 10–66 GHz air in-
terface, based on a single-carrier modulation, is known
as the WMAN-SC air interface. The 2–11 GHz air in-
terface includes WirelessMAN-SCa, WirelessMAN-OFDM,
WirelessMAN-OFDMA, and WirelessHUMAN. In this sec-
tion, the synchronization algorithms, described in the pre-
vious sections, are applied to downlink synchronization in
WirelessMAN-OFDM. First, we describe the preamble struc-
ture specified for WirelessMAN-OFDM mode.

6.1. Preamble structure in WMAN-OFDM mode

The WMAN-OFDM physical layer is based on the OFDM
modulation with 256 subcarriers. For this mode, the pream-
ble consists of two OFDM symbols. Each of these symbols is

CP 64 64 64 64 CP 128 128

Figure 8: Downlink preamble structure in OFDM mode of
WMAN.

preceded by a cyclic prefix (CP), whose length is the same
as that for data symbols. In the first OFDM symbol, only
the subcarriers whose indices are multiple of 4 are loaded.
As a result, the time domain waveform (IFFT output) of the
first symbol consists of 4 repetitions of 64-sample fragment.
In the second OFDM symbol, only the even subcarriers are
loaded which result in a time domain waveform consisting
of 2 repetitions of 128-sample fragment. The corresponding
preamble structure is shown in Figure 8. During initializa-
tion, a subscriber station should search for all possible values
of CP and find the value that is used by the base station.

6.2. Downlink synchronization

In the downlink synchronization in the WMAN-OFDM case,
we have to estimate the symbol boundary, frequency offset,
and the CP value using the preamble given in Figure 8. To
evaluate the CP value, we estimate the left edge of one of the
64-sample segments and the left edge of the second symbol.
Since the first symbol has 4 identical segments, we first com-
pute the timing metric with a window of length N/2 samples,
and hence, the sample index corresponding to the largest
value of the timing metric (as outlined in Section 4.5) gives
an estimate of the left edge of one of the first three segments.
Then, we estimate the frequency offset, apply the correction
and proceed with the detection of the left edge of the second
symbol using a window of length N samples.

The first symbol of the preamble, shown in Figure 8, has
four identical parts in time and the timing metric described
in Section 3 is used with the following modifications:

M1(d) =
∣∣P1(d)

∣∣2

R2
1(d)

, (50)

where P1(d) and R1(d) are given by

P1(d) =
N/4−1∑

i=0

[
r(d + i)a1(i)

]∗[
r(d + i + N/4)a1(i)

]
,

R1(d) =
N/4−1∑

i=0

∣∣r(d + i + N/4)
∣∣2
.

(51)

Here, d is a sample index corresponding to the first sample in
a window of N/2 samples. R1(d) gives an estimate of the en-
ergy in N/4 samples of the received signal. The samples a1(n),
n = 0, 1, . . . ,N/4 − 1, are the transmitted time domain sam-
ples in one segment of the first symbol, which are assumed
to be known to the receiver.

The timing metric (50) is analogous to the timing metric
(3), and it is easy to show that its mean will attain maximum
value for d = L,L + N/4,L + N/2 in the case of AWGN chan-
nel, where d is the sample index measured with respect to left
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boundary of CP of the first symbol. Following the analysis in
Section 4, we determine mean and variance of M1(d) for the
first symbol of the preamble, at an SNR of 9.4 dB, for AWGN
case and select a threshold as Mth = Mean(second peak) +
2 Std(second peak), where Std(x) denotes the standard devi-
ation of x, and use the practical detection strategy described
in Section 4.5 with the timing metric M1(d) and detect the
left edge of one of the first three segments. In the presence of
frequency offset ε1, if the conjugate of a sample in one seg-
ment is multiplied with the corresponding sample in the next
segment, the product will have a phase φ1 = πε1/2. Thus, the
frequency offset within 2 subcarrier spacings (|ε1| < 2) can
be estimated from

φ̂1 = angle
(
P1
(
dseg

))
, (52)

ε̂1 = 2φ̂1/π, (53)

where dseg is the estimate of sample index corresponding to
the left edge of one of the first three segments. If the ac-
tual frequency offset is more than 2 subcarrier spacings, say
ε1 = z + γ with z ∈ Z and |γ| < 2, then the frequency offset
estimated from (53) will be the estimate of

ε1 = z + γ − z, (54)

where z represents an integer multiple of 4 closest to ε1. We
can apply the bin estimation algorithm here to estimate the
integer frequency offset following steps given in Section 5.
But the number of samples that would be used in the esti-
mation here will be smaller than what we would have after
detecting the boundary of the second symbol of the pream-
ble. We therefore defer this estimation to the next symbol.

After estimating ε̂1, we apply the correction to the re-
ceived samples starting from the sample index where compu-
tation of M1(d) ended, and compute the timing metric M(d),
given in (3), (4), and (5), with a window of length N . We use
the practical detection strategy described in Section 4 for the
detection of the left edge of the second symbol. Since this
symbol has two repetitions of 128-sample block, the resid-
ual fractional frequency offset is estimated from (38). The
integer frequency offset (bin shift) is estimated following the
steps given in Section 5.2.

The CP length is estimated from

L̂ = Q
[(
d2 − d1 − 1

)
mod 64

]
, (55)

where d1 is the estimate of the left edge of one of the first
three segments of the first symbol, and d2 is the estimate of
the left boundary of the second symbol. The function Q(x)
denotes the quantization of x to the nearest value among 0
(or 64), 8, 16, and 32, corresponding to CP lengths of 64, 8,
16, and 32, respectively.

6.3. Simulations

The performance of the proposed synchronization algo-
rithms, when applied to OFDM mode of WMAN, is studied
through simulations. The simulation setup is the same as the
one described in Section 4.3 except that the preamble shown
in Figure 8 is employed.
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Figure 9: Timing metric during first and second symbols of the
preamble for SUI-1 channel (SNR = 9.4 dB, 10 samples are left for
AGC after energy detection).

The downlink synchronization starts with energy detec-
tion of the received signal. After energy detection, few sam-
ples, say 10, are left for AGC (automatic gain control) pur-
pose. Then, we applied the timing metric M1(d) to a block
of N/2 received samples, shifting the block by one sample
each time, and followed the detection strategy described in
Section 4.5, choosing the search interval equal to the largest
possible CP length. The initial portion of Figure 9 shows the
plot of M1(d) for one realization of SUI-1 channel. Note that
d = 0 corresponds to the sample index where the energy
of the received signal is detected and 10 samples are left for
AGC purpose. From Figure 9, the peak value of M1(d) is at
d = d1 = 56, and this sample index corresponds to the left
edge of the second segment of the first symbol of the pream-
ble. We estimated the fractional frequency offset ε1 from (53)
and applied correction to the received samples from the sam-
ple index where the computation of M1(d) ended.

Next, we applied the timing metric M(d), to a block of N
received samples, from the sample index where the compu-
tation of M1(d) ended, shifting the block by one sample each
time, and followed the detection strategy described above.
The second portion of Figure 9 shows the plot of M(d) for
one realization of SUI-1 channel. The peak value of M(d)
is at d = d2 = 281, which corresponds to the left edge of
the second symbol of the preamble. For this example, the
CP length estimated from (55) was 32, which is equal to the
true value. We then computed the residual frequency offset
estimate using (38). After compensating the second received
symbol with the residual frequency offset, we estimated the
integer frequency offset estimate following the steps given in
Section 5.2.

To evaluate the effectiveness of our method on the detec-
tion of symbol boundary, CP length estimation, fractional
and integer frequency offset estimation, we repeated the sim-
ulation experiment 1000 times choosing a different realiza-
tion of noise and channel each time. Table 4 gives the results
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Table 4: Detection performance of the proposed method in OFDM
mode of WMAN (Number of trials = 1000, SNR = 9.4 dB).

Channel
type

Miss
detections

False
detections

Correct
detections

Correct

CP length

estimation

AWGN 0 0 1000 1000

SUI-1 8 1 991 992

SUI-2 38 22 940 958

SUI-3 171 127 702 813

on symbol detection and CP estimation, and Table 5 gives the
mean and variance of the fractional and residual frequency
offset estimate, obtained during the first and second symbols,
respectively.

Comparing the results of Table 4 with those of Table 2, we
note that the number of correct detections has come down
slightly in WMAN-OFDM mode. This may be due to the
larger search interval we used in the latter case4 since the
CP length is not known a priori in WMAN-OFDM mode.
The number of times the CP length was estimated correctly
is more than the number of correct symbol boundary de-
tections, particularly in SUI-2 and SUI-3 channels. This is
possible because of the way we estimated the CP length (see
(55)). Since the CP length used in the simulations was 32,
with an error of less than 16 samples in the detections of sym-
bol boundary, segment edge, or combination of both, the CP
length estimate will be correct.

Table 5 shows the results of mean and variance of frac-
tional and residual frequency offset estimates, obtained dur-
ing first and second symbols, respectively. We note that the
fractional frequency offset derived during the first symbol of
the preamble is very close to the true value. Further, for the
realizations in which the estimate of the preamble boundary
was detected correctly, the integer frequency offset estimate
was correct in 100% of the runs in the case of AWGN, SUI-1,
and SUI-2 channels, and 98% of the runs in the case of SUI-3
channel.

7. CONCLUSIONS

Frame synchronization and frequency offset estimation are
very important in the design of a robust OFDM receiver. If
any of these tasks is not performed with sufficient accuracy,
orthogonality among the subcarriers will be lost and inter-
symbol interference and intercarrier interference will be in-
troduced. In this paper, a new method of frame synchroniza-
tion is presented for the OFDM systems using a preamble
having two identical parts in time. The proposed method
is robust to frequency offset and channel phase. Consider-
ing an ideal scenario, it is shown that the proposed metric
yields a sharp peak at the preamble boundary. The metric is

4 The search interval was 64 while the CP length used in the simulation was
32.

analyzed and its mean and variance at the preamble bound-
ary and in its neighborhood are evaluated for the case of
AWGN and frequency selective channels. Based on the mean
and variance of the timing metric in the neighborhood of
the preamble boundary, a threshold is selected and probabil-
ities of false and correct detections are evaluated. We have
also suggested a method for a threshold selection and the
preamble boundary detection in practical applications. Sim-
ulation results agree closely with those of theory. A simple
and computationally efficient method for estimating the fre-
quency offset is also described using the same preamble, and
its performance is studied through simulations.

The proposed method of frame synchronization and fre-
quency offset estimation is applied to synchronization in
OFDM mode of IEEE 802.16-2004 WMAN in the downlink
and its performance is illustrated through simulations.

APPENDIX

VARIANCE EXPRESSION FOR THE AWGN
CHANNEL CASE

In this appendix, the expression for the variance of the timing
metric for AWGN channel case is derived using formulas (17)
and (20).

Let α(n) = [2πεn/N]+θ0 and β(n) = angle(a(nmodM))
for 0 ≤ n ≤ N − 1. Expanding η1(d + i) in (22) using (10)
and (12), |P(d)| can be written as

∣∣P(d)
∣∣ =

M−1∑

i=0

(∣∣a
(
(d + i− L) modM

)∣∣2∣∣a(i)
∣∣2

+
∣∣a
(
(d + i− L) modM

)∣∣∣∣a(i)
∣∣2

inPhaseφ
{
e j[α(d+i)−β(d+i)]η(d + i + M)

}

+
∣∣a
(
(d + i− L) modM

)∣∣∣∣a(i)
∣∣2

inPhaseφ
{
e j[α(d+i)+β(d+i)]η∗(d + i)

}
+
∣∣a(i)

∣∣2

× inPhaseφ
{
η∗(d + i)η(d + i + M)

})
.

(A.1)

Here, η∗(d + i) and η(d + i + M) are zero mean white Gaus-
sian random variables with variance σ2

η , and multiplication
of these variables by a complex exponential of unit magni-
tude will not change their variance. Therefore, from (A.1),
the variance of |P(d)| is given by

σ2
P(d) =

M−1∑

i=0

∣∣a(i)
∣∣4
[
∣∣a
(
(d + i− L) modM

)∣∣2
σ2
η +

σ4
η

2

]
.

(A.2)

From (15) and (10), R(d) can be written as

R(d) =
M−1∑

i=0

(∣∣a
(
(d + i + M) modM

)∣∣2
+
∣∣η(d + i + M)

∣∣2

+ 2
∣∣a
(
(d + i− L) modM

)∣∣

× Re
{
e j[α(d+i)−β(d+i)]η(d + i + M)

})
.

(A.3)
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Table 5: Frequency offset estimation performance in OFDM mode of WMAN (actual frequency offset = 10.5, number of trials = 1000,
SNR = 9.4 dB).

Channel type
Fractional frequency offset estimation Residual frequency offset estimation

during the first symbol during the second symbol

Mean Variance Mean Variance

AWGN −1.5008 8.72× 10−4 7.6× 10−4 9.88× 10−4

SUI-1 −1.5006 8.44× 10−4 8.48× 10−4 9.68× 10−4

SUI-2 −1.5000 9.57× 10−4 −2.7× 10−4 0.0011

SUI-3 −1.5002 8.86× 10−4 5.97× 10−4 0.001

The variance of R(d) is given by

σ2
R(d) =

M−1∑

i=0

(
σ4
η + 2

∣∣a
(
(d + i− L) modM

)∣∣2
σ2
η

)

=Mσ4
η + 2Eaσ

2
η .

(A.4)

Note from (A.4) that σ2
R(d) is constant for all values of d un-

der consideration (0 ≤ d ≤ L). From (A.1) and (A.3), the
covariance between |P(d)| and R(d) is given by

cov
(∣∣P(d)

∣∣,R(d)
)

= 2E

⎡
⎣

M−1∑

l=0

M−1∑

m=0

∣∣a(l)
∣∣2∣∣a

(
(d + l − L) modM

)∣∣

× ∣∣a((d + m− L) modM
)∣∣inPhaseφ

{
e j[α(d+l)−β(d+l)]η(d + l + M)

}

× Re
{
e j[α(d+m)−β(d+m)]η(d + m + M)

}
⎤
⎦.

(A.5)

Note that inPhaseφ{U} = Re{e jφU} and the noise is as-
sumed to be complex white Gaussian with variance σ2

η . Then,
(A.5) can be simplified as

cov
(∣∣P(d)

∣∣,R(d)
)=

M−1∑

l=0

∣∣a(l)
∣∣2∣∣a

(
(d+l − L) modM

)∣∣2
σ2
η .

(A.6)

From (23), (25), and (16), the mean value of Q(d) can be
written as

μQ(d) =
∑M−1

i=0

∣∣a
(
(d + i− L) modM

)∣∣2∣∣a(i)
∣∣2

Ea + Mσ2
η

. (A.7)

Substituting (A.2), (A.4), and (A.6) in (17), variance of Q(d)
can be obtained as

σ2
Q(d) =

1
[
Ea + Mσ2

η

]2

×
M−1∑

i=0

{
∣∣a(i)

∣∣4
[
∣∣a
(
(d + i− L) modM

)∣∣2
σ2
η +

σ4
η

2

]

+ μ2
Q(d)

[
Mσ4

η + 2Eaσ
2
η

]− 2μQ(d)
∣∣a(i)

∣∣2

× ∣∣a((d + i− L) modM
)∣∣2

σ2
η

}
.

(A.8)

The variance of M(d) is obtained by substituting (A.8) in
(20),

σ2
M(d) =

4μ2
Q(d)

[
Ea + Mσ2

η

]2

×
M−1∑

i=0

{
∣∣a(i)

∣∣4
[
∣∣a
(
(d + i− L) modM

)∣∣2
σ2
η +

σ4
η

2

]

+ μ2
Q(d)

[
Mσ4

η + 2Eaσ
2
η

]− 2μQ(d)
∣∣a(i)

∣∣2

× ∣∣a((d + i− L) modM
)∣∣2

σ2
η

}
.

(A.9)
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