# Orderfield Property of Mixtures of Stochastic Games 

Nagarajan Krishnamurthy<br>Chennai Mathematical Institute, Chennai, India<br>T. Parthasarathy<br>Indian Statistical Institute, Chennai, India<br>G. Ravindran<br>Indian Statistical Institute, Chennai, India


#### Abstract

We consider certain mixtures, $\Gamma$, of classes of stochastic games and provide sufficient conditions for these mixtures to possess the orderfield property. For 2-player zero-sum and non-zero sum stochastic games, we prove that if we mix a set of states $S_{1}$ where the transitions are controlled by one player with a set of states $S_{2}$ constituting a sub-game having the orderfield property (where $S_{1} \cap S_{2}=\emptyset$ ), the resulting mixture $\Gamma$ with states $S=S_{1} \cup S_{2}$ has the orderfield property if there are no transitions from $S_{2}$ to $S_{1}$. This is true for discounted as well as undiscounted games. This condition on the transitions is sufficient when $S_{1}$ is perfect information or SC (Switching Control) or ARAT (Additive Reward Additive Transition). In the zero-sum case, $S_{1}$ can be a mixture of SC and ARAT as well. On the other hand, when $S_{1}$ is SER-SIT (Separable Reward - State Independent Transition), we provide a counter example to show that this condition is not sufficient for the mixture $\Gamma$ to possess the orderfield property. In addition to the condition that there are no transitions from $S_{2}$ to $S_{1}$, if the sum of all transition probabilities from $S_{1}$ to $S_{2}$ is independent of the actions of the players, then $\Gamma$ has the orderfield property even when $S_{1}$ is SER-SIT. When $S_{1}$ and $S_{2}$ are both SERSIT, their mixture $\Gamma$ has the orderfield property even if we allow transitions from $S_{2}$ to $S_{1}$. We also extend these results to some multi-player games namely, mixtures with one player control Polystochastic games. In all the above cases, we can inductively mix many such games and continue to retain the orderfield property.
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## 1 Introduction

Shapley (1953), in his seminal paper, introduced zero-sum discounted finite stochastic games as a generalization of matrix games. A zero-sum discounted finite stochastic game consists of a finite number of states, finite sets of actions for the players, a payoff matrix in each state and transition probabilities from each state to every other state, for every pair of actions of the players. As in the case of matrix games, one of the players chooses rows and the other player chooses columns. We shall assume that the row chooser is the maximizer and the column chooser is the minimizer. Given a starting state, the players simultaneously choose actions resulting in an immediate payoff (the corresponding entry in the payoff matrix) that is paid to the row chooser by the column chooser and the game moves to a new state depending on the transition probabilities. Now the players choose actions in the new state resulting in a payoff in that state and so on. At each time period, these payoffs are successively discounted by a factor $\beta \in[0,1)$ and these discounted payoffs are accumulated over the infinite horizon. Starting at different states, we obtain different accumulated discounted payoffs. The aim of the row chooser is to maximize these accumulated discounted payoffs and the aim of the column chooser is to minimize the same. Strategies of players are probability distributions over their action sets, at each time period. Shapley (1953) showed that every zero-sum discounted finite stochastic game has an optimal value and optimal stationary strategies, that is, strategies that depend only on the current state and not on how the state was reached.

The concept of undiscounted (or limiting average) payoffs in stochastic games was introduced by Gillette (1957). Undiscounted payoffs are lim sup or lim inf of accumulated average payoffs over the infinite run. Mertens and Neyman (1981) showed that every undiscounted stochastic game has a value, though optimal strategies may not exist. "The Big Match" with undiscounted payoffs (Blackwell and Ferguson, 1968) is an example of an undiscounted stochastic game where one of the players does not have an optimal strategy, even when behavioral strategies (strategies that depend on the history) are allowed.

On the one hand, significant research has been done in proving such existence results. Such results have also been extended to non-zero-sum stochastic games (Fink, 1964, Takahashi, 1964, Sobel, 1971) and also to stochastic games with infinite state space and infinite action space (Maitra and Parthasarathy, 1970). Maitra and Sudderth (1996) proposed an alternative proof of the existence of value in the finite, undiscounted, zero-sum
case which extends to the case when the state space is uncountable as well. On the other hand, computing the optimal value and optimal strategies (in the zero-sum case), and a Nash equilibrium (in the non-zero-sum case) has triggered a flurry of research activity, computational as well as theoretical.

Weyl (1950) showed that matrix games possess the orderfield property. That is, given payoffs from an ordered field, there exists a pair of optimal strategies whose coordinates lie in the same ordered field. It follows that the optimal value lies in the same ordered field as well. Bimatrix games also have the orderfield property when restricted to the rational field. Nash (1951) gave an example of a 3-player non-cooperative game with rational payoffs but a unique irrational equilibrium. Unlike matrix games, stochastic games may not possess the orderfield property even in the discounted zerosum case as pointed out by Shapley (1953). For an explicit example, see Parthasarathy and Raghavan (1981).

In this paper, whenever we talk of the orderfield property, we restrict ourselves to the field of rationals.

Definition 1.1. Stochastic Game with the Orderfield Property: A zerosum stochastic game with rational inputs (that is, rational payoffs, rational transition probabilities and a rational discount factor (in case of discounted stochastic games) is said to possess the orderfield property if it has a pair of rational optimal strategies (that is, optimal strategies whose coordinates are rational). It follows that the value of the game is rational too.

A non-zero-sum stochastic game with rational inputs is said to possess the orderfield property if it has a pair of Nash equilibrium strategies whose coordinates are rational. It follows that the corresponding equilibrium payoffs are rational as well.

Some classes of stochastic games have been shown to satisfy the orderfield property owing to their special structures. As at least one rational solution is guaranteed for these games, there is hope for finding a finite arithmetic-step algorithm to solve them. Examples of finite 2-player stochastic games with the orderfield property are discounted and undiscounted, zero-sum and non-zero-sum one player control stochastic games, perfect information stochastic games, switching control stochastic games, SER-SIT (Separable Reward State Independent Transition) games and ARAT (Additive Reward Additive Transition) games. We discuss these classes in detail in the next section. Researchers have been successful in designing algorithms for some of these classes. Refer Filar et al. (1991), Nowak and Raghavan (1993), Raghavan
and Syed (2002, 2003), Vrieze (1981) for some of these algorithms. On the other hand, there are classes where the problem is open. For some classes of stochastic games, though algorithms for solving them are known, search is on for efficient algorithms to solve them. For example, there is no efficient algorithm (yet) to solve switching control stochastic games.

In this paper, we show that the orderfield property extends to mixtures of these classes with some restrictions on the transition probabilities. By a mixture, we mean the following. We mix different classes by allowing transitions among states of different classes. It is known that such mixtures may lead to the breakdown of the orderfield property. For example, Sinha (1989) shows an example where a mixture of two zero-sum SER-SIT games does not possess the orderfield property. In this mixture, the set of states $S$ is partitioned to two subsets $S_{1}$ and $S_{2}$, such that $S_{1}$ and $S_{2}$ are SER-SIT but the whole game $S$ is not SER-SIT. On the other hand, some mixtures are known to possess the orderfield property. An example of a mixture class that has the orderfield property is a mixture of SC (Switching Control) and ARAT classes (Sinha, 1989). A game belonging to this mixture class has some states satisfying the switching control property and the remaining states being ARAT. Neogy et al. (2008) provide a constructive proof and hence an algorithm to solve SC-ARAT mixtures. In this paper, we propose sufficient conditions for mixture classes to possess the orderfield property. For example, whenever we mix states from two different classes $C_{1}$ and $C_{2}$, the resulting mixture $\Gamma$ has the orderfield property if $C_{1}$ is one player control, perfect information, switching control or ARAT, states in $C_{2}$ constitute a sub-game which can be any game with the orderfield property and there are no transitions from states in $C_{2}$ to those in $C_{1}$. On the other hand, if $C_{1}$ is SER-SIT, we provide a counter example where the mixture $\Gamma$ does not possess the orderfield property. When $C_{1}$ is SER-SIT, we place additional restrictions on the transition probabilities to ensure that the resulting mixture has the orderfield property. We highlight the fact that $C_{2}$ can constitute any game with the orderfield property, not necessarily from a known class. $C_{2}$ can be SER-SIT as well. Inductively mixing such classes leads to a mixture of multiple classes and this mixture has the orderfield property as well.

Some multi-player stochastic games have been shown to possess the orderfield property as well. For example, Mohan, Neogy and Parthasarathy (1997) show that one player control polystochastic games have the orderfield property in the discounted case. Raghavan and Syed (2002) extend this result to undiscounted polystochastic games as well. Till date, research on
mixtures of classes of stochastic games has been restricted to the 2-player case. In section 5, we look at mixtures of 2-player games with one player control polystochastic games.

For a detailed discussion on stochastic games, the reader may refer to the book by Filar and Vrieze (1997), and to the chapter on Stochastic Games by Mertens (2002) in the Handbook on Game Theory with Economic Applications, volume 3 .

## 2 Background and preliminaries

2.1 Stochastic games. In this section, we define 2-player zero-sum and non-zero-sum finite stochastic games with discounted as well as undiscounted payoffs and we state Shapley's theorem for discounted zero-sum stochastic games.

Definition 2.1. 2-Player, Finite Stochastic Game: A 2-player, finite state space, finite action space stochastic game consists of

1. Two players $P_{1}$ and $P_{2}$. We shall sometimes refer to them as players 1 and 2.
2. A finite, non-empty set of states, $S=\{1,2, \ldots, N\}$.
3. For each state $s \in S$, finite, non-empty sets $A_{1}(s)=\left\{1,2, \ldots, m_{1}(s)\right\}$ and $A_{2}(s)=\left\{1,2, \ldots, m_{2}(s)\right\}$ of actions for players $P_{1}$ and $P_{2}$ respectively. Without loss of generality, we may assume $A_{1}(s)=A_{1}$ and $A_{2}(s)=A_{2}, \forall s \in S$.
4. Immediate rewards $r_{1}(s, i, j)$ for player 1 and $r_{2}(s, i, j)$ for player 2 , where $s \in S, i \in A_{1}, j \in A_{2}$, when the game is in state s and the players choose actions i and j respectively. If $r_{2}=-r_{1}$ then, we have a zero-sum game. Otherwise, the game is a non-zero-sum game. We will use $r$ in place of $r_{1}$ in case of zero-sum games. We will denote the matrix of immediate rewards in state s by $R_{1}(s)$ and $R_{2}(s)$ for players 1 and 2 respectively (and by $R(s)$ in case of zero-sum games).
5. Transition probabilities $\left(q\left(s^{\prime} \mid s, i, j\right):\left(s, s^{\prime}\right) \in S \times S, i \in A_{1}, j \in A_{2}\right)$ where $q\left(s^{\prime} \mid s, i, j\right)$ is the probability of transition from state $s$ to state $s^{\prime}$ given that players 1 and 2 choose actions $i \in A_{1}, j \in A_{2}$ respectively. These transition probabilities constitute the "law of motion" of the game. We will use $q(s, i, j)$ to denote the corresponding probability
distribution. Given, $i \in A_{1}, j \in A_{2}$, we denote the $N \times N$ transition matrix by $Q(i, j)$.

The game proceeds as follows. Given a starting state $s_{0} \in S$, the players simultaneously choose actions $i_{0} \in A_{1}$ and $j_{0} \in A_{2}$ resulting in payoffs of $r_{1}\left(s_{0}, i_{0}, j_{0}\right)$ and $r_{2}\left(s_{0}, i_{0}, j_{0}\right)$ to players 1 and 2 respectively. The game moves to a new state $s_{1}$ according to the law of motion $q\left(s_{0}, i_{0}, j_{0}\right)$, the players choose actions $i_{1} \in A_{1}$ and $j_{1} \in A_{2}$ resulting in payoffs of $r_{1}\left(s_{1}, i_{1}, j_{1}\right)$ and $r_{2}\left(s_{1}, i_{1}, j_{1}\right)$ and so on.

In general, strategies can depend on complete histories of the game until the current stage. Such strategies are called behavioral strategies. We shall look at the simpler class of strategies called stationary strategies which depend only on the current state $s$ and not on how $s$ was reached.

For player 1, a stationary strategy f is a function from $S$ to $P_{A_{1}}$ where $S$ is the state space and $P_{A_{1}}$ is the set of probability distributions on player 1's action set $A_{1}$. Similarly, we define a stationary strategy g for player 2 as a function from S to $P_{A_{2}}$. Alternatively, we can look at $f$ as an N -tuple of probability distributions from $P_{A_{1}}$, one distribution per state. That is, $f \in P_{A_{1}}^{N}$ where N is the number of states. Similarly $g \in P_{A_{2}}^{N}$. Pure stationary strategies are simply a set of actions, one per state.

Definition 2.2. $\beta$-Discounted Payoffs: In the non-zero-sum case, given an initial state $s_{0}$, a pair of stationary strategies $(f, g)$ of players 1 and 2 , and a discount factor $\beta \in(0,1)$, we define $\beta$-discounted payoffs as follows:

$$
\left.\left[I_{\beta}^{(1)}(f, g)\right]\left(s_{0}\right)=\sum_{t=0}^{\infty} \beta^{t} r_{t}^{(1)}\left(s_{0}, f, g\right)\right) \text { for } P_{1}
$$

and

$$
\left.\left[I_{\beta}^{(2)}(f, g)\right]\left(s_{0}\right)=\sum_{t=0}^{\infty} \beta^{t} r_{t}^{(2)}\left(s_{0}, f, g\right)\right) \text { for } P_{2}
$$

Definition 2.3. Undiscounted payoffs: In the non-zero-sum case, given an initial state $s_{0}$, and a pair of stationary strategies $(f, g)$, of players 1 and 2 , we define the undiscounted (or limiting average) payoffs as follows:

$$
\left[\Phi^{(1)}(f, g)\right]\left(s_{0}\right)=\liminf _{T \uparrow \infty}\left[\frac{1}{T+1} \sum_{t=0}^{T} r_{t}^{(1)}\left(s_{0}, f, g\right)\right] \text { for } P_{1}
$$

and

$$
\left[\Phi^{(2)}(f, g)\right]\left(s_{0}\right)=\liminf _{T \uparrow \infty}\left[\frac{1}{T+1} \sum_{t=0}^{T} r_{t}^{(2)}\left(s_{0}, f, g\right)\right] \text { for } P_{2} .
$$

In the above definitions, $r_{t}^{(1)}\left(s_{0}, f, g\right)$ and $r_{t}^{(2)}\left(s_{0}, f, g\right)$ are the expected immediate rewards at the $t$-th stage, to players $P_{1}$ and $P_{2}$ respectively.

In the zero-sum $\beta$-discounted case,

$$
\left[I_{\beta}^{(1)}(f, g)\right]\left(s_{0}\right)=-\left[I_{\beta}^{(2)}(f, g)\right]\left(s_{0}\right)
$$

(We shall denote $I_{\beta}^{(1)}$ by $I_{\beta}$ in this case). Similarly, for the zero-sum undiscounted case,

$$
\left[\Phi^{(1)}(f, g)\right]\left(s_{0}\right)=-\left[\Phi^{(2)}(f, g)\right]\left(s_{0}\right) .
$$

(We shall denote $\Phi^{(1)}$ by $\Phi$ in this case).
We write $\Gamma_{\beta}=\left(S, A_{1}, A_{2}, r_{1}, r_{2}, q, \beta\right)$, $\left(\Gamma=\left(S, A_{1}, A_{2}, r_{1}, r_{2}, q\right)\right)$ to denote a $\beta$-discounted (undiscounted) non-zero-sum stochastic game with set of states $S$, sets of actions $A_{1}$ and $A_{2}$ and rewards $r_{1}$ and $r_{2}$ as per Definition 2.1 above. Whenever $r_{1}=-r_{2}$, we have a zero-sum game.

Definition 2.4. Optimal Strategies and Optimal Value: A pair of stationary strategies $\left(f^{*}, g^{*}\right)$ is optimal in the zero-sum discounted case, if for all $s \in S$,

$$
\left[I_{\beta}\left(f, g^{*}\right)\right](s) \leq\left[I_{\beta}\left(f^{*}, g^{*}\right)\right](s) \leq\left[I_{\beta}\left(f^{*}, g\right)\right](s) \forall f \in P_{A_{1}}^{N}, \forall g \in P_{A_{2}}^{N},
$$

(assuming player 1 is the maximizer and player 2 is the minimizer). The vector $I_{\beta}\left(f^{*}, g^{*}\right)$ as a function of the starting state $s$ is unique (Shapley, 1953) and we denote this optimal value vector by $v_{\beta}$.

A pair of stationary strategies $\left(f^{*}, g^{*}\right)$ is optimal for the undiscounted zero-sum game, if for all $s \in S$,

$$
\left[\Phi\left(f, g^{*}\right)\right](s) \leq\left[\Phi\left(f^{*}, g^{*}\right)\right](s) \leq\left[\Phi\left(f^{*}, g\right)\right](s) \forall f \in P_{A_{1}}^{N}, g \in P_{A_{2}}^{N},
$$

(assuming player 1 is the maximizer and player 2 is the minimizer).
We write $v$ to denote the optimal value vector $\Phi\left(f^{*}, g^{*}\right)$ of the undiscounted stochastic game which is a function of the initial state $s$.

Definition 2.5. Nash equilibrium: A pair of stationary strategies $\left(f^{*}, g^{*}\right)$ constitutes a Nash equilibrium in the discounted case if for all $s \in S$

$$
\left[I_{\beta}^{(1)}\left(f^{*}, g^{*}\right)\right](s) \geq\left[I_{\beta}^{(1)}\left(f, g^{*}\right)\right](s) \text { for each } f \in P_{A_{1}}^{N}
$$

and

$$
\left[I_{\beta}^{(2)}\left(f^{*}, g^{*}\right)\right](s) \geq\left[I_{\beta}^{(2)}\left(f^{*}, g\right)\right](s) \text { for each } g \in P_{A_{2}}^{N}
$$

(assuming that both players want to maximize their payoffs).
Similarly, in the undiscounted case, a pair of stationary strategies $\left(f^{*}, g^{*}\right)$ constitutes a Nash equilibrium, if for all $s \in S$

$$
\left[\Phi^{(1)}\left(f^{*}, g^{*}\right)\right](s) \geq\left[\Phi^{(1)}\left(f, g^{*}\right)\right](s) \text { for each } f \in P_{A_{1}}^{N}
$$

and

$$
\left[\Phi^{(2)}\left(f^{*}, g^{*}\right)\right](s) \geq\left[\Phi^{(2)}\left(f^{*}, g\right)\right](s) \text { for each } g \in P_{A_{2}}^{N}
$$

(assuming that both players want to maximize their payoffs).
Theorem 2.1 (Shapley, 1953). A 2-player zero-sum discounted stochastic game $\Gamma_{\beta}=\left(S, A_{1}, A_{2}, r, q, \beta\right)$ has an optimal value vector $v_{\beta}$ which is the unique solution of the following system of equations

$$
v(s)=\operatorname{val}[R(s, v)]
$$

for all $s \in S$, where $R(s, v)$ is the auxiliary matrix game with $(i, j)^{\text {th }}$ entry given by $r(s, i, j)+\beta \sum_{s^{\prime} \in S} q\left(s^{\prime} \mid s, i, j\right) v\left(s^{\prime}\right)$ and the minmax value of the matrix game given by $\operatorname{val}[R(s, v)]$.

For each state $s \in S$, if $\left(f^{*}(s), g^{*}(s)\right)$ is a pair of optimal strategies of the matrix game $R\left(s, v_{\beta}\right)$, then $\left(f^{*}, g^{*}\right)$ is a pair of optimal strategies for the discounted stochastic game $\Gamma_{\beta}$, where $f^{*}=\left(f^{*}(1), f^{*}(2), \ldots, f^{*}(N)\right)$ and $g^{*}=\left(g^{*}(1), g^{*}(2), \ldots, g^{*}(N)\right)$.
2.2 Orderfield property of stochastic games. We describe some classes of stochastic games that are known to possess the orderfield property. We refer the reader to a survey by Raghavan and Filar (1991), a survey by Mohan, Neogy and Parthasarathy (2001) and a survey by Raghavan (2003) for more details on these classes and on algorithms for solving some of them.

Definition 2.6. Stochastic Games with Perfect Information (Shapley, 1953) are stochastic games in which in every state, the action space of (at least) one of the players is a singleton. In other words, we can partition the set of states $S$ into $S_{1}$ and $S_{2}$ where $S_{1}$ is the set of player 1 states (where player 2 has just one action and hence no choice) and $S_{2}$ is the set of player 2 states (where player 1 has just one action).

Definition 2.7. One Player Control Stochastic Games (Parthasarathy and Raghavan, 1981) are stochastic games in which only one of the players controls the transitions. For example, when player 2 controls transitions, $q\left(s^{\prime} \mid s, i, j\right)=q\left(s^{\prime} \mid s, j\right)$ for all $i \in A_{1}, j \in A_{2}, s, s^{\prime} \in S$.

Definition 2.8. Simple Stochastic Games (Condon, 1992) are stochastic games with reachability objectives and no immediate rewards. There are 2special absorbing states, the 0 -sink and the 1 -sink. Player 1 (the maximizer) wins if the 1 -sink is reached, player 2 wins otherwise. Leaving out these special sink states, we can partition the remaining states into $S_{1}, S_{2}$ and $S_{3}$, where $S_{1}$ is the set of player 1 states, (where player 2 has just one action and hence no choice), $S_{2}$ is the set of player 2 states (where player 1 has just one action) and $S_{3}$ is the set of nature (or average) states where the players do not have a choice and nature chooses the next state according to some probability distribution.

Remark 2.1. SSGs form a subclass of Perfect Information Stochastic Games where the transition probabilities are 0 or 1 for all action-pairs in all states, $S_{1}$ and $S_{2}$ are player 1 and player 2 states respectively and in $S_{3}$, both players have just one action.

Definition 2.9. SC (Switching Control) Stochastic Games (Filar, 1981) are games where the law of motion is controlled by player 1 alone when the game is played in a certain subset of states and by player 2 alone when the game is played in other states. In other words, a switching control game is a stochastic game in which the set of states are partitioned into sets $S_{1}$ and $S_{2}$ where the transition probabilities are given by

$$
\begin{aligned}
& q\left(s^{\prime} \mid s, i, j\right)=q\left(s^{\prime} \mid s, i\right), \text { for all } s^{\prime} \in S, s \in S_{1}, i \in A_{1}, j \in A_{2}, \\
& q\left(s^{\prime} \mid s, i, j\right)=q\left(s^{\prime} \mid s, j\right), \text { for all } s^{\prime} \in S, s \in S_{2}, j \in A_{2}, i \in A_{1} .
\end{aligned}
$$

Remark 2.2. Switching Control Stochastic Games are a superclass of Perfect Information Stochastic Games, One Player Control Stochastic Games and SSGs.

Definition 2.10. SER-SIT (Separable Reward-State Independent Transition) Games (Parthasarathy, Tijs and Vrieze, 1984) are stochastic games in which

1. the rewards can be written as the sum of a function that depends on the state alone and another function that depends on the actions alone. That is, $r(s, i, j)=c(s)+a(i, j)$ for all $s \in S, i \in A_{1}, j \in A_{2}$, for the zero-sum case. For the non-zero sum case, $r_{1}(s, i, j)=c(s)+a(i, j)$ and $r_{2}(s, i, j)=d(s)+b(i, j)$ for $P_{1}$ and $P_{2}$ respectively, for all states $s \in S$, and actions $i \in A_{1}, j \in A_{2}$.
2. the transitions are independent of the state from which the game transitions. That is, $q\left(s^{\prime} \mid s, i, j\right)=q\left(s^{\prime} \mid i, j\right)$ for all $i \in A_{1}, j \in A_{2}, s, s^{\prime} \in S$.

Definition 2.11. ARAT (Additive Reward Additive Transition) Games (Raghavan, Tijs and Vrieze, 1986) are stochastic games where

1. the reward function can be written as the sum of two functions, one depending on player 1 and the other on player 2. For the zero-sum case, $r(s, i, j)=r^{\prime}(s, i)+r^{\prime \prime}(s, j)$, for all $i \in A_{1}, j \in A_{2}, s \in S$. We can similarly write down $r_{1}$ and $r_{2}$ in the case of non-zero-sum games.
2. the transition probabilities can be written as a sum of two functions, one depending on player 1 and the other on player 2. That is, for all $i \in A_{1}, j \in A_{2}, s, s^{\prime} \in S$,

$$
q\left(s^{\prime} \mid s, i, j\right)=q_{1}\left(s^{\prime} \mid s, i\right)+q_{2}\left(s^{\prime} \mid s, j\right)
$$

Different algorithms have been proposed for solving many of these classes of stochastic games. Some of these algorithms reduce these stochastic games to a Linear Program, some of them reduce them to matrix or bimatrix games, some of them use policy-improvement techniques similar to those for Markov Decision Processes (MDP) and others use Linear Complementarity Problems (LCP) and Vertical LCPs (Refer Cottle, Pang and Stone, 1992). For related results on the orderfield property of stochastic games and algorithms for various classes, apart from the citations listed above, we refer the reader to Flesch, Thuijsman and Vrieze (2007), Mohan et al. (1999), Schultz (1992), Sobel (1981), Syed (1999), Thuijsman and Raghavan (1997), Vrieze et al. (1983).

There are interesting examples of stochastic games that have the orderfield property and that do not belong to any of the above classes. The Big

Match (Blackwell and Ferguson, 1968) with undiscounted payoffs does not have the orderfield property. However, the discounted version of the Big Match has the orderfield property.

We now look at mixtures of classes of stochastic games. Each class, $C$, defined above has some structure and we shall say a state $s_{0} \in S$ has property $C$, or simply $s_{0} \in C$ if the structure of $C$ holds (locally) in $s_{0}$. For example, $s_{0}$ is a one player control state if $q\left(s^{\prime} \mid s_{0}, i, j\right)=q\left(s^{\prime} \mid s_{0}, i\right)$ for all $s^{\prime} \in S, i \in A, j \in B$. Here, $s_{0}$ is controlled by player 1 . Note that the whole game may not be a one player control game. We can extend this notion from states to sets of states as well.

Definition 2.12. Mixture Class / Game: A stochastic game $\Gamma$ with set of states $S$ is a mixture of classes $C_{1}$ and $C_{2}$ if $S=S_{1} \cup S_{2},\left(S_{1} \cap S_{2}=\emptyset\right)$ such that $S_{1} \in C_{1}$ and $S_{2} \in C_{2}$.

For example, $\Gamma_{\beta}=\left(S, A_{1}, A_{2}, r, q, \beta\right)$ is a mixture of a SER-SIT and a one player control game if $S=S_{1} \cup S_{2},\left(S_{1} \cap S_{2}=\emptyset\right)$ such that

$$
\begin{aligned}
& \quad r(s, i, j)=c(s)+a(i, j) \text { for all } i \in A_{1}, j \in A_{2}, s \in S_{1} \\
& \qquad \quad q\left(s^{\prime} \mid s, i, j\right)=q\left(s^{\prime} \mid i, j\right) \text { for all } i \in A_{1}, j \in A_{2}, s \in S_{1}, s^{\prime} \in S \text {, } \\
& \text { and } q\left(s^{\prime} \mid s, i, j\right)=q\left(s^{\prime} \mid s, i\right) \text { for all } i \in A_{1}, j \in A_{2}, s \in S_{2}, s^{\prime} \in S
\end{aligned}
$$

Mixtures of some classes of stochastic games have been shown to have the orderfield property as well. For example, Sinha (1989) shows that a mixture of SC and ARAT Games (denoted SC/ARAT) has the orderfield property. On the other hand, it is also known that given classes of stochastic games having the orderfield property, mixtures of these classes may not have the orderfield property. For example, Sinha (1989) discusses the following example where a mixture of two (zero-sum) SER-SIT games does not possess the orderfield property.

Example 2.1. Mixture of two SER-SIT Games that does not have the Orderfield Property:

Consider the following zero-sum $\beta$-discounted stochastic game with 4 states $s_{1}, s_{2}, s_{3}, s_{4}$ and the payoffs and transitions as given below:

$$
s_{1}:\left[\begin{array}{cc}
0 & 0 \\
(1,0,0,0) & (0,0,1 / 2,1 / 2) \\
0 & 0 \\
(1,0,0,0) & (0,0,1 / 2,1 / 2)
\end{array}\right], \quad s_{2}:\left[\begin{array}{cc}
-1 & -1 \\
(1,0,0,0) & (0,0,1 / 2,1 / 2) \\
-1 & -1 \\
(1,0,0,0) & (0,0,1 / 2,1 / 2)
\end{array}\right],
$$

$$
s_{3}:\left[\begin{array}{cc}
-1 & -1 \\
(1,0,0,0) & (0,0,1 / 2,1 / 2) \\
0 & 0 \\
(1,0,0,0) & (0,0,1 / 2,1 / 2)
\end{array}\right], \quad s_{4}:\left[\begin{array}{cc}
0 & 0 \\
(1,0,0,0) & (0,0,1 / 2,1 / 2) \\
1 & 1 \\
(1,0,0,0) & (0,0,1 / 2,1 / 2)
\end{array}\right] .
$$

Here, we represent the $(i, j)^{t h}$ entry in the matrix corresponding to state $s_{k}$ as follows:

$$
\left[\begin{array}{c}
r\left(s_{k}, i, j\right) \\
\left(q\left(s_{1} \mid s_{k}, i, j\right), q\left(s_{2} \mid s_{k}, i, j\right), q\left(s_{3} \mid s_{k}, i, j\right), q\left(s_{4} \mid s_{k}, i, j\right)\right)
\end{array}\right] .
$$

Note that states $s_{1}$ and $s_{2}$ are SER-SIT, and states $s_{3}$ and $s_{4}$ are SERSIT, but the mixture is not SER-SIT as it violates the Separable Reward property.

Let $\beta=\frac{3}{4}$. The value of the above stochastic game starting at state $s_{1}$ is $v_{\beta}(1)=-4+\sqrt{13}$.

## 3 Sufficient conditions for the orderfield property of mixture classes

Given different classes of stochastic games, we look at the transitions among states in these classes to define cycles and classes that are cyclefree. We also define a sink class and use these concepts to derive sufficient conditions for the orderfield property of mixtures of stochastic game classes.

Definition 3.1. Cycle, Length of a cycle: Given a stochastic game $\Gamma$ with set of states $S$ and a partition of $S$ into $S_{1}$ and $S_{2}$ (that is, $S=S_{1} \cup S_{2}$, $S_{1} \cap S_{2}=\emptyset$ ), we say $S_{1}$ and $S_{2}$ are in a cycle if there exist pairs of states $\left(s_{1}, s_{2}\right) \in S_{1} \times S_{2}$ and $\left(s_{1}^{\prime}, s_{2}^{\prime}\right) \in S_{1} \times S_{2}$, and pairs of actions $(i, j) \in A_{1} \times A_{2}$ and $\left(i^{\prime}, j^{\prime}\right) \in A_{1} \times A_{2}$ such that

$$
q\left(s_{2} \mid s_{1}, i, j\right)>0 \quad \text { and } \quad q\left(s_{1}^{\prime} \mid s_{2}^{\prime}, i^{\prime}, j^{\prime}\right)>0 .
$$

We can also extend this definition to a partition of $S$ into more than two subsets where we can talk of cycles between pairs of subsets as well as cycles involving more than two subsets.

Cycles between pairs of subsets are cycles of length 2. Absorbing classes correspond to self-loops or cycles of length 1 . Following is an example of a cycle of length 3 .


Definition 3.2. Cycle-free classes, Sink and Sub-game restricted to a subset of states: Given a stochastic game $\Gamma$ with set of states $S=S_{1} \cup S_{2}$, $S_{1} \cap S_{2}=\emptyset$, we say $S_{1}$ and $S_{2}$ are cycle-free if they are not in a cycle. That is,

$$
\begin{aligned}
\text { either } & q\left(s_{1} \mid s_{2}, i, j\right)=0, \forall s_{1} \in S_{1}, \forall s_{2} \in S_{2}, \forall i \in A_{1}, \forall j \in A_{2} \\
\text { or } & q\left(s_{2} \mid s_{1}, i, j\right)=0, \forall s_{1} \in S_{1}, \forall s_{2} \in S_{2}, \forall i \in A_{1}, \forall j \in A_{2}
\end{aligned}
$$

We can extend this definition to a partition of $S$ into more than two subsets as well. If $S=S_{1} \cup S_{2} \cup \ldots \cup S_{k},\left(S_{k_{1}} \cap S_{k_{2}}=\emptyset\right.$ for $\left.k_{1} \neq k_{2}\right), S_{1}, S_{2}, \ldots, S_{k}$ are cycle-free if there exists no cycle of any length $l \geq 2$ among them.

If $S_{1}, S_{2}, \ldots, S_{k}$ are cycle-free, at least one of them is an absorbing subset with no transitions going out of the subset. We call an absorbing subset a sink. Without loss of generality, we may order the subsets such that there are no transitions from $S_{k_{2}}$ to $S_{k_{1}}$ whenever $k_{2}>k_{1}$. It follows that $S_{k}$ is a sink. That is, $\sum_{s_{k}^{\prime} \in S_{k}} q\left(s_{k}^{\prime} \mid s_{k}, i, j\right)=1, \forall s_{k} \in S_{k}, \forall i \in A_{1}, \forall j \in A_{2}$. Once the game reaches states in $S_{k}$, the game remains in $S_{k}$. In particular, if the starting state $s_{0} \in S_{k}$, the whole game is within $S_{k}$. We can, hence, talk of the sub-game restricted to $S_{k}$, which is an independent stochastic game. We denote this by $\Gamma \mid S_{k}$.

There may be two or more sinks as well. In the following example, $S_{1}, S_{2}, S_{3}$ and $S_{4}$ are cycle-free and $S_{3}$ and $S_{4}$ are sinks.


When $\mathrm{k}=2, S_{1}$ and $S_{2}$ are cycle free implies either $S_{1}$ is a $\operatorname{sink}$ or $S_{2}$ is a sink. If we order the subsets as done above, then $S_{2}$ is a sink.
3.1 Mixtures of 2-player $\beta$-discounted stochastic games. We state and prove the following sufficient condition for mixtures of 2-player zero-sum $\beta$ discounted stochastic games to possess the orderfield property. We prove the theorem when a subset $S_{1}$ of the set of states $S$ is one player control. A
similar proof works when $S_{1}$ is perfect-information, SC, ARAT or a mixture of SC and ARAT states (SC/ARAT). Note that SC/ARAT encompasses all the other classes we have mentioned and has the orderfield property (Sinha, 1989).

Theorem 3.1. Let $\Gamma_{\beta}=\left(S, A_{1}, A_{2}, r, q, \beta\right)$ be a finite zero sum $\beta$-discounted stochastic game where $S=S_{1} \cup S_{2},\left(S_{1} \cap S_{2}=\emptyset\right)$. Assume the following conditions:
(i) The inputs to $\Gamma_{\beta}$ are rational. That is, r, $q$ and $\beta$ are rational.
(ii) $\sum_{S_{2} \in S_{2}} q\left(s_{2} \mid s, i, j\right)=1$ for all $s \in S_{2}, i \in A_{1}, j \in A_{2}$. In other words, $S_{2}$ is a sink. The independent sub-game restricted to the states $S_{2}$, $\Gamma_{\beta} \mid S_{2}$, has the orderfield property.
(iii) $S_{1}$ belongs to \{One Player Control, Perfect Information, SC, ARAT, $S C / A R A T\}$.

Then the mixed stochastic game $\Gamma_{\beta}$ has the orderfield property.
Proof. We prove the theorem when $S_{1}$ is one player control. Without loss of generality, let $S_{1}$ be controlled by player 1 , that is, $q\left(s \mid s_{1}, i, j\right)=$ $q\left(s \mid s_{1}, i\right)$, for all $s_{1} \in S_{1}, s \in S, i \in A_{1}, j \in A_{2}$.

Define a new game $\Gamma_{\beta}^{\prime}=\left(S^{\prime}=S \cup\left\{s^{*}\right\}, A_{1}, A_{2}, r^{\prime}, q^{\prime}, \beta\right)$ where $s^{*}$ is a new absorbing state such that

$$
\begin{align*}
& r^{\prime}\left(s^{*}, i, j\right)=0, \forall i \in A_{1}, \forall j \in A_{2} . \\
& r^{\prime}(s, i, j)=r(s, i, j)+\beta \sum_{s_{2} \in S_{2}} q\left(s_{2} \mid s, i\right) v_{\beta}\left(s_{2}\right), \forall s \in S_{1}, \forall i \in A_{1}, \forall j \in A_{2} .  \tag{3.1}\\
& r^{\prime}(s, i, j)=r(s, i, j), \forall s \in S_{2}, \forall i \in A_{1}, \forall j \in A_{2} . \\
& q^{\prime}\left(s^{*} \mid s, i\right)=1-\sum_{s_{1} \in S_{1}} q\left(s_{1} \mid s, i\right), \forall s \in S_{1}, \forall i \in A_{1} . \\
& q^{\prime}\left(s_{1} \mid s, i\right)=q\left(s_{1} \mid s, i\right), \forall s \in S_{1}, \forall s_{1} \in S_{1}, \forall i \in A_{1} . \\
& q^{\prime}\left(s_{2} \mid s, i\right)=0, \forall s \in S_{1}, \forall s_{2} \in S_{2}, \forall i \in A_{1} . \\
& q^{\prime}\left(s_{2} \mid s, i, j\right)=q\left(s_{2} \mid s, i, j\right), \forall s \in S_{2}, \forall s_{2} \in S_{2}, \forall i \in A_{1}, \forall j \in A_{2} . \\
& q^{\prime}\left(s^{*} \mid s^{*}, i, j\right)=1, \forall i \in A_{1}, \forall j \in A_{2} .
\end{align*}
$$

It is easy to see that the sub-game restricted to $S_{2}$ is the same independent stochastic game in both $\Gamma_{\beta}$ and $\Gamma_{\beta}^{\prime}$. Therefore, for all $s_{2} \in S_{2}$, optimal values and optimal strategies in $\Gamma_{\beta}$ are precisely those in $\Gamma_{\beta}^{\prime}$.

Now, for all $s \in S_{1}$, Shapley equations for $\Gamma_{\beta}^{\prime}$ are

$$
v_{\beta}^{\prime}(s)=\operatorname{val}\left(r^{\prime}(s, i, j)+\beta \sum_{s_{1} \in S_{1}} q\left(s_{1} \mid s, i\right) v_{\beta}^{\prime}\left(s_{1}\right)\right)
$$

and Shapley equations for the game $\Gamma_{\beta}$ are

$$
v_{\beta}(s)=\operatorname{val}\left(r(s, i, j)+\beta \sum_{s^{\prime} \in S} q\left(s^{\prime} \mid s, i\right) v_{\beta}\left(s^{\prime}\right)\right) .
$$

Since $r^{\prime}(s, i, j)=r(s, i, j)+\beta \sum_{s_{2} \in S_{2}} q\left(s_{2} \mid s, i\right) v_{\beta}\left(s_{2}\right)$ (from (3.1)), the auxiliary games above for $\Gamma_{\beta}$ and $\Gamma_{\beta}^{\prime}$ coincide. Hence, optimal value and optimal strategies are the same in both the games.

Further, note that the sub-game of $\Gamma_{\beta}^{\prime}$ restricted to $S_{1} \cup\left\{s^{*}\right\}$ is an independent one player control game and hence, has the orderfield property. (Since the inputs $r^{\prime}$ and $q^{\prime}$ are rationals. The fact that $r^{\prime}$ is rational follows as $r$ is rational and as $v_{\beta}\left(s_{2}\right)$ is rational for all $\left.s_{2} \in S_{2}\right)$.

Hence, given rational payoffs, transition probabilities and $\beta$, there exists rational optimal value and optimal strategies in $S_{1}$ as well as in $S_{2}$ in both the games $\left(\Gamma_{\beta}\right.$ and $\left.\Gamma_{\beta}^{\prime}\right)$, proving the theorem for the one player control case.

Similarly, we can prove the existence of orderfield property in the mixture $\Gamma_{\beta}$ when $S_{1}$ is perfect information, SC, ARAT or an SC/ARAT mixture. In particular, when $S_{1}$ is ARAT, note that we can construct a new game $\Gamma_{\beta}^{\prime}$ where the rewards and transition probabilities are both additive.

In fact, $S_{2}$ can be any finite zero sum $\beta$-discounted stochastic game with the orderfield property. For example, it can be the discounted Big Match which does not belong to any known class.

The following example contains cycles between two classes and has the orderfield property. This shows that cycle-free mixtures are not necessary for the orderfield property to hold.

Example 3.1. Mixture of SER-SIT and one player control states, with cycles, but having the orderfield property:

$$
s_{1}:\left[\begin{array}{cc}
3 & 0 \\
\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}\right) & \left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}\right) \\
0 & 1 \\
\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}\right) & \left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}\right)
\end{array}\right], \quad s_{2}:\left[\begin{array}{cc}
2 & -1 \\
\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}\right) & \left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}\right) \\
-1 & 0 \\
\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}\right) & \left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}\right)
\end{array}\right], \quad s_{3}:\left[\begin{array}{c}
0 \\
(1,0,0)
\end{array}\right] .
$$

This game is a mixture of a set SER-SIT states $S_{1}=\left\{s_{1}, s_{2}\right\}$ and a set consisting of a one player control state $S_{2}=\left\{s_{3}\right\}$. Clearly, this game has cycles between $S_{1}$ and $S_{2}$. We shall show that this game has the orderfield property.

Using Shapley's theorem, value of the above stochastic game starting at state $s_{1}$ is

$$
v_{1}=\operatorname{val}\left[\begin{array}{cc}
3+\beta\left(\frac{v_{1}}{4}+\frac{v_{2}}{4}+\frac{v_{3}}{2}\right) & \beta\left(\frac{v_{1}}{4}+\frac{v_{2}}{4}+\frac{v_{3}}{2}\right) \\
\beta\left(\frac{v_{1}}{4}+\frac{v_{2}}{4}+\frac{v_{3}}{2}\right) & 1+\beta\left(\frac{v_{1}}{4}+\frac{v_{2}}{4}+\frac{v_{3}}{2}\right)
\end{array}\right]
$$

where we have written $v_{s}$ in place of $v_{\beta}(s)$ for the sake of brevity.

$$
\text { Here, } v_{2}=v_{1}-1 \text { and } v_{3}=\beta v_{1} \text {. }
$$

It is easy to see that the auxiliary game corresponding to $s_{1}$ does not have a pure optimal strategy pair. Therefore, using Kaplansky's theorem (1945) we get $v_{1}=(3-\beta) /[2(2+\beta)(1-\beta)]$ which is rational whenever $\beta$ is rational. $\left(\frac{1}{4}, \frac{3}{4}\right),\left(\frac{1}{4}, \frac{3}{4}\right)$ constitute a pair of optimal strategies for the players in states $s_{1}$ and $s_{2}$.

In the above Theorem 3.1, $S_{2}$ can be SER-SIT. If $S_{1}$ is SER-SIT with the other conditions of the theorem remaining the same, the orderfield property may not hold. We provide a counter example in the next section. Further, for mixtures with SER-SIT to possess the orderfield property, we provide a sufficient condition by placing an additional restriction on the transition probabilities. When we mix two SER-SIT games, given this additional restriction on the transitions, we show that we do not require the classes to be cycle-free.

We now extend Theorem 3.1 to a mixture of more than 2 classes and the proof involves inductively applying Theorem 3.1.

Theorem 3.2. Let $\Gamma_{\beta}=\left(S, A_{1}, A_{2}, r, q, \beta\right)$ be a finite zero-sum $\beta$-discounted stochastic game, where $S=S_{1} \cup S_{2} \cup \ldots \cup S_{k}\left(S_{k_{1}} \cap S_{k_{2}}=\emptyset\right.$ for $\left.k_{1} \neq k_{2}\right)$. Assume the following conditions:
(i) The inputs to $\Gamma_{\beta}$ are rational. That is, r, $q$ and $\beta$ are rational.
(ii) $S_{1}, S_{2}, \ldots, S_{k}$ are cycle-free. That is, for all $k_{1}, k_{2}\left(1 \leq k_{1}<k_{2} \leq k\right)$,

$$
q\left(s_{k_{1}} \mid s_{k_{2}}, i, j\right)=0 \text { for all } i \in A_{1}, j \in A_{2}, s_{k_{1}} \in S_{k_{1}}, s_{k_{2}} \in S_{k_{2}}
$$

(iii) For each $l, 1 \leq l \leq k$, either $S_{l}$ is an $S C / A R A T$ mixture or $S_{l}$ is a sink such that $\Gamma_{\beta} \mid S_{l}$ has the orderfield property.

Then the mixed stochastic game $\Gamma_{\beta}$ has the orderfield property.
We now prove the following sufficient condition for mixtures of 2-player non-zero-sum $\beta$-discounted stochastic games to possess the orderfield property.

Theorem 3.3. Let $\Gamma_{\beta}=\left(S, A_{1}, A_{2}, r_{1}, r_{2}, q, \beta\right)$ where the set of states $S$ is partitioned into $S_{1}$ and $S_{2}$, (that is, $S=S_{1} \cup S_{2}$, $\left(S_{1} \cap S_{2}=\emptyset\right)$ ), be a finite, 2-person, non-zero sum stochastic game with $\beta$-discounted payoffs. Assume the following conditions:
(i) The inputs to $\Gamma_{\beta}$ are rational. That is, $r_{1}, r_{2}, q$ and $\beta$ are rational.
(ii) $\sum_{s_{2} \in S_{2}} q\left(s_{2} \mid s, i, j\right)=1, \forall s \in S_{2}, i \in A_{1}, j \in A_{2}$. That is, $S_{2}$ is a sink.
(iii) The sub-game restricted to $S_{2}, \Gamma_{\beta} \mid S_{2}$ has a pair of equilibrium strategies, $\left(f^{*}, g^{*}\right)$, whose coordinates are rational.
(iv) $S_{1} \in\{$ One Player Control, Perfect Information, $S C, A R A T\}$.

Then the mixed stochastic game $\Gamma_{\beta}$ has the orderfield property.
Proof. We shall prove the theorem when $S_{1}$ is one player control. Without loss of generality, let player 1 be the controlling player, that is, $q\left(s_{1} \mid s, i, j\right)=q\left(s_{1} \mid s, i\right)$ for all $s \in S_{1}, i \in A_{1}, j \in A_{2}$.

We are given a pair of rational equilibrium strategies, $\left(f^{*}, g^{*}\right)$, for $\Gamma_{\beta} \mid S_{2}$. We shall show that the corresponding equilibrium payoffs in $S_{2}$, given by $I_{\beta}^{(1)}\left(f^{*}, g^{*}\right)(s)$ for player 1 and $I_{\beta}^{(2)}\left(f^{*}, g^{*}\right)(s)$ for player 2 , are rational as well, that is, for player $1, I_{\beta}^{(1)}\left(f^{*}, g^{*}\right): S_{2} \rightarrow R$ (the set of reals). We will show that $I_{\beta}^{(1)}\left(f^{*}, g^{*}\right)(s) \in \mathbb{Q}$ (the set of rationals), for all $s \in S_{2}$.

Note that the strategies $f^{*}$ and $g^{*}$ are restricted to $S_{2}$. That is,

$$
f^{*}: S_{2} \rightarrow P_{A_{1}}, \quad g^{*}: S_{2} \rightarrow P_{A_{2}}
$$

Without loss of generality, let $S_{1}=\{1,2, \ldots, k\}$ and $S_{2}=\{k+1, k+$ $2, \ldots, n\}$.

$$
I_{\beta}^{(1)}\left(f^{*}, g^{*}\right)=\left(I_{\beta}^{(1)}\left(f^{*}, g^{*}\right)(k+1), \ldots, I_{\beta}^{(1)}\left(f^{*}, g^{*}\right)(n)\right)
$$

$$
=\left(I-\beta Q\left(f^{*}, g^{*}\right)\right)^{-1}\left[\begin{array}{c}
r_{1}\left(k+1, f^{*}(k+1), g^{*}(k+1)\right) \\
r_{1}\left(k+2, f^{*}(k+2), g^{*}(k+2)\right) \\
\vdots \\
r_{1}\left(n, f^{*}(n), g^{*}(n)\right)
\end{array}\right],
$$

where

$$
r_{1}\left(l, f^{*}(l), g^{*}(l)\right)=\sum_{i, j} r_{1}(l, i, j) f_{i}^{*}(l) g_{j}^{*}(l), k+1 \leq l \leq n
$$

and $Q\left(f^{*}, g^{*}\right)$ is the $N \times N$ matrix of transitions among states, when the players play $\left(f^{*}, g^{*}\right) .\left(s, s^{\prime}\right)$ th element of $Q\left(f^{*}, g^{*}\right)$ is

$$
q\left(s^{\prime} \mid s, f^{*}(s), g^{*}(s)\right)=\sum_{i, j} f_{i}^{*}(s) q\left(s^{\prime} \mid s, i, j\right) g_{j}^{*}(s) .
$$

As $f_{i}^{*}(s), q\left(s^{\prime} \mid s, i, j\right)$ and $g_{j}^{*}(s)$ are rational for all $s \in S_{2}, s^{\prime} \in S, i \in$ $A_{1}, j \in A_{2}, Q\left(f^{*}, g^{*}\right)$ is rational too. Thus, $I-\beta Q$ is rational. Further, it is easy to show that $I-\beta Q$ is invertible. Thus, $I_{\beta}^{(1)}\left(f^{*}, g^{*}\right)$ is rational. Similarly, $I_{\beta}^{(2)}\left(f^{*}, g^{*}\right)$ is rational too.
[Note that, unlike the zero-sum case where the optimal value is unique, the non-zero-sum case may have different equilibrium payoffs corresponding to different equilibrium strategies. We have shown that whenever we have a pair of rational equilibrium strategies, the "corresponding" payoffs are rational as well.]

Now, as in the proof of Theorem 3.1 for the zero-sum case, define a new game $\Gamma^{\prime}=\left(S^{\prime}=S_{1} \cup S_{2} \cup\left\{s^{*}\right\}, A_{1}, A_{2}, r_{1}^{\prime}, r_{2}^{\prime}, q^{\prime}, \beta\right)$ where $s^{*}$ is a new absorbing state with immediate rewards that are 0 for both players no matter what they play.

In the non-zero-sum case as well, it suffices to define $r_{1}^{\prime}$ in terms of $I_{\beta}^{(1)}$ and keep $r_{2}^{\prime}$ unchanged (as player 1 is the controlling player). That is

$$
\begin{aligned}
r_{1}^{\prime}(s, i, j)= & r_{1}(s, i, j) \\
& \quad+\beta \sum_{s_{2} \in S_{2}} q\left(s_{2} \mid s, i\right) I_{\beta}^{(1)}\left(f^{*}, g^{*}\right)\left(s_{2}\right), \forall s \in S_{1}, \forall i \in A_{1}, \forall j \in A_{2} . \\
r_{1}^{\prime}(s, i, j)= & r_{1}(s, i, j), \forall s \in S_{2}, \forall i \in A_{1}, \forall j \in A_{2} . \\
r_{2}^{\prime}(s, i, j)= & r_{2}(s, i, j), \forall s \in S, \forall i \in A_{1}, \forall j \in A_{2} .
\end{aligned}
$$

The rest of the proof is similar to that of Theorem 3.1 for the zero-sum case.

We can inductively extend this theorem in the non-zero-sum case to mixtures of more than 2 classes of stochastic games too.
3.2 Two-person undiscounted stochastic games. For the undiscounted zero-sum case, we just state the following theorem and skip the proof.

Theorem 3.4. Let $\Gamma=\left(S, A_{1}, A_{2}, r, q\right)$ where $S=S_{1} \cup S_{2}$, $\left(S_{1} \cap\right.$ $\left.S_{2}=\emptyset\right)$, be a finite, zero sum stochastic game with undiscounted payoffs. Assume the following conditions:
(i) The inputs to $\Gamma$ are rational. That is, $r$ and $q$ are rational.
(ii) $\sum_{s_{2} \in S_{2}} q\left(s_{2} \mid s, i, j\right)=1, \forall s \in S_{2}, i \in A_{1}, j \in A_{2}$.
(iii) For all $\beta$ rational, $v_{\beta}(s)$ is rational, $\forall s \in S_{2}$.
(iv) The undiscounted sub-game restricted to $S_{2}, \Gamma \mid S_{2}$, has the orderfield property, that is, $\exists$ a pair of rational optimal strategies $\left(f^{*}, g^{*}\right)$ and $v(s)=\lim _{\beta \uparrow 1}(1-\beta) v_{\beta}(s) \in Q, \forall s \in S_{2}$. (Bewley and Kohlberg, 1976)
(v) $S_{1}$ is an $S C / A R A T$ mixture.

Then the undiscounted stochastic game, $\Gamma$, has the orderfield property.
We can write down a similar sufficient condition for the undiscounted non-zero-sum case too and in all the above cases, we can extend to mixtures of more than 2 classes as well.

## 4 SER-SIT mixtures

For mixtures with SER-SIT games, the conditions in the above theorems are not sufficient for the mixture to have the orderfield property. While the sinks can be SER-SIT, if non-sinks are SER-SIT, the orderfield property may breakdown. We provide a counter example below.

Example 4.1. Cycle-free mixture of a SER-SIT Game and an independent perfect information stochastic game, that does not have the Orderfield

Property:

$$
s_{1}:\left[\begin{array}{cc}
3 & 0 \\
\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}\right) & \left(\frac{1}{2}, \frac{1}{4}, \frac{1}{4}\right) \\
0 & 1 \\
\left(\frac{1}{4}, \frac{1}{2}, \frac{1}{4}\right) & \left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}\right)
\end{array}\right], s_{2}:\left[\begin{array}{cc}
3 & 0 \\
\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}\right) & \left(\frac{1}{2}, \frac{1}{4}, \frac{1}{4}\right) \\
0 & 1 \\
\left(\frac{1}{4}, \frac{1}{2}, \frac{1}{4}\right) & \left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}\right)
\end{array}\right], s_{3}:\left[\begin{array}{c}
0 \\
(0,0,1)
\end{array}\right] .
$$

This game is a mixture of a set of SER-SIT states $S_{1}=\left\{s_{1}, s_{2}\right\}$ and a set consisting of perfect information state $S_{2}=\left\{s_{3}\right\}$. It is easy to see that $S_{1}$ and $S_{2}$ are cycle-free, and $S_{2}$ is a sink.

Let $\beta=\frac{1}{2}$. Then $v_{1}=v_{2}=\frac{96-8 \sqrt{111}}{11}$.
Now, we provide a sufficient condition for cycle-free mixtures with nonsink SER-SIT states to possess the orderfield property. We state and prove the following theorem for the zero-sum discounted case. This sufficient condition can be proved for the non-zero-sum case and the undiscounted case as well.

Theorem 4.1. Let $\Gamma_{\beta}=\left(S, A_{1}, A_{2}, r, q, \beta\right)$ where the set of states $S$ is partitioned into $S_{1}$ and $S_{2}$, (that is, $S=S_{1} \cup S_{2},\left(S_{1} \cap S_{2}=\emptyset\right)$ ), be a finite 2-person zero sum stochastic game with $\beta$-discounted payoffs. Assume the following conditions:
(i) The inputs to $\Gamma_{\beta}$ are rational. That is, $r, q$ and $\beta$ are rational.
(ii) $\sum_{s_{2} \in S_{2}} q\left(s_{2} \mid s, i, j\right)=1$ for all $s \in S_{2}, i \in A_{1}, j \in A_{2}$. In other words, $S_{2}$ is a sink. The independent sub-game restricted to the states $S_{2}$, $\Gamma_{\beta} \mid S_{2}$, has the orderfield property.
(iii) All states in $S_{1}$ are SER-SIT, that is, $r\left(s_{1}, i, j\right)=c\left(s_{1}\right)+a(i, j)$ for all $s_{1} \in S_{1}, i \in A_{1}, j \in A_{2}$ and $q\left(s \mid s_{1}, i, j\right)=q(s \mid i, j)$ for all $s \in S$, $s_{1} \in S_{1}, i \in A_{1}, j \in A_{2}$.
(iv) For all $s \in S_{1}, \sum_{s_{1} \in S_{1}} q\left(s_{1} \mid i, j\right)=q_{0}$ for all $i \in A_{1}, j \in A_{2}$ where $q_{0} \in[0,1]$ is a constant.

Then the mixed stochastic game $\Gamma_{\beta}$ has the orderfield property.
Proof. Without loss of generality, let $S_{1}=\{1,2, \ldots, k\}$ and $S_{2}=\{k+$ $1, k+2, \ldots, N\}$. By Shapley's theorem, the value of the stochastic game
starting at state 1 is as follows:

$$
v_{1}=\operatorname{val}\left[\begin{array}{cccc}
r_{11} & r_{12} & \ldots & r_{1 m_{2}} \\
r_{21} & r_{22} & \ldots & r_{2 m_{2}} \\
\vdots & \vdots & & \vdots \\
r_{m_{1} 1} & r_{m_{1} 2} & \ldots & r_{m_{1} m_{2}}
\end{array}\right]
$$

where

$$
\begin{equation*}
r_{i j}=r(1, i, j)+\beta \sum_{s \in S} q(s \mid i, j) v_{s} \tag{4.1}
\end{equation*}
$$

(As state $1 \in S_{1}$ is SER-SIT) that is,

$$
r_{i j}=r(1, i, j)+\beta \sum_{s^{\prime} \in S_{1}} q\left(s^{\prime} \mid i, j\right) v_{s^{\prime}}+\beta \sum_{s^{\prime \prime} \in S_{2}} q\left(s^{\prime \prime} \mid i, j\right) v_{s^{\prime \prime}}
$$

As $S_{1}$ is SER-SIT, we can write $v_{s_{1}}=v_{1}+c_{s_{1}}$ for all $s_{1} \in S_{1}$ where $c_{s_{1}}=c\left(s_{1}\right)-c(1)$. Therefore,

$$
r_{i j}=r(1, i, j)+\beta \sum_{s^{\prime} \in S_{1}} q\left(s^{\prime} \mid i, j\right)\left(v_{1}+c_{s^{\prime}}\right)+\beta \sum_{s^{\prime \prime} \in S_{2}} q\left(s^{\prime \prime} \mid i, j\right) v_{s^{\prime \prime}}=m_{i j}+w
$$

where

$$
m_{i j}=r(1, i, j)+\beta \sum_{s^{\prime} \in S_{1}} q\left(s^{\prime} \mid i, j\right) c_{s^{\prime}}+\beta \sum_{s^{\prime \prime} \in S_{2}} q\left(s^{\prime \prime} \mid i, j\right) v_{s^{\prime \prime}}
$$

and $w=\beta v_{1} \sum_{s^{\prime} \in S_{1}} q\left(s^{\prime} \mid i, j\right)$. Due to assumption (iv),

$$
\begin{equation*}
w=\beta v_{1} q_{0} \tag{4.2}
\end{equation*}
$$

which is independent of the choice of actions of the players.
For all $i \in A_{1}, j \in A_{2}, m_{i j}$ is rational. (As r, q and $\beta$ are rational. Moreover, $v_{s^{\prime \prime}}$ is rational as the sub-game restricted to $S_{2}$ has the orderfield property). Therefore (4.1) becomes

$$
\begin{equation*}
v_{1}=\operatorname{val}(M)+w \tag{4.3}
\end{equation*}
$$

where $M=\left[m_{i j}\right]_{1 \leq i \leq m_{1}, 1 \leq j \leq m_{2}} . M$ is a matrix game with rational entries and hence has the orderfield property. The coefficient of $v_{1}$ in (4.2) is rational. Hence (4.3) is a linear equation in $v_{1}$ with rational coefficients. Thus, $v_{1}$ is rational. It follows that $v_{s_{1}}$ is rational for all $s_{1} \in S_{1}$. (Since
$\left.v_{s_{1}}=v_{1}+c_{s_{1}}\right)$. Optimal strategies of the players in $M$ are optimal strategies in the stochastic game as well, for all initial states $s_{1} \in S_{1}$.

The following example contains non-sink SER-SIT states but the total transitions out of each of these SER-SIT states is a constant across action pairs (assumption (iv) in the above theorem).

Example 4.2. Non-sink SER-SIT states mixed with one player control states, and having the orderfield property:

$$
\begin{gathered}
s_{1}:\left[\begin{array}{cc}
1 & 0 \\
\left(\frac{1}{2}, 0, \frac{1}{4}, \frac{1}{4}\right) & \left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}, 0\right) \\
0 & 1 \\
\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}, 0\right) & \left(0, \frac{1}{2}, 0, \frac{1}{2}\right)
\end{array}\right], \quad s_{2}:\left[\begin{array}{cc}
2 & 1 \\
\left(\frac{1}{2}, 0, \frac{1}{4}, \frac{1}{4}\right) & \left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}, 0\right) \\
1 & 2 \\
\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}, 0\right) & \left(0, \frac{1}{2}, 0, \frac{1}{2}\right)
\end{array}\right], \\
s_{3}:\left[\begin{array}{cc}
1 & 0 \\
(0,0,1,0) & (0,0,1,0) \\
0 & 1 \\
(0,0,0,1) & (0,0,0,1)
\end{array}\right], s_{4}:\left[\begin{array}{c}
1 \\
(0,0,0,1)
\end{array}\right]
\end{gathered}
$$

Let $\beta$ be a rational discount factor.
This game is a mixture of a set of SER-SIT states $S_{1}=\left\{s_{1}, s_{2}\right\}$ and a set of one player control states $S_{2}=\left\{s_{3}, s_{4}\right\}$. Though the SER-SIT class $S_{1}$ is not a sink, this game has the orderfield property. Note that the sum of the transition probabilities from $s_{1}$ to $s_{3}$ and $s_{4}$ is always $\frac{1}{2}$, independent of the actions of the players. Similarly for $s_{2} . S_{2}$ constitutes an independent one player control game whose value vector is ( $\left.v_{3}=\frac{1}{(1-\beta)(2-\beta)}, v_{4}=\frac{1}{1-\beta}\right)$ and optimal strategies are $\left(\frac{1}{2}, \frac{1}{2}\right)$ and $\left(\frac{1}{2-\beta}, \frac{1-\beta}{2-\beta}\right)$ for players 1 and 2 respectively in state 3 . (In state 4 , both players have just 1 action). Now $v_{2}$ can be written in terms of $v_{1}$. Here, $v_{2}=v_{1}+1$.

The above facts enable us to "separate out" the variables $v_{1}$ and $v_{2}$ from the auxiliary matrix games for states $s_{1}$ and $s_{2}$ as described below. Value of the stochastic game starting at state $s_{1}$ is $v_{1}=\operatorname{val}(M)+w$, where

$$
M=\left[\begin{array}{cc}
1+\frac{\beta}{4}\left(v_{3}+v_{4}\right) & \frac{\beta}{4}+\frac{\beta v_{3}}{2} \\
\frac{\beta}{4}+\frac{\beta v_{3}}{2} & 1+\frac{\beta}{2}+\frac{\beta v_{4}}{2}
\end{array}\right]
$$

and $w=\frac{\beta v_{1}}{2} . M$ is a matrix game with rational entries as $v_{3}$ and $v_{4}$ are rational. Therefore, $\operatorname{val}(M)$ is rational, giving $v_{1}$ and $v_{2}$ are rational. Further the matrix game $M$ has a pair of rational optimal strategies which are also optimal strategies in $s_{1}$ and $s_{2}$ for both the players.

In the following example, we consider two sets of SER-SIT states such that the mixture has the orderfield property, though there are cycles between the two sets. This example illustrates a sufficient condition for a mixture of two SER-SIT classes to possess the orderfield property, which we formally state and prove in Theorem 4.2 (after the example).

Example 4.3. Mixture of two SER-SIT Games that has the Orderfield Property: Consider the following zero-sum stochastic game with 4 states $s_{1}, s_{2}, s_{3}, s_{4}$ and the payoffs and transitions as given below:

$$
\begin{gathered}
s_{1}:\left[\begin{array}{cc}
0 & 0 \\
\left(\frac{1}{2}, 0, \frac{1}{4}, \frac{1}{4}\right) & \left(\frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4}\right) \\
0 & 0 \\
\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4}\right) & \left(\frac{1}{2}, 0, \frac{1}{4}, \frac{1}{4}\right)
\end{array}\right], \quad s_{2}:\left[\begin{array}{cc}
-1 & -1 \\
\left(\frac{1}{2}, 0, \frac{1}{4}, \frac{1}{4}\right) & \left(\frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4}\right) \\
-1 & -1 \\
\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4}\right) & \left(\frac{1}{2}, 0, \frac{1}{4}, \frac{1}{4}\right)
\end{array}\right], \\
s_{3}:\left[\begin{array}{cc}
-1 & -1 \\
\left(\frac{1}{6}, \frac{1}{4}, \frac{1}{3}, \frac{1}{4}\right) & \left(\frac{1}{4}, \frac{1}{6}, \frac{1}{4}, \frac{1}{3}\right) \\
0 & 0 \\
\left(\frac{1}{4}, \frac{1}{6}, \frac{1}{2}, \frac{1}{12}\right) & \left(\frac{1}{6}, \frac{1}{4}, \frac{5}{12}, \frac{1}{6}\right)
\end{array}\right], \quad s_{4}:\left[\begin{array}{cc}
\left(\frac{1}{6}, \frac{1}{4}, \frac{1}{3}, \frac{1}{4}\right) & \left(\frac{1}{4}, \frac{1}{6}, \frac{1}{4}, \frac{1}{3}\right) \\
1 & 1 \\
\left(\frac{1}{4}, \frac{1}{6}, \frac{1}{2}, \frac{1}{12}\right) & \left(\frac{1}{6}, \frac{1}{4}, \frac{5}{12}, \frac{1}{6}\right)
\end{array}\right] .
\end{gathered}
$$

Here, states 1 and 2 are SER-SIT, and states 3 and 4 are SER-SIT, but the mixture is not SER-SIT.

$$
\begin{aligned}
& v_{1}=\operatorname{val}\left(M_{1}\right)+w_{1} \text { where } w_{1}=\frac{\beta}{2} v_{1}+\frac{\beta}{2} v_{3} \text { and } M_{1}=\left[\begin{array}{cc}
\frac{\beta}{4} & 0 \\
0 & \frac{\beta}{4}
\end{array}\right] . \\
& \operatorname{val}\left(M_{1}\right)=\frac{\beta}{8} \text { and the strategy }\left(\frac{1}{2}, \frac{1}{2}\right) \text { is optimal for both players. } \\
& v_{3}=\operatorname{val}\left(M_{2}\right)+w_{2} \text { where } w_{2}=\frac{5}{12} \beta v_{1}+\frac{7}{12} \beta v_{3} \text { and } M_{2}=\left[\begin{array}{cc}
-1 & -1+\frac{\beta}{6} \\
-\frac{\beta}{12} & -\frac{\beta}{12}
\end{array}\right] . \\
& \operatorname{val}\left(M_{2}\right)=-\frac{\beta}{12} \text { and }\left(2^{n d} \text { row, } 1^{s t} \text { column }\right) \text { is a pair of optimal strategies. }
\end{aligned}
$$

We get the following linear equations with rational coefficients, solving which we obtain $v_{1}$ and $v_{3}$ :

$$
v_{1}=\frac{\beta}{8}+\frac{\beta}{2} v_{1}+\frac{\beta}{2} v_{3},
$$

$$
v_{3}=-\frac{\beta}{12}+\frac{5}{12} \beta v_{1}+\frac{7}{12} v_{3} .
$$

Now, we state and prove the following sufficient condition for a mixture of two SER-SIT sets to possess the orderfield property. In this case, there may be cycles between $S_{1}$ and $S_{2}$ and the mixture has the orderfield property as long the total transitions going out of $S_{1}$ and those out of $S_{2}$ are constants.

Theorem 4.2. Let $\Gamma_{\beta}=\left(S, A_{1}, A_{2}, r, q, \beta\right)$ where the set of states $S$ is partitioned into $S_{1}$ and $S_{2}$, (that is, $S=S_{1} \cup S_{2},\left(S_{1} \cap S_{2}=\emptyset\right)$ ), be a finite 2-person zero sum stochastic game with $\beta$-discounted payoffs. Assume the following conditions:
(i) The inputs to $\Gamma_{\beta}$ are rational. That is, $r, q$ and $\beta$ are rational.
(ii) All states in $S_{1}$ are SER-SIT, that is, $r\left(s_{1}, i, j\right)=c\left(s_{1}\right)+a(i, j)$ for all $s_{1} \in S_{1}, i \in A_{1}, j \in A_{2}$ and $q\left(s \mid s_{1}, i, j\right)=q(s \mid i, j)$ for all $s \in S$, $s_{1} \in S_{1}, i \in A_{1}, j \in A_{2}$.
(iii) For all $s \in S_{1}, \sum_{s_{1} \in S_{1}} q\left(s_{1} \mid i, j\right)=q_{0}$ for all $i \in A_{1}, j \in A_{2}$ where $q_{0} \in[0,1]$ is a constant.
(iv) All states in $S_{2}$ are SER-SIT, that is, $r\left(s_{2}, i, j\right)=c^{\prime}\left(s_{2}\right)+a^{\prime}(i, j)$ for all $s_{2} \in S_{2}, i \in A_{1}, j \in A_{2}$ and $q\left(s \mid s_{2}, i, j\right)=q(s \mid i, j)$ for all $s \in S$, $s_{2} \in S_{2}, i \in A_{1}, j \in A_{2}$.
(v) For all $s \in S_{2}, \sum_{s_{2} \in S_{2}} q\left(s_{2} \mid i, j\right)=q_{0}^{\prime}$ for all $i \in A_{1}, j \in A_{2}$ where $q_{0}{ }^{\prime} \in[0,1]$ is a constant.

Then the mixed stochastic game $\Gamma_{\beta}$ has the orderfield property.
Proof. Without loss of generality, let $S_{1}=\{1,2, \ldots, k\}$ and $S_{2}=\{k+$ $1, k+2, \ldots, N\}$. The value of the stochastic game starting at state 1 is

$$
v_{1}=\operatorname{val}\left[r(1, i, j)+\beta \sum_{s \in S} q(s \mid i, j) v_{s}\right]_{1 \leq i \leq m_{1}, 1 \leq j \leq m_{2}}
$$

Here $S_{1}$ and $S_{2}$ are both SER-SIT. Hence we can write $v_{s_{1}}=v_{1}+c_{s_{1}}$ for all $s_{1} \in S_{1}$ where $c_{s_{1}}=c\left(s_{1}\right)-c(1)$, and $v_{s_{2}}=v_{k+1}+c_{s_{2}}^{\prime}$ for all $s_{2} \in S_{2}$ where $c_{s_{2}}^{\prime}=c^{\prime}\left(s_{2}\right)-c^{\prime}(k+1)$.

In lines similar to the proof of Theorem 4.1,

$$
\begin{equation*}
v_{1}=\operatorname{val}(M)+w, \tag{4.4}
\end{equation*}
$$

where $w=\beta v_{1} q_{0}+\beta v_{k+1}\left(1-q_{0}\right)$

$$
M=\left[r(1, i, j)+\beta \sum_{s_{1} \in S_{1}} q\left(s_{1} \mid i, j\right) c_{s_{1}}+\beta \sum_{s_{2} \in S_{2}} q\left(s_{2} \mid i, j\right) c_{s_{2}}^{\prime}\right]_{1 \leq i \leq m_{1}, 1 \leq j \leq m_{2}}
$$

and $w$ is linear in $v_{1}$ and $v_{k+1}$ with rational coefficients and is independent of the choice of actions of the players. Note that $M$ is free of variables and all entries are rational. Hence $\operatorname{val}(M)$ is rational and there exists rational optimal strategies which are optimal strategies for all $s_{1} \in S_{1}$ in the stochastic game as well.

Now, the value of the stochastic game starting at state $k+1$ is

$$
\begin{equation*}
v_{k+1}=\operatorname{val}\left(M^{\prime}\right)+w^{\prime}, \tag{4.5}
\end{equation*}
$$

where $w^{\prime}=\beta v_{1}\left(1-q_{0}{ }^{\prime}\right)+\beta v_{k+1} q_{0}{ }^{\prime}$ and $M^{\prime}$ is given by

$$
\left[r(k+1, i, j)+\beta \sum_{s_{1} \in S_{1}} q\left(s_{1} \mid i, j\right) c_{s_{1}}+\beta \sum_{s_{2} \in S_{2}} q\left(s_{2} \mid i, j\right) c_{s_{2}}^{\prime}\right]_{1 \leq i \leq m_{1}, 1 \leq j \leq m_{2}}
$$

There exists rational optimal strategies for all $s_{2} \in S_{2}$ as well, since $M^{\prime}$ is a matrix game with rational entries.

Now, equations (4.4) and (4.5) constitute a system of linear equations in $v_{1}$ and $v_{k+1}$ with rational coefficients. It follows that $v_{s}$ is rational for all $s \in S$.

We can extend the above sufficient conditions for mixtures with SER-SIT states to the discounted non-zero-sum case, undiscounted zero-sum case and to the undiscounted non-zero-sum case as well. Similar to Theorem 3.2, we have sufficient conditions for mixtures with SER-SIT states and involving more than two sets of states.

## 5 Orderfield property of mixtures of 2-player games with (multi-player) polystochastic games

Janovskaya (1968) introduced polymatrix games and Howson (1972) gave an algorithm by formulating these games as an LCP. Polystochastic games were introduced by Mohan, Neogy and Parthasarathy (1997) as a generalization of polymatrix games. They showed that one player control polystochastic games have the orderfield property by formulating them as an LCP that
can be processed by Lemke's algorithm (1965). In this section, we look at mixtures of 2-player games with polystochastic games.

Definition 5.1. A non-zero-sum, polystochastic game is a multi-player stochastic game defined as follows.

1. There are $n$ players, n is finite.
2. $S=\{1,2, \ldots, N\}$ is a non-empty, finite set of states.
3. $A_{k}=\left\{1,2, \ldots, m_{k}\right\}$ is the set of actions for player $k, 1 \leq k \leq n$.
4. At each state $s$, each pair of players, $\left(k_{1}, k_{2}\right)$, has associated partial rewards, $r_{k_{1} k_{2}}(s, i, j)$. These partial rewards depend only on the actions $i$ and $j$ of players $k_{1}$ and $k_{2}$ and are independent of the actions chosen by the other players. Total immediate reward of player $k_{1}$ in state s $r_{k_{1}}(s, i, j)=\sum_{k_{2} \neq k_{1}}\left(r_{k_{1} k_{2}}\left(s, i, j_{k_{2}}\right)\right)$ where $i=i\left(k_{1}\right)$ is the action chosen by player $k_{1}$ in state $s$ and $j=\left(j_{k_{2}}\right)$ is the vector of actions chosen by all other players $k_{2}$. Let $R_{k_{1} k_{2}}(s)$ be the corresponding matrix of partial immediate rewards to player $k_{1}$ depending on actions of $k_{2}$.
5. Transition probabilities $q\left(s^{\prime} \mid s, i_{1}, i_{2}, \ldots, i_{n}\right)$ are the probabilities of transition from state $s$ to state $s^{\prime}$ when the players respectively choose actions $i_{1}, i_{2}, \ldots, i_{n}$.

We can extend the definitions of different types of strategies and definitions of classes of stochastic games to polystochastic games as well.

Now, we look at mixtures of one player control polystochastic states with 2-player states of known classes. We state the following theorem for 3-player polystochastic games and this can be extended to the general $n$-player case as well.

Theorem 5.1. Let $\Gamma_{\beta}=\left(S, A_{1}, A_{2}, A_{3}, r_{1}, r_{2}, r_{3}, q, \beta\right)$ be a finite, 3-person, non-zero sum stochastic game with $\beta$-discounted payoffs, where $S=$ $S_{1} \cup S_{2},\left(S_{1} \cap S_{2}=\emptyset\right)$. Assume the following conditions:
(i) The inputs to $\Gamma_{\beta}$ are rational. That is, $r_{1}, r_{2}, r_{3}, q$ and $\beta$ are rational.
(ii) $S_{2}$ is a sink. Furthermore, $\Gamma_{\beta} \mid S_{2}$ is a one player control polystochastic game.
(iii) States in $S_{1}$ involve only two players, say player 1 and player 2. Further, $S_{1} \in\{$ One Player Control, Perfect Information, SC, ARAT\}.

Then the mixed stochastic game $S$ has the orderfield property.
The proof is similar to the proof of the 2-player discounted non-zero sum case. A similar theorem holds for the undiscounted case as well. When $S_{1}$ is SER-SIT, we have sufficient conditions similar to that for the 2-player case.

## 6 Conclusion and future work

We extend known classes of stochastic games with the orderfield property to mixtures of some of these classes. In the 2-player case, if the set of states $S$ can be partitioned into cycle-free subsets $S_{1}, S_{2}, \ldots S_{k}$ where each $S_{l}$ has the orderfield property and any non-sink $S_{h}$ is either one player control or perfect information or switching control or ARAT or SC/ARAT (in the zero-sum case), then the mixture has the orderfield property. If there are non-sink sets $S_{h}$ of SER-SIT states, then we additionally require the sum of the transition probabilities going out of $S_{h}$ to be a constant, for each such $S_{h}$. If all these sets are SER-SIT, we can drop the cycle-free requirement. We extend these theorems to multi-player stochastic games by allowing sinks to be one player control polystochastic games.

We believe that cycle-free mixtures of different one player control polystochastic games have the orderfield property. In other words, switching control polystochastic games where there are no cycles between states of both players, have the orderfield property. We can also extend multi-player mixtures to mixtures of 2-player switching control or ARAT games with multi-player perfect information or ARAT games. Further, we can also mix different multi-player perfect information or ARAT classes among themselves or with one player control polystochastic games such that the polystochastic games are sinks.

Acknowledgement. The authors would like to thank the Indian Statistical Institute, Chennai and the Chennai Mathematical Institute for their support. The second author would like to thank the Indian National Science Academy (INSA) for financial support under the Senior Scientist Scheme. The first author would like to thank the National Board for Higher Mathematics (NBHM) for providing travel grant to present a part of this work at the International Conference on Game Theory held at the Stony Brook University, New York, USA in July, 2009. The authors would also like to thank Sagnik Sinha and an anonymous referee for useful comments. The authors would also like to thank the editors of the special volume of Sankhyā.

## References

Bewley, T. and Kohlberg, E. (1976). The asymptotic theory of stochastic games. Math. Oper. Res., 1, 197-208.
Blackwell, D. and Ferguson, T.S. (1968). The big match. Ann. Math. Statist., 39, 159-168.
Condon, A. (1992). The complexity of stochastic games. Inform. and Comput., 96, 203-224.
Cottle, R.W., Pang, J.S. and Stone, R.E. (1992). The Linear Complementarity Problem. Academic Press, New York.
Filar, J.A. (1981). Orderfield property of stochastic games when the player who controls the transition changes from state to state. J. Optim. Theory Appl., 34, 505-517.
Filar, J.A. and Vrieze, O.J. (1997). Competitive Markov Decision Processes. Springer, New York.
Filar, J.A., Schultz, T., Thuijsman, F. and Vrieze, O.J. (1991). Nonlinear programming and stationary equilibria in stochastic games. Math. Program., 50, 227237.

Fink, A.M. (1964). Equilibrium in a stochastic $n$-person game. J. Sci. Hiroshima Univ. Ser. A-I Math., 28, 89-93.
Flesch, J., Thuijsman, F. and Vrieze, O.J. (2007). Stochastic games with additive transitions. European J. Oper. Res., 179, 483-497.
Gillette, D. (1957). Stochastic games with zero-stop probabilities. In Contributions to the Theory of Games, Vol. III, (M. Dresher, A.W. Tucker and P. Wolfe, eds.). Ann. Math. Studies, 39. Princeton University Press, Princeton, NJ, 179-188.
Howson, J.T., Jr. (1972). Equilibria of polymatrix games. Management Sci., 18, 312-318.
Janovskaya, E.B. (1968). Equilibrium points of polymatrix games. Litovsk. Mat. Sb., 8, 381-384. (In Russian).
Kaplansky, I. (1945). A contribution to von Neumann's theory of games. Ann. of Math. (2), 46, 474-479.
Lemke, C. (1965). Bimatrix equilibrium points and mathematical programming. Management Sci., 11, 681-689.
Maitra, A. and Parthasarathy, T. (1970). On stochastic games. J. Optim. Theory Appl., 5, 289-300.
Maitra, A.P. and Sudderth, W. (1996). Discrete Gambling and Stochastic Games. Springer-Verlag, New York.
Mertens, J.F. (2002). Stochastic games. In Handbook of Game Theory with Economic Applications, 3, (R. Aumann and S. Hart, eds.). Elsevier, 1809-1832.
Mertens, J.F. and Neyman, A. (1981). Stochastic games. Internat. J. Game Theory, 10, 53-66.
Mohan, S.R., Neogy, S.K. and Parthasarathy, T. (1997). Linear complementarity and discounted polystochastic game when one player controls transitions. In Complementarity and Variational Problems (Baltimore, MD, 1995), (M.C. Ferris, J.-S. Pang, eds.). SIAM, Philadelphia, 284-294.
Mohan, S.R., Neogy S.K. and Parthasarathy, T. (2001). Pivoting algorithms for some classes of stochastic games: A survey. Int. Game Theory Rev., 3, 253-281.

Mohan, S.R., Neogy S.K., Parthasarathy, T. and Sinha, S. (1999). Vertical linear complementarity and discounted zero-sum stochastic games with ARAT structure. Math. Program., Ser. A, 86, 637-648.
Nash, J.F. (1951). Non-cooperative Games. Ann. of Math. (2), 54, 286-295.
Neogy, S.K., Das, A.K., Sinha, S. and Gupta, A. (2008). On a mixture class of stochastic game with ordered field property. In Mathematical Programming and Game Theory for Decision Making, (S.K. Neogy, R.B. Bapat, A.K. Das and T. Parthasarathy, eds.). Stat. Sci. Interdiscip. Res., 1. World Scientific, Singapore, 451-477.
Nowak, A.S. and Raghavan, T.E.S. (1993). A finite step algorithm via a bimatrix game to a single controller non-zero sum stochastic game. Math. Program., 59, 249-259.
Parthasarathy, T. and Raghavan, T.E.S. (1981). An orderfield property for stochastic games when one player controls transition probabilities. J. Optim. Theory Appl., 33, 375-392.
Parthasarathy, T., Tijs, S.J. and Vrieze, O.J. (1984). Stochastic games with state independent transitions and separable rewards. In Selected Topics in Operations Research and Mathematical Economics (Karlsruhe, 1983), (G. Hammer and D. Pallaschke, eds.). Lecture Notes in Econom. and Math. Systems, 226, Springer, Berlin, 262-271.
Raghavan, T.E.S. (2003). Finite-step algorithms for single controller and perfect information stochastic games. In Stochastic games and applications (Stony Brook, NY, 1999), (Abraham Neyman and Sylvain Sorin, eds.). NATO Sci. Ser. C Maths. Phys. Sci., 570. Kluwer Academic Publishers Group, Dordrecht, 227-251.
Raghavan, T.E.S. and Filar, J.A. (1991). Algorithms for stochastic games - A survey. Z. Oper. Res., 35, 437-472.
Raghavan, T.E.S. and Syed, Z. (2002). Computing stationary Nash equilibria of undiscounted single-controller stochastic games. Math. Oper. Res., 27, 384-400.
Raghavan, T.E.S. and Syed, Z. (2003). A policy-improvement type algorithm for solving zero-sum two-person stochastic games of perfect information. Math. Program., Ser. A, 95, 513-532.
Raghavan, T.E.S., Tijs, S.J. and Vrieze, O.J. (1986). Stochastic games with additive rewards and additive transitions. J. Optim. Theory Appl., 47, 451-464.
Schultz, T.A. (1992). Linear complementarity and discounted switching controller stochastic games. J. Optim. Theory Appl., 73, 89-99.
Shapley, L. (1953). Stochastic games. Proc. Natl. Acad. Sci., 39, 1095-1100.
Sinha, S. (1989). A contribution to the theory of stochastic games. Ph.D. thesis, Indian Statistical Institute, New Delhi, India.
Sobel, M.J. (1971). Noncooperative stochastic games. Ann. Math. Statist., 42, 19301935.

Sobel, M.J. (1981). Myopic solutions of Markov decision processes and stochastic games. Oper. Res., 29, 995-1009.
Syed, Z. (1999). Algorithms for stochastic games and related topics. Ph. D. thesis, University of Illinois at Chicago.
Takahashi, M. (1964). Equilibrium points of stochastic noncooperative $n$-person games. J. Sci. Hiroshima Univ. Ser. A-I Math., 28, 95-99.

Thuijsman, F. and Raghavan, T.E.S. (1997). Perfect information stochastic games and related classes. Internat. J. Game Theory, 26, 403-408.
Vrieze, O.J. (1981). Linear programming and undiscounted stochastic game in which one player controls transitions. OR Spectrum, 3, 29-35.
Vrieze, O.J., Tijs, S.H., Raghavan, T.E.S. and Filar, J.A. (1983). A finite algorithm for the switching control stochastic game. OR Spectrum, 5, 15-24.
Weyl, H. (1950). Elementary proof of a minimax theorem due to von Neumann. In Contributions to the Theory of Games, Vol. I, (H.W. Kuhn and A.W. Tucker, eds.). Ann. Math. Studies, 24. Princeton University Press, Princeton, NJ, 19-25.

| Nagarajan Krishnamurthy | T. Parthasarathy |
| :--- | :--- |
| Computer Science | INSA Senior Scientist |
| Chennai Mathematical Institute | Indian Statistical Institute |
| Plot H1, SiPCOT IT Park | 110, Nelson Manickam Road |
| Siruseri 603103, INDIA | Chennai 600029, India |
| E-mail: naga.research@gmail.com | E-mail: pacha14@yahoo.com |
|  |  |
| G. Ravindran |  |
| Head, SQC and OR Unit |  |
| Indian Statistical Institute |  |
| 110, Nelson Manickam Road |  |
| Chennai 600029, India |  |
| E-mail: gravi@hotmail.com |  |

Paper received November 2009; revised February 2010.

