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[1] The poor predictability of the Indian summer monsoon (ISM) appears to be due to the
fact that a large fraction of interannual variability (IAV) is governed by unpredictable
“internal” low frequency variations. Mechanisms responsible for the internal 1AV of the
monsoon have not been clearly identified. Here, an attempt has been made to gain
insight regarding the origin of internal IAV of the seasonal (June—September, JJAS) mean
rainfall from “internal” IAV of the ISM simulated by an atmospheric general circulation
model (AGCM) driven by fixed annual cycle of sea surface temperature (SST). The
underlying hypothesis that monsoon ISOs are responsible for internal [AV of the ISM is
tested. The spatial and temporal characteristics of simulated summer intraseasonal
oscillations (ISOs) are found to be in good agreement with those observed. A long
integration with the AGCM forced with observed SST, shows that ISO activity over the
Asian monsoon region is not modulated by the observed SST variations. The internal [AV

of ISM, therefore, appears to be decoupled from external [AV. Hence, insight gained
from this study may be useful in understanding the observed internal AV of ISM.

The spatial structure of the ISOs has a significant projection on the spatial structure of the
seasonal mean and a common spatial mode governs both intraseasonal and interannual
variability. Statistical average of ISO anomalies over the season (seasonal ISO bias)
strengthens or weakens the seasonal mean. It is shown that interannual anomalies of
seasonal mean are closely related to the seasonal mean of intraseasonal anomalies and
explain about 50% of the IAV of the seasonal mean. The seasonal mean ISO bias arises
partly due to the broad-band nature of the ISO spectrum allowing the time series to be
aperiodic over the season and partly due to a non-linear process where the amplitude
of ISO activity is proportional to the seasonal bias of ISO anomalies. The later relation is
a manifestation of the binomial character of rainfall time series. The remaining 50% of
the IAV may arise due to land-surface processes, interaction between high frequency

variability and ISOs, etc.

Citation: Goswami, B. N., and P. K. Xavier (2005), Dynamics of ‘‘internal’’ interannual variability of the Indian summer monsoon
in a GCM, J. Geophys. Res., 110, D24104, doi:10.1029/2005JD006042.

1. Introduction

[2] With a large fraction of world population depending
on the monsoon rainfall, prediction of summer monsoon
rainfall at least one season in advance assumes great
significance. For over a century, attempts have been made
to predict seasonal mean monsoon rainfall using empirical
techniques involving local and global antecedent parameters
that correlate with the monsoon rainfall [Blanford, 1884;
Walker, 1923, 1924; Gowarikar et al., 1989; Sahai et al.,
2003]. The linear and non-linear regression models as well
as the neural network based models [e.g., Goswami and
Srividya, 1996] perform reasonably well when the monsoon
is close to normal but fails to predict the extremes with
useful skill. A case in point is the failure of almost all
empirical models in predicting the 2002 drought. Another
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intrinsic limitation of the empirical techniques arises from
interdecadal variation of the correlations between predictors
and monsoon rainfall [Kriplani and Kulkarni, 1997; Kumar
et al., 1999; Krishnamurthy and Goswami, 2000]. Dynam-
ical prediction of the seasonal mean monsoon using state of
the art climate models, therefore, offers a logical alternative
to empirical forecasting. Unfortunately, the skill of predic-
tion of the summer precipitation over the Asian monsoon
region is currently negligible for almost all state of the art
atmospheric general circulation models (AGCM) [e.g.,
Kang et al., 2004]. Multi-model super-ensemble forecasting
[Krishnamurti et al., 1999, 2000, 2001] shows some prom-
ise of improving the dynamical forecasts beyond the skill of
individual models. Even the state of the art coupled GCMs
presently have no useful skill in predicting the seasonal
mean Indian summer monsoon (ISM) [Krishnamurti et al.,
2002; Palmer et al., 2004].

[3] The inability of the state of the art AGCMs in
predicting the seasonal mean monsoon appears to be due
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to three major factors. Firstly, even though AGCMs have
improved over the last three decades in simulating the
global climate in general, most models still have major
systematic bias in simulating the seasonal mean ISM
precipitation and its interannual variability [Sperber and
Palmer, 1996; Saji and Goswami, 1997; Gadgil and Sajani,
1998; Kang et al., 2002; Wang et al., 2004]. Secondly, a
part of IAV of the ISM arise from local interaction between
the warm pool over the eastern Indian Ocean (IO), Bay of
Bengal and western Pacific and the atmosphere [Wang et
al., 2003]. This air-sea interaction leads to a negative
correlation between SST and precipitation over the region
while AGCMs forced with observed SST tend to simulate a
positive correlation between precipitation and SST. There-
fore, coupled GCMs (CGCMs) are essential for predicting
the TAV of the ISM. However, the current CGCMs also have
large systematic biases in simulating the ISM limiting their
utility for predicting the seasonal mean ISM. Finally, there
appears to be an intrinsic limit on predictability of ISM due
to the existence of significant ‘climate noise’ in this region.
Following the seminal work of Charney and Shukla [1981],
even though it has been shown [Shukla and Wallace, 1983;
Lau, 1985; Kumar and Hoerling, 1995; Shukla, 1998,
Anderson et al., 1999; Fennessy and Shukla, 1999] that
the tropical climate is largely driven by anomalous bound-
ary conditions (ABC) and its simulation is much less
sensitive to initial conditions, the ISM seems to be an
exception within the tropics and its simulation seems to
be quite sensitive to initial conditions [Sperber and Palmer,
1996; Sperber et al., 2000; Krishnamurthy and Shukla,
2000; Cherchi and Navarra, 2003]. The sensitivity of
simulation of ISM to initial conditions is associated with
the existence of ‘climate noise’ or “internal IAV” over the
region.

[4] The interannual variability of the tropical climate is
partially governed by internally generated low frequency
(LF) oscillations in addition to being forced by slowly
varying ABC (such as the sea surface temperature, soil
moisture, sea ice etc) arising from slow processes in the
coupled ocean-atmosphere system. The internal LF vari-
ability in the atmosphere could, in principle, be generated
through non-linear scale interactions between high frequency
oscillations, non-linear interaction between intraseasonal
oscillations (ISOs) and the seasonal cycle, interactions
between flow and topography, feedback between organized
convection and large scale dynamics etc. Estimates using
AGCMs as well as observations indicate that a large
fraction of AV of the ISM is of internal origin and hence
unpredictable. Goswami [1998] made an estimate of con-
tributions from the two components to the IAV in the tropics
using the GFDL AGCM and found that as large as 50% of
the model’s monsoon IAV could be governed by the internal
component. In a recent study, Kang et al. [2004] using a
different model came up with a similar estimate of contri-
bution of the internal variability to the IAV over the
Asian monsoon region. Using long daily observations,
Ajayamohan and Goswami [2003] show that for both
monthly mean as well as seasonal mean summer monsoon
climate about 50% of the observed variability is governed
by internal processes. These studies also show that there are
certain regions in the tropics, such as central and eastern
equatorial Pacific, central equatorial Atlantic etc., where
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contribution of internal variability is small and interannual
variability is largely governed by external boundary forcing.
These are regions where GCM simulations of seasonal
mean show little sensitivity to initial conditions [e.g.,
Shukla, 1998] and where monthly and seasonal mean
climate have high predictability.

[5s] A clear understanding of mechanisms responsible for
the internal TAV is imperative for making progress in
seasonal monsoon prediction. However, this problem has
not been addressed adequately so far. Several studies have
provided circumstantial evidence of connection between
monsoon ISOs and total IAV. Indian summer monsoon is
known to have vigorous ISOs [Yasunari, 1979, 1980;
Sikka and Gadgil, 1980; Krishnamurti and Bhalme, 1976;
Krishnamurti and Subrahmanyam, 1982; Goswami, 2005]
having time scales between 10 and 90 days that arise
essentially due to internal dynamics of the atmosphere.
Fennessy and Shukla [1994] and Ferranti et al. [1997]
show similarity between spatial structure of ISO and IAV of
the seasonal mean in models. Goswami [1994] speculated
that interannual variations of statistics of monsoon ISO
(such as preferred periodicity or frequency of occurrence
etc.) could give rise to interannual variability of the seasonal
mean. Palmer [1994] proposed a paradigm in which fre-
quency of occurrence of chaotic ISO could result in inter-
annual variability of the seasonal mean. Using long records
of daily circulation and convection data, Goswami and
Ajayamohan [2001] showed that the intraseasonal and
interannual variability of the summer monsoon are gov-
erned by a common mode of spatial variability. They further
showed that strong (weak) monsoon is characterized by
higher probability of occurrence of active (break) condi-
tions. Sperber et al. [2000] also showed that the ISO and
TAV of monsoon are governed by a common spatial mode of
variability and frequency of occurrence of the ISO could
influence the seasonal mean and its IAV. While the studies
just mentioned establish that frequency of occurrence of
ISO and TAV of monsoon are related, a part of frequency
change of ISO could arise due to regime changes in
boundary forced climate. Mechanism for the internal com-
ponent of the LF variability could not be clearly identified
from these studies.

[6] The observed internal IAV of the ISM is a result of the
coupled ocean-atmosphere interaction. Hence, a CGCM
should ideally be employed to study mechanism responsible
for observed internal IAV of the ISM. However, large
systematic bias of current CGCMs in simulating the ISM
may make such a study not very useful. Further, the
atmosphere is the primary source of the high frequency
variability in the coupled system. Therefore, the internal
IAV is likely to be contributed largely by the atmosphere
that may be modified to some extent by coupling with
ocean. Hence, it is desirable to understand first, how the
atmosphere generates internal IAV. The objective of the
present study is to attempt to unravel mechanism(s) for
internal TIAV of the ISM generated by an atmosphere. For
this purpose we choose a GCM and force the model with
observed monthly SST to make sure that the model has a
reasonable monsoon climatology and interannual variability
compared to the observations. Then we integrate the model
for a reasonably long period with no external interannual
forcing. If the amplitude of the simulated IAV of Indian
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monsoon is significant and/or its spatial structure bear some
similarity to that of the observed AV, the model simulations
could provide insight regarding the origin of internal
variability of the Indian summer monsoon. The model
simulations are analyzed to test a hypothesis that monsoon
ISOs are responsible for the internal AV of the monsoon.
The ISOs could influence the seasonal mean and its AV
through the following physical processes. If the spatial
structure of the ISO mode has significant projection on that
of the seasonal mean and if the probability density function
of the ISOs is non-Gaussian, statistical average of ISO
anomalies over the season (seasonal ISO bias) could lead
to strengthening or weakening of the seasonal mean. A
notable character of the rainfall anomalies is that they have a
skewed probability distribution similar to the binomial
distribution. For such a distribution, the second moment
(variance) is proportional to the first (mean). Even the ISO
anomalies of precipitation retain the binomial behavior to a
large extent. Hence the ISO amplitude is proportional to the
seasonal mean of ISO anomalies. The seasonal ISO bias,
thus generated through this non-linear process also add to
the TAV of the seasonal mean through the process discussed
above. Evidence of supporting the mechanisms will be
examined in the model simulations. The model experiment
and data used for verification are described in section 2. The
model climatology is discussed in section 3 and simulated
IAV of Indian summer monsoon is discussed in section 4.
The nature of the simulated monsoon ISO is described in
section 5 while relationship between ISO and IAV of
simulated monsoon is discussed in section 6. Results are
summarized in section 7.

2. Model Experiments and Data

[7] The standard version of Community Climate Model
version 3 (CCM3) [Kiehl et al., 1998] developed by
National Centre for Atmospheric Research (NCAR) is used
in this study. It is a global spectral GCM with T42
horizontal resolution (=~ 2.8° x 2.8° Gaussian grid) and
18 levels in the vertical with top of the model at 4.8 hPa.
Deep convection is simulated by the mass flux scheme of
Zhang and McFarlane [1995] and the triplet convection
scheme of Hack [1994] simulates shallow convection. An
explicit, non-local atmospheric boundary layer (ABL) pa-
rameterization is incorporated into the vertical diffusion
parameterization [Holtslag and Boville, 1993]. A one di-
mensional land surface model [Bonan, 1996] including a six
layer soil column model interacting with the atmosphere
enable exchange of energy, momentum, water and carbon
dioxide between the atmosphere and land. The absorptivity-
emissivity formulation of Ramanathan and Downey [1986]
is employed to represent the long wave radiative transfer.

[8] Since our primary objective is to study the dynamics
of internal IAV, a control simulation for 35 years is
conducted with December 1 initial condition and climato-
logical monthly mean sea surface temperature (SST). The
climatological mean SST data is derived from Reynolds and
Smith [1994]. With the solar forcing as well as the boundary
forcing (SST) being only annually varying, no external
forcing with interannual period forces the model simula-
tions. The simulated interannual atmospheric variability,
therefore, arises due to internal feedbacks within the system.
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We refer to it as internal IAV. The daily mean outputs are
examined in this study. This simulation is labeled as CLIM
run. Another simulation with the same model was carried
out for 20 years forced with observed Reynolds and Smith
[1994] monthly mean SST and will be labeled as OBSST
run. This simulation will be used to examine whether the
interannually varying SST influences the climatology of the
model simulations and statistics of the simulated ISOs.

[v] We have used low level circulation and precipitation
data from observations. The circulation data is derived from
National Centers for Environmental Prediction/National
Center for Atmospheric Research (NCEP/NCAR) reanalysis
[Kalnay et al., 1996; Kistler et al., 2001]. The rainfall data
is taken from Climate Prediction Center Merged Analysis of
Precipitation (CMAP) [Xie and Arkin, 1996]. The pentad
CMAP used same algorithm and data sources as the
monthly CMAP and is obtained from Climate Prediction
Center, Washington D.C., U.S.A. Both circulation data and
CMAP are taken for a period of 24 years (1979-2002). The
observed data is used to compare the characteristics of
the model simulated seasonal mean climate as well as the
intraseasonal variability. The amplitudes of the interannual
variability in both these parameters are also compared. For
this purpose, the interannual anomalies of the seasonal mean
for both observations and simulations are derived in the
following way.

[10] LetP,,(x yyi=1,2,...N;j=1,2,...M be the
variable of interest, where N = 365 days and M = Number of
years used in the analysis (M = 35 for CLIM, M = 20 for
OBSST, and M = 24 for observations). The June to
September seasonal (JJAS) mean for each year is defined as

1 30Sep
55 > Pylx,y), j=12,...M (1)

i=1Jun

Pi(x,y) =

The climatological seasonal mean may be calculated as

— 1 X
P(x,y) =122 Pilxy (2)

Fl

and the interannual anomalies of the seasonal mean is
defined as

- P(xvy)v

P;(x,y) = Pi(x,) j=12,..M  (3)

[11] The interannual anomalies of the seasonal mean
calculated in this manner from the CLIM simulations
represent pure “internal’ variability of the seasonal mean.
Those calculated from OBSST and observations, however,
represent ‘total” IAV containing contributions from both
“internal” and “external” forcing.

[12] The intraseasonal component of precipitation and
low level circulation anomalies from the model and obser-
vations are calculated in the following manner. Firstly, the
daily climatology is derived based on M years of daily data
as

M

Ejuxy

{P};(x,y) = i=1,2,...N (4)
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Comparison between simulated and observed June—September (JJAS) climatology.

Climatological JJAS precipitation, 850 hPa winds (plotted as vectors and magnitudes are contoured
with minimum contour 2 m s~ ' and contour interval 2) and winds at 200 hPa, plotted as vectors and

. . .. 1
magnitudes are contoured with minimum contour 4 m s

and contour interval 4 from the CLIM

simulation (left panels), OBSST simulation (middle panels) and observations (Precipitation from CMAP

and winds from NCEP, right panels).

[13] This daily climatology is subjected to harmonic
analysis and the sum of the annual mean and first
three harmonics are extracted. This was done to extract a
smoothly varying climatological annual cycle. Let P¥(x, y),
i=1,2,...N be the smoothed climatological annual cycle.

[14] The daily anomalies may be calculated as deviation
of the daily values from a climatological mean annual cycle.
The daily anomalies are defined as

Pll.ﬁ/.(x,y) = Pi(x,y) — Pi(x,y);i=1,2,...N;j=1,2,...M
(5)
[15] Power spectrum analysis was carried out on daily
anomalies during the period 1 June to 30 September over
certain regions in order to identify the simulated intra-
seasonal modes. The spectra of both observed and simulated
anomalies show two bands of dominant periodicities, one
with period between 10 and 20 days and another with period
between 30 and 90 days. To investigate the fidelity of the
model in simulating the observed spatial structure and
propagation characteristics of the two modes, the daily
anomalies are filtered using a 10—20 day and a 30—90 day
bandpass Lanczos filter (Duchon, 1979).

[16] If the ISOs were a single frequency sinusoidal
oscillations, seasonal mean of intraseasonal anomalies
would not contribute to the seasonal mean. The fact that
the ISOs have a broad band spectrum with periodicities
between 10 and 90 days, allows the probability of occur-
rence of positive and negative phases to be different and
could contribute to the seasonal mean. Therefore, to relate
intraseasonal anomalies to the seasonal mean, a 10—90 day
bandpass Lanczos filter (using 49 weights) is applied to
extract the total intraseasonal anomalies. Let us denote the
filtered daily anomalies in any of these intraseasonal bands
as P/,(x, y). The June to September (JJAS) seasonal mean of

J
intraseasonal anomalies can now be defined as

1 30Sep

BO(xy) =155 D Pyley) j=12...M (6
i=1Jun

IS_Oj(x, y) explains the contribution from the intraseasonal
timescale to the seasonal timescale and could contribute to
the interannual variability. For most of our study, we use the
10—90 day filtered data. Splitting the ISOs into 10—20 day
and 30-90 day bands was done only for comparison of
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simulated spatial structure and propagation characteristics
of the two modes with observed ones. As mentioned in the
Introduction, this study examines the relationship between
seasonal mean and the intraseasonal variability in terms of
the seasonal mean of ISO anomalies as well as the seasonal
ISO activity. ISO activity during the summer monsoon
season may be defined as the standard deviation of the ISO
anomalies during 1 June to 30 September. That is

1
01s0; (x,y) = \J 122

30Sep

>

i=1Jun

~ _ 2
Pltj(x7y) —ISO_,(X/y)) 'J: 1>2~M

3. Model Climatology of Indian Summer
Monsoon

[17] While Meehl and Arblaster [1998], described some
broad aspects of simulated summer climatology of the
CCM3, a detailed evaluation of simulation of summer
monsoon climatology of the model has not been done.
Before proceeding to investigate the cause of the simulated
interannual summer monsoon variability, we examine the
fidelity of CCM3 in simulating the summer monsoon
climatology. June—September climatology of precipitation,
850 hPa winds and 200 hPa winds constructed from the
OBSST run as well as from the CLIM run together with
similar climatology of observed precipitation from CMAP
and winds from NCEP/NCAR reanalysis are also shown in
Figure 1. With the simulation of the Bay-of-Bengal (BoB)
maximum in precipitation located close to 20°N as in
observations, a major systematic error is overcome by
CCM3. The western coast of India maximum in precipita-
tion as well as the secondary maximum just south of the
equator between 80°E and 100°E are also well represented
by the model in both the simulations. The model tends to
produce higher precipitation (between 10% and 20%) in all
three observed high precipitation regions. The model has
significant systematic bias in simulation of climatological
mean summer precipitation, over the equatorial region
between 55°E and 70°E and 5°N and 5°S where the model
simulated precipitation is nearly twice as large as the
observed. Another systematic bias of the model simulations
is the unrealistic large precipitation over Arabia. On the
other hand, the model has a dry bias over the south China
Sea and eastern China. The pattern correlation between the
simulated and observed precipitation climatology over the
region between 40°—110°E and 20°S—25°N is 0.61 (signif-
icant at 99% level).

[18] The model simulates location of low level jet, the
cross equatorial flow and the south equatorial easterlies
well. However, consistent with slightly stronger simulated
monsoon precipitation, the simulated maximum wind speed
of the low level jet (LLJ) is about 10% stronger than that
observed. The pattern correlation between the simulated
(OBSST) and observed (NCEP) zonal and meridional wind
climatology at 850 hPa are 0.90 and 0.85 respectively.
Consistent with the dry bias of the model over the south
China Sea region, the simulated 850 hPa zonal winds tend
to terminate around 100°E instead of extending to about
120°E as in observations. The strength of the upper level
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Figure 2. Latitude-time plot of daily climatological mean
precipitation (mm day ') averaged over the longitudinal
belt 70°-~100°E (a) from CLIM, (b) from OBSST
simulations and (c) from observations. Kinetic energy (m”
s~?) at 850 hPa of daily climatological winds averaged over
the region 50°—65°E, 5°~15°N are shown as lines in each

panel with scale on the right.

(200 hPa) easterly jet is close to the observed one over the
equatorial Indian Ocean. The turning of the easterlies to
westerlies (region of minimum wind speed) around 15°S is
also well simulated. However, the maximum strength of the
model simulated easterly jet tends to occur around 40°E
compared to 75°E in observations. The westward shift of
the maximum of the easterly jet speed in the model climate
may be partly due to unrealistic summer precipitation
simulated by the model over Saudi Arabia. The local
Hadley circulation with ascending motion in the region
(around 20°N) would be associated with equatorward flow
at upper level leading to strong easterly flow at these
longitudes. The pattern correlation between simulated and
observed zonal and meridional winds at 200 hPa are 0.94
and 0.71 respectively.
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Table 1. Comparison of Simulated and Observed Seasonal Means
and Interannual Standard Deviations of EIMR and KELLJ

Mean Standard Deviation
Indices CLIM OBSST OBS CLIM OBSST OBS
EIMR 8.96 8.92 8.20 0.61 1.27 0.76
KELLJ 139.15 144.39 111.18 11.96 17.19 6.90

[19] The onset of the summer monsoon with rather sharp
increase of kinetic energy of the low level winds and rapid
northward shift and establishment of the tropical conver-
gence zone (TCZ) over the land are important component of
annual evolution of the Indian monsoon. The model’s
ability to simulate the annual evolution of the Indian
monsoon is examined in Figure 2. Daily climatological
mean precipitation simulated by the model averaged over
70°E—100°E as a function of latitude (shaded contours in
Figures 2a and 2b) is contrasted with similar plot for
observed precipitation (CMAP, Figure 2c). It is noteworthy
that during the summer monsoon season (June—September),
the model simulates the two preferred latitudinal locations
of precipitation, one over the continent and the other over
the equatorial Indian Ocean with a minimum in between
quite well except that the simulated precipitation is about
10—-20% stronger than observed over both the locations.
However, the simulated annual evolution of the precipita-
tion belt has a significant systematic bias during northern
winter (November—February) when it remains at around
5°N (Figures 2a and 2b) instead of moving southward to
about 5°S as is observed (Figure 2c). As a result, the model
simulation of precipitation is characterized by a rather
gradual advance of the rain belt from beginning of May
establishing the monsoon in June over land (Figures 2a
and 2b) and lacks the relatively abrupt northward shift of the
rain belt in the beginning of June as seen in observations
(Figure 2c). This bias is also seen in the simulated KE of the
low level jet over the Arabian Sea as shown as curves in
Figure 2. The model monsoon onset takes place about 2
weeks earlier than observed and withdraws about one week
prior to observed withdrawal. Consistent with stronger than
observed low level winds (Figure 1), the KE of the LLJ is
significantly stronger than observed during June and July.

[20] It may be noted that the mean character of the
summer monsoon in both the simulations is almost identi-
cal. It implies that the simulated mean monsoon is not
seriously affected by the interannual SST variations. The
simulation of TAV of the seasonal mean by a model could be
dependent on the climatology of the model. Since the
climatology of CLIM run is almost identical to that of the
OBSST run, the internal IAV simulated by the CLIM run is
unlikely to be seriously biased on account of the climatol-
ogy being biased.

4. Simulated Internal IAV of Indian Summer
Monsoon

[21] In the absence of any external interannual forcing,
any significant IAV of the monsoon simulated by the model
in the CLIM run must arise from internal atmospheric
dynamics. Part of the simulated IAV could arise from soil
moisture feedback as the soil moisture in the model is
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interactive. Does the model simulate significant [AV of the
monsoon? Even if it does, does the spatial structure of the
simulated AV have any similarity with that of the observed
TAV of the summer monsoon? These questions are examined
in this section. For this purpose, we construct two indices
representing the strength of the Indian summer monsoon.
First index is the extended Indian monsoon rainfall index
(EIMR) represented by June—September mean precipitation
averaged over 70°—110°E, 10°-25°N similar to the one
suggested by Goswami et al. [1999]. This index represents
the non-adiabatic heating associated with the Indian sum-
mer monsoon better than the traditional index of monsoon
as precipitation averaged over the continental India alone
[Goswami et al., 1999]. As the low level winds over the
Arabian sea are strongly related to the heating over the
Indian monsoon region, a second summer monsoon index is
constructed as the kinetic energy (KE) of the low level jet
(KELLJ) defined as the seasonal mean KE of winds at
850 hPa level averaged over 50°-65°E, 5°~15°N. Long
term mean and interannual standard deviation of these
indices are shown in Table 1 and compared with
corresponding values from the OBSST run and from
observations. The observed EIMR is calculated from
CMAP data while the observed KELLJ is constructed
from NCEP reanalysis. As could be expected from the
discussions in the previous section, the long term mean of
the indices are close to the observed values. The ampli-
tude of internal interannual variability (CLIM run) of
EIMR simulated by CCM3 is about one half of that
simulated when forced with observed SST (OBSST run)
and is comparable to that observed. This result is broadly
similar to the results obtained using GFDL climate model
[Goswami, 1998] and estimates made using observations
[Ajayamohan and Goswami, 2003]. Thus, the model does
simulate significant internal IAV of the summer monsoon.
The TAV of the KELLJ is, however, much larger than that
observed (Table 1). The IAV of the indices normalized by
their own standard deviation are shown in Figure 3. It is
clear that the two indices are strongly correlated with
each other (r = 0.86). Therefore, it is a bit puzzling to
note that IAV of KELLJ is stronger than observed while

hl]l

oiﬂhﬂthﬂ Jobo ﬂ”a

) ﬂv'“f

~1 = EIVMR
—2t{ ] KELLJ
0 5 10 15 20 25 30 35

Figure 3. Simulated interannual variations of Indian
summer monsoon. EIMR is defined as anomaly of June—
September (JJAS) mean precipitation averaged over 70°—
110°E, 10°-25°N. KELLJ is defined as anomaly of JJAS
mean kinetic energy of winds at 850 hPa level averaged
over 50°—65°E, 5°—15°N. Both these indices are normal-
ized by their own standard deviations. Correlation between
the two indices is 0.86.
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Figure 4. Interannual variance (mm? day 2) of seasonal
mean precipitation from (a) CLIM, (b) OBSST and

(c) CMAP observations.

that of EIMR is weaker than observed. The reason for this
discrepancy will be clear when we examine the spatial
structure of the IAV. To examine the spatial distribution of
amplitude of TAV simulated by the model, the interannual
variance of seasonal mean precipitation from CLIM run,
OBSST run and from CMAP are shown in Figure 4. It may
be noted that in the absence of interannually varying SST, the
CLIM run simulates little IAV of seasonal mean precipitation
in the central and eastern Pacific. However, significant IAV
is simulated over the Asian monsoon region even in the
absence of interannually varying SST. One systematic bias
is that the model simulates too large IAV over the equatorial
10 between 55°E and 70°E compared to observations.

[22] To examine the large scale structure associated with
the simulated internal IAV of the summer monsoon, com-
posite of precipitation and 850 hPa winds corresponding to
simulated strong and weak monsoons are created. Strong
(weak) monsoons are selected from the 35 year simulations
depending on whether the normalized EIMR index is
greater than 0.75 (less than —0.75) (Figure 5). Composites
of strong and weak summer monsoon of simulated
precipitation and 850 hPa winds were constructed based
on 7 strong years and 6 weak years. The strong minus weak
composite of simulated monsoon precipitation and 850 hPa
winds are shown in Figure 5a. Strong (weak) observed
monsoon is also defined by normalized observed EIMR
being greater than 0.75 (less than —0.75). Such strong
minus weak summer monsoon composites of precipitation
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and 850 hPa winds from observations are shown in
Figure 5b. To start with, we note that the internally
generated [AV of the Indian summer monsoon has large
spatial scale similar to the observed summer monsoon
interannual variability. The simulated precipitation anoma-
lies have a meridional bimodal structure similar to the one
associated with the observed strong (weak) summer mon-
soon anomalies. The summer monsoon precipitation belt
with one center in BoB and another along the western Ghat
is well simulated except that the BoB center is stronger in
simulations than the western Ghat one while reverse is the
case in observations. The south westerlies and the large
scale cyclonic vortex associated with the simulated strong
(weak) monsoon bear reasonably good correspondence with
those associated with observed strong (weak) monsoons.
The simulated monsoon trough is shifted eastward com-
pared to the observed location consistent with simulated
stronger precipitation center being located eastward of the
observed one. The east-west pattern of precipitation anoma-
lies associated with simulated strong (weak) monsoon
between the equator and 10°S is, however, quite different
from that associated with observed strong (weak) monsoon.
This reflects in some discrepancy between the simulated
and observed low level winds over this region.

[23] Consistent with the observation made in Table 1 that
amplitude of simulated IAV of KELLJ is larger than
observed, we note that the strength of the wind anomalies
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Figure 5. Strong minus weak monsoon composites of
anomaly of JJAS mean precipitation (contoured with
contour interval 1 mm day ') and 850 hPa wind vectors
(m s~ ") (a) from OBSST simulations based on 7 strong and
6 weak years and (b) from observations (CMAP for
precipitation and NCEP reanalysis for winds) based on
6 strong and 5 weak years. Strong (weak) monsoon years
are identified based on normalized EIMR greater (less)
than 0.75 (—0.75). Scale for wind anomalies is shown in
the inset box.
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Figure 6. (a) Power spectrum of daily U850 anomalies for
the period between 1 June and 30 September averaged over
60°-70°E, 10°~15°N from CLIM simulations. (b) Same
as Figure 6a, but for U850 from NCEP reanalysis for the
period 1979-2002. (c¢) Power spectrum of daily pre-
cipitation anomalies for the period between 1 June and
30 September averaged over the region 85°-95°E, 10°—
20°N from all model simulations. Dashed curves in each
panel represent the 95% confidence limit.

over Arabian Sea LLJ area is stronger than that observed
over the same area during strong (weak) monsoon (Figure 5).
This feature can be related an anomalous feature of simulated
rainfall anomalies. Note from Figure 5a that strong (weak)
simulated monsoon is associated with a region of negative
(positive) precipitation anomaly between 60°E—70°E cen-
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tered around 5°S while it is positive in observations
(Figure 5b). This essentially represents decrease (increase)
of large simulated climatological precipitation in this
region during strong (weak) monsoon. Linear response
of the atmosphere to positive precipitation anomalies to
the north (western coast of India and BoB) and negative
anomalies to the south during a strong monsoon is
consistent with stronger wind anomalies over the LLJ
area. During simulated weak monsoon the north-south
dipole pattern of precipitation anomalies reverse in sign
and is associated with strong wind anomalies of opposite
sign. This process leads to stronger IAV simulated wind
anomalies in this region.

[24] Thus, even though the GCM simulations have some
biases, climatology of GCM simulated summer monsoon is
reasonable and it simulates internal IAV of summer mon-
soon comparable in amplitude to observed amplitude of [AV
of the summer monsoon. As the simulated variability in
CLIM is entirely that of internal origin, an exact correspon-
dence between the spatial structure of the simulated IAV and
observed TAV is not to be expected. Broad similarity
between the two provides the basis to use the model
simulations to learn more about the dynamics of the internal
IAV.

5. Simulated Monsoon Intraseasonal
Variability (ISV)

[25] Our working hypothesis is that the ISOs are respon-
sible for the IAV of the seasonal mean. For a meaningful test
of this hypothesis, the statistics of the ISOs simulated by the
model should be realistic. Therefore, temporal and spatial
characteristics of the simulated ISOs during northern sum-
mer season (June—September) from both the model simu-
lations (CLIM and OBSST runs) are examined here and
compared with corresponding characteristics of observed
ISOs. To examine the temporal characteristics, a 850 hPa
zonal wind (U850) time series is created with daily anoma-
lies between 1 June and 30 September for all simulated
years averaged between 60°—70°E, 10°—15°N. Observed
zonal wind time series is obtained from daily anomalies of
zonal winds at 850 hPa from NCEP reanalysis. To examine
the temporal characteristics of simulated precipitation
anomalies, a precipitation time series is created with daily
anomalies between June 1 and September 30 for all years
averaged between 85°—95°E, 10°-20°N. One reason for
selecting these two boxes is that they are regions of large
intraseasonal variance of zonal winds at 850 hPa and
precipitation respectively. The other rational for selecting
them is that the atmospheric response of fluctuations of the
heat source over the BoB is expected to generate fluctua-
tions of zonal component of LLJ over the Arabian Sea. The
power spectra of the zonal wind time series from CCM3 and
from observation are shown in Figures 6a and 6b. The
model captures the approximate 15-day and 35-day peaks of
the observed spectrum. However, the model simulates a
strong 60-day peak not found in observations. The ampli-
tude of zonal wind ISOs is somewhat weaker than that is
observed. The power spectrum of precipitation over the
BoB (Figure 6¢) has reasonable correspondence with that of
the simulated zonal winds over the LLJ region (Figure 6a).
As we do not have daily precipitation over the same region
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Figure 7. Percentage of daily variance during the summer season explained by the 10—-20 day band
(a) and 30-90 day band (b) of zonal wind at 850 hPa in the CLIM simulation (left panels). (c) and
(d) Same as Figures 7a and 7b, but from OBSST (middle panels). (e) and (f) From NCEP (right panels).

for a reasonable length of time, a comparison of the
simulated precipitation spectrum with observation is not
possible. All the spectra are calculated using the Tukey
window method and the dashed line corresponds to 95%
confidence level based on a rednoise null hypothesis.

[26] In order to facilitate comparison of the simulated
structure and propagation characteristics of the 10—20 day
mode and the 30—90 day mode with corresponding obser-
vations, a brief account of the observed characteristics
of the two modes are summarized here. Several studies
[Krishnamurti and Bhalme, 1976; Chen and Chen, 1993;
Chatterjee and Goswami, 2004] have shown that many
parameters of the Indian summer monsoon show a quasi-
biweekly or a 10—20 day oscillation. Such an oscillation is
also seen in the western Pacific and maritime continent
during the northern winter [Numaguti, 1995; Kiladis and
Wheeler, 1995]. This mode is characterized by a double
vortex structure in the low level winds [Chen and Chen,
1993; Chatterjee and Goswami, 2004] with characteristic
zonal scale of about 6000 km and westward phase speed of
about 4—5 m s~ '. It has been identified with a convectively
driven gravest meridional mode Rossby wave modified by
the background mean flow [Chatterjee and Goswami,
2004]. The lower frequency 30—60 day or 30—90 day mode
has a much larger zonal scale associated with it [Webster et
al., 1998; Krishnamurti, 1985; Nakazawa, 1986; Goswami
and Ajayamohan, 2001] compared to that of 10-20 day
mode. First noted by Yasunari [1979] and Sikka and Gadgil
[1980], this mode has a characteristic northward and east-
ward propagation over the Indian monsoon region. The
mode is also associated with repeated northward migration
of the tropical convergence zone (TCZ) from equatorial
Indian Ocean to the monsoon trough over the Indian
continent [Sikka and Gadgil, 1980; Krishnamurti and

Subrahmanyam, 1982]. Both the modes contribute to the
active-break cycles of monsoon subseasonal variations.

[27] To study the spatial structure and propagation char-
acteristics of the two modes in some detail, wind anomalies
are band-pass filtered using a Lanczos filter to retain
periodicities between 10 and 20 days and between 30 and
90 days respectively. Percentage of total daily variance
accounted by the 10-20 day mode and the 30-90 day
mode of zonal wind during the summer monsoon season are
shown in Figure 7. It is noted that the 10—20 day mode
explains 15-20% of total daily variance. The 30—90 day
mode on the other hand, explains 30—-35% of daily vari-
ance. Partitoning of total daily variance into 10—20 day
mode and 30-90 day mode in simulated zonal winds at
850 hPa bears close resemblence with that in observations.

[28] Mean spatial structure and propagation character-
istics of a ISO mode could be studied using lag-regression
of ISO anomalies everywhere over the domain of interest
with respect to a reference time series [e.g., Hendon and
Salby, 1999]. In principle, the reference time series could be
anywhere in the domain of interest. To study the spatial
structure of the 10—20 day mode, a reference time series is
created by averaging 10—20 day filtered zonal winds over a
box between 85°—90°E and 5°—10°N during the summer
monsoon season (1 June to 30 September) for all years of
the two model simulations. A similar reference time series
of 10-20 day filtered zonal wind at 850 hPa for 24 years
(1979-2002) of NCEP reanalysis is also constructed.
Regressions of 10—-20 day filtered zonal and meridional
winds are constructed with respect to the reference time
series for both model simulations (CLIM and OBSST runs)
as well as for observation (NCEP) with lag-lead of the
filtered anomalies with respect to the reference time series
ranging from lag of 15 days to lead of 15 days. Simulta-
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points with a reference time series defined as filtered U850 anomalies averaged over 85°—90°E, 5°—10°N
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(left panels), from OBSST (middle panels) and from NCEP reanalysis (right panels).
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Figure 9. Lag-zero regression of 30—90 day band-passed 850 hPa winds (m s~ ') at all grid points with
a reference time series defined as filtered U850 anomalies averaged over 85°—90°E, 5°—10°N and
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Figure 10. Variance (mm” day ?) of 10-90 day filtered
intraseasonal anomalies from CLIM (a) and from OBSST
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neous regressed vector wind pattern from the two model
simulations and NCEP are shown in Figures 8a, 8c, and 8e,
respectively. The spatial pattern of the simulated 10—20 day
mode having a double vortex structure with one vortex
centered around the equator (Figures 8a and 8c) is quite
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similar to that observed (Figure 8e). It is noteworthy that the
amplitude and spatial pattern of the 10-20 day mode
simulated in the CLIM run is almost identical to that in
the OBSST run. The east-west propagation characteristics of
the mode could be seen from the regressed zonal winds
averaged over 5°—15°N and plotted as a function of
longitudes for all lags and leads (Figures 8b, 8d, and 8f).
It may be noted that the westward phase speed of the
simulated mode (Figures 8b and 8d) is quite similar to the
westward propagation speed of the observed mode
(Figure 8d). However, the amplitude of simulated mode is
some what weaker than that observed consistent with
observations made while comparing of spectra of simulated
zonal winds (Figure 6) with that of observed. The spatial
structure of the mode in model simulation as well as
in observations resemble the gravest meridional mode
equatorial Rossby wave shifted to north by about 5°
[Chatterjee and Goswami, 2004].

[20] The horizontal structure of the 30—-90 day mode is
studied in a similar manner by constructing a reference time
series of 30—90 day filtered zonal winds averaged over
85°—~90°E and 5°-10°N and calculating lag regressions of
30-90 day filtered zonal and meridional winds everywhere.
The simultaneous vector wind pattern for the mode from the
two model simulations as well as from observation are
shown in Figures 9a, 9c, and 9e, respectively. The zonal
scale of the observed 30—90 day mode (Figure 9¢) is much
larger than that of the 10—20 day mode (Figure 8e). Both
the model runs simulate the observed horizontal structure of
the mode reasonably well (see Figures 9a and 9c). The
pattern correlation between model simulated and observed
regressions at zero lag for zonal and meridional winds are
0.78 and 0.72 respectively. The 30—90 day mode is known
to have northward propagation over the Indian monsoon
region. Lag-latitude plot of regressed zonal winds averaged
over 60°—90°E are shown in Figures 9b, 9d, and 9f from the
two model simulations and NCEP respectively. The simu-
lated 30—90 day mode has northward propagation in the
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Correlation between JJAS mean Nino3 time series and JJAS standard deviation of ISO

anomalies in OBSST (a) and from CMAP (b). The correlation between JJAS mean DMI time series and
JJAS standard deviation of ISO anomalies in OBSST (c) and from CMAP (d). Values significant at 95%
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Figure 12. A common spatial mode of intraseasonal and
interannual variability of simulated precipitation and low
level winds. (a) The CEOFI1 of interannual anomalies of
simulated seasonal mean of precipitation (contoured with
interval 1 mm day ' and positive values shaded) and
simulated 850 hPa winds (vectors). (b) The CEOF1 of 10—
90 day filtered simulated intraseasonal anomalies of
precipitation (contoured with interval 0.25 mm day ' and
positive values shaded) and 850 hPa winds (vectors).

Indian monsoon region similar to that observed. However,
phase speed for the simulated northward propagation is
slightly slower (Figures 9b and 9d) than that observed
(Figure 9f). Spatial patterns of intraseasonal variance in
CLIM and OBSST simulations are also closely similar
(Figure 10).

[30] The fact that the mean statistical properties of the
summer ISOs (e.g., large scale variance pattern, partitioning
of variance to 10—20 day mode and 30—90 day mode, mean
spatial structure and mean propagation characteristics, etc.)
are almost identical in the CLIM and OBSST simulations,
reinforces the fact that the summer ISOs arise due to internal
dynamics (convective instability) of the atmosphere and the
interannually varying SST does not significantly alter their
statistical properties. This point is further illustrated in
Figure 11 where simultaneous correlation between JJAS
Nino3 SST with interannual (IA) variation of standard
deviation of ISO anomalies during JJAS from the OBSST
run is shown (Figure 11a). Similar correlation between [A
variations of standard deviation of ISO anomalies during
JJAS of observed precipitation (CMAP) is shown in
Figure 11b. While the IA variation of ISO activity is
strongly correlated with IA variation of SST over the central
and eastern Pacific, associated with ENSO, there is little
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correlation between the two over the Asian monsoon region
in observations (Figure 11b) as well as in OBSST simula-
tion (Figure 11a). These correlations indicate influence of
interannual SST variations associated with ENSO on IA
variations of ISO amplitude. In order to examine whether IA
SST variability unrelated to ENSO could modulate ISO
variability over the Asian monsoon region, we also show
the correlation between IA variation of standard deviation of
JJAS ISO anomalies and JJAS mean Indian Ocean Dipole
Mode Index (DMI) [Saji et al., 1999]. DMI is defined as the
difference of SST between a western box (50°-70°E,
10°S—10°N) and an eastern box (90°-110°E, 10°S—Eq).
It is noted that the ISO activity over the Asian monsoon
region is not significantly modulated by the Dipole mode
related SST wvariability over the Indian Ocean either. Our
hypothesis is that the summer ISOs are responsible for the
internal IAV over the Asian monsoon region. Since the ISO
activity over this region is not modulated by the IA SST
variability (Figure 11), the internal variability is essentially
decoupled from the external variability over this region.
Therefore, in the next section, we examine how ISOs
could influence the seasonal mean monsoon and result
in the internal IAV in the CLIM simulation. For the
reasons discussed above, we believe that the same
mechanism may be applicable for explaining the origin
of internal TAV of the Asian summer monsoon in the
observations.

6. Mechanism for Internal IAV of Simulated
Indian Summer Monsoon

[31] Mechanisms through which the ISOs could influence
the seasonal mean and its IAV were outlined in the Intro-
duction. In this section, we provide evidence from the
CLIM simulations to support the hypothesis that the internal
component of TAV is essentially caused by the ISOs.

[32] Statistical average of ISO anomalies over the season
could influence the seasonal mean and its IAV if the spatial
structure of the ISOs had significant projection on the
spatial structure of the seasonal mean. If this were a major
cause of the simulated [AV of the seasonal mean, the spatial
structure of IAV of the seasonal mean should also be similar
to that of the ISOs. Therefore, the spatial structure of the
dominant mode of AV is compared with that of the ISV. For
this purpose, a combined empirical orthogonal function
(CEOF) analysis of interannual anomalies of the seasonal
mean precipitation and zonal and meridional winds at
850 hPa were carried out. The first EOF of IAV for
precipitation and vector winds at 850 hPa are shown in
Figure 12a. Similarly, the dominant mode intraseasonal
variability of precipitation and zonal and meridional winds
at 850 hPa are found by carrying out a combined EOF
analysis of 10—90 day filtered anomalies during the summer
season (1 June—30 September) for all years taken together.
The first EOF of ISV of precipitation and vector winds at
850 hPa are shown in Figure 12b. It is clear that a common
spatial mode governs both intraseasonal and interannual
variability of precipitation as well as low level winds. The
pattern correlation between the ISV and IAV for precipita-
tion and U850 calculated between 50°—110°E, 15°S—25°N
are 0.81 and 0.83 respectively. The common spatial mode
for ISV and AV of the seasonal mean provides one evidence
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Figure 13. Scatter plot of interannual anomalies of
seasonal mean versus seasonal mean of intraseasonal
anomalies of precipitation (mm day ') from (a) 10—
20 days band, (b) from 30-90 days band and (¢) from
10-90 days band at all grid points in the domain 70°—
100°E, 10°-30°N. (d, e, f) Similar to Figures 13a, 13b, and
13c, but for U850. Correlation values are given in the
respective panels.

that the ISOs are likely to be responsible for the IAV of the
seasonal mean.

[33] We now examine the relationship between the sta-
tistical average of ISO anomalies over the season and the
anomalies of seasonal mean. The anomaly of seasonal mean
and seasonal mean of ISO anomalies of precipitation and
U850 at each grid point over the Indian monsoon region
(70°E—100°E, 10°-30°N) are plotted as scatter diagram in
Figures 13c and 13f, respectively. The strong correlations
suggest that the relationship between the seasonal mean of
ISO anomalies and that of the anomaly of the seasonal mean
is valid at all grid points. Hence, the similarity between the
spatial structure of the ISO mode and IAV of the seasonal
mean may be helpful but not essential for this mechanism to
work. It is, therefore, essential to understand how these
seasonal ISO bias is generated.

[34] Could statistical average of ISO anomalies within the
individual bands of 10—20 days and 30—90 days influence
the seasonal mean? To investigate this issue, anomalies of
seasonal mean and seasonal mean of ISO anomalies of
precipitation and U850 at each grid point over the same
region in the 10—20 day and 30—90 day bands are plotted as
scatter diagram in Figures 13a, 13b, 13d, and 13e. Several
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points are noteworthy in this figure. Firstly, seasonal mean
of ISO anomalies within the individual bands do not
correlate well with the anomaly of the seasonal mean while
that of full ISO anomalies correlate strongly with the
seasonal mean. Also, it may be noted that the seasonal
mean 10-90 day filtered anomaly is much larger than the
linear sum of seasonal mean of 10—20 day and 30—90 day
filtered anomalies. ISO anomalies in individual bands (10—
20 days and 30-90 days) are rather periodic and hence
contribute little to the seasonal mean. However, taken
together, the total ISO signal (10—90 days) represents a
broad-band spectrum and hence aperiodic. This aperiodicity
is responsible for the significant seasonal mean anomaly.
The aperiodicity or the broad band character of the ISO is
caused by the non-linear interactions between the bands and
with high frequency synoptic disturbances.

[35] The non-zero seasonal mean of ISO anomalies is
essentially a result of the non-Gaussian nature of the PDF of
the ISO anomalies. In other words, stronger (weaker)
seasonal mean is a result of higher frequency of occurrence
of the positive (negative) phase of the ISOs. This may be
illustrated by the difference in frequency of occurrence of
intraseasonal precipitation anomalies during strong and
weak monsoon years in the model simulations. Seven strong
monsoon years and six weak monsoon years were identified
from the model simulations using +0.75 (—0.75) normalized
EIMR to delineate strong (weak) monsoons. The frequency
distribution of intraseasonal precipitation anomalies aver-
aged over 70°~100°E, 10°~30°N are shown in Figure 14. It
is clear that strong (weak) monsoon in the model is
characterized by higher frequency of occurrence of positive
(negative) intraseasonal anomalies. Thus, a major mecha-
nism for producing IAV of the model climate is essentially
residual influence of the ISV. The fact that seasonal mean of
ISO anomalies of zonal wind also correlate strongly with
the anomaly of the seasonal mean similar to that for the
rainfall indicates that it represents a fundamental mecha-
nism of producing internal [AV.

[36] We have established how the broad-band nature of
the ISO spectrum is instrumental in generating biases in the
seasonal mean of ISO anomalies for both precipitation and
zonal winds. For the precipitation, apart from the broad-
band character, that results in residue of the seasonal mean
ISO anomalies, there is also a statistical relation that
generates the seasonal mean of ISO anomalies, which
eventually can contribute the seasonal mean precipitation.
The probability density function of precipitation is closer to
a binomial distribution. For such a distribution, variance is
proportional to the mean. Therefore, a region with a larger
probability of rainfall will have larger variability in all the
frequency bands and will tend to have a higher mean. This
argument is exactly valid for unfiltered precipitation anom-
aly time series. For ISO anomalies (10—90 day filtered) the
approximate binomial behavior is still applicable albeit
slightly diluted.

[37] Some evidence supporting the non-linear mechanism
comes from the the fact that the regions of high ISV are also
regions of high IAV of seasonal ISO bias and regions of
high IAV of the seasonal mean. The variance of the 10—
90 day filtered ISO anomalies of precipitation during the
summer season is calculated for each year and an average
ISO variance for the 35 years is constructed. This is
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Figure 14. Histogram of normalized intraseasonal anoma-
lies (10—90 day filtered) of precipitation averaged over
70°-100°E, 10°-30°N for (a) 7 strong monsoon years and
(b) 6 weak monsoon years. Strong (weak) monsoon years
are identified based on normalized EIMR greater (less) than
0.75 (—=0.75).

shown in Figure 15 where the spatial distributions of ISO
variances (Figure 10a) are compared with their counterpart of
interannual variances of seasonal ISO bias (Figure 15a) and
interannual variations of the seasonal mean (Figure 15b).
Striking similarity between the mean intraseasonal variance
and interannual variance of seasonal ISO bias arises from the
non-linear process (Figures 10a and 15b). Also the linear
relation between IAV of seasonal ISO bias and IAV of seasonal
mean is evident (Figures 15a and 15b). The relationship
between the ISO amplitude and IAV of seasonal mean further
illustrated in Figure 16 where the seasonal mean precipitation
and amplitude of ISO activity (standard deviation) at each
grid point over three regions (Indian monsoon region, equa-
torial Indian Ocean and equatorial western Pacific) are
shown. The average value of seasonal mean for each bin of
ISO amplitude is plotted and the scatter is shown in the form
of error bars. Although linear correlation is shown in each
panel, the relationship is linear only when the ISO activity is
weak, consistent with the binomial principle. For higher
amplitude of ISO activity, the relationship is non-linear with
higher scatter of seasonal mean for the same value of ISO
activity. Figure 16 has a lot of similarity with similar plot
between sea surface temperature and convective activity
[Gadgil et al., 1984]. The phase space dimension of the
simulated ISOs being quite high, it not possible to isolate
the exact non-linear mechanism through which the ISOs
influence the seasonal mean.

[38] Lastly, we also note that seasonal mean of ISO
anomaly (Figure 13c) explains only about one half of the
simulated interannual anomaly of the seasonal mean. This
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indicates that the the ISOs do control the nature of the [AV
but the linear effect of projection of the ISO mode onto the
interannual mode is significantly amplified by some non-
linear interactions within the system. These could be the
interaction between ISOs and the synoptic variability, land
surface processes, etc.

7. Conclusions and Discussions

[39] Seasonal mean prediction and predictability experi-
ments with GCMs indicate that a significant fraction of
observed interannual variability (approximately 50% or
more) of the Indian summer monsoon may be due to
internal low frequency variability. The internal LF variabil-
ity act as a background of unpredictable noise mixed with
the predictable externally forced signal. Improvement in
seasonal mean prediction would require successful extrac-
tion of the signal from the background noise of comparable
magnitude. In order to develop such a technique, a clear
understanding of physical mechanism(s) responsible for the
internal TAV is required but is not currently available. The
objective of the present study has been to attempt to unravel
the mechanism responsible for the observed internal TAV of
the ISM. However, a clean separation between the internal
and external component of IAV is not feasible from obser-
vations, from CGCM simulations or from simulations of
AGCM with obserserved SST as boundary forcing. Hence,
it is not possible to gain insight on the dynamics of the
observed internal IAV from observations or from such
model experiments. However, some insight regarding the
basic dynamics of internal IAV could be gained if the
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Figure 15. Interannual variance of seasonal ISO bias (a)
and the interannual variance of seasonal mean (b) of
precipitation.
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Figure 16. Relationship between seasonal mean and
amplitude (standard deviation) of 10-90 day filtered
intraseasonal anomalies of precipitation (mm day '). (a)
The Indian monsoon region (70°-100°E, 10°-30°N), (b)
equatorial Indian Ocean (70°—100°E, 10°S—10°N) and (c)
equatorial western Pacific (120°—160°E, 10°S—10°N). The
thick line shows the average seasonal mean value in every
0.2 mm day ' bin of ISO amplitude and the error bars
represent the standard deviation of seasonal mean in each
bin. Linear correlation values are given in the respective
panels.

internal component could be decoupled from the external
component. We attempt to achieve this by trying to
understand the mechanism responsible for internal 1AV
generated in a GCM experiment. This is done by integrat-
ing an AGCM (CCM3 with T42 horizontal resolution and
18 levels in the vertical) for a long time without any external
interannual forcing. Any interannual variability of the
simulated ISM (or any other climate system for that matter)
in such an experiment, therefore, is of internal atmospheric
origin. It is shown that model simulates interannual vari-
ability of the Indian monsoon comparable in amplitude and
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with spatial structure having broad similarity with the
observed interannual variability of the Indian monsoon.
As the model simulates significant and reasonable internal
TAV of the summer monsoon, an understanding of the model
internal IAV may provide insight towards understanding
the observed internal IAV. Further, we provide some indi-
cation that the internal and external IAV over the Asian
monsoon region may not be strongly coupled. Therefore,
insight gained from our excercise may be relavant even in
explaining the origin of observed IAV of the ISM.

[40] Motivated by some of our earlier work, we start with
the working hypothesis that monsoon ISOs are responsible
for generating the internal monsoon IAV. For meaningful
test of this hypothesis, first, the nature of the simulated ISOs
is studied in detail and compared with observed character of
the ISOs. It is shown that the model simulates the spatial
and temporal structures and the propagation characteristics
of the summer ISOs over the Indian monsoon region with
reasonable degree of fidelity. However, the amplitude of the
simulated ISOs is weaker than that observed.

[41] The spatial structure of the ISOs has significant
projection on the seasonal mean such that it strengthens
(weakens) the seasonal mean in its active (weak) phase. It is
also shown that dominant mode of ISV and that of AV of
the seasonal mean are governed by a common mode of
spatial variability. It is further shown that the seasonal mean
of total ISO anomalies (not that of 10—20 day filtered or
30-90 day filtered but of the 10—90 day filtered data)
correlates strongly with the anomaly of seasonal mean at
every grid point. Thus, it appears that the non-trivial
seasonal mean (seasonal bias) of ISO anomalies is the
primary cause of the internal IAV of the Indian monsoon.
While the projection of the spatial structure of the ISOs on
the seasonal mean structure is helpful, it is not essential. The
non-trivial seasonal mean (seasonal bias) of ISO anomalies,
in turn, arise from the aperiodic nature of ISO anomaly time
series or non-Gaussian character of their PDF. This is
supported by the finding that years of strong (weak)
simulated seasonal mean monsoon is associated with higher
probability of occurrence of active (weak) ISO conditions.
This mechanism of generation of internal IAV may be
considered a quasi-linear mechanism as the broadband
nature of the ISO anomalies (aperiodic) crucial for the
mechanism to work arises from non-linear interaction
between the 10—20 day mode and 30—90 day mode and
between these modes and other high frequency oscillations.

[42] For precipitation, apart from the broad-band charac-
ter, that results in residue of the seasonal mean ISO
anomalies, there is also a statistical relation that generates
the seasonal mean of ISO anomalies, which eventually can
contribute the seasonal mean precipitation. The probability
density function of precipitation is non-Gaussian and closer
to a binomial distribution. For such a distribution, variance
is proportional to the mean. Therefore, a region with a larger
probability of rainfall will have larger variability in all the
frequency bands and will tend to have a higher mean. This
is a non-linear mechanism that introduces internal 1AV of
precipitation. It is found that the regions of high ISV of
precipitation are also regions of high AV of seasonal ISO
bias and regions of high TAV of the seasonal mean. In fact,
IAV of seasonal mean and that of ISO activity is strongly
correlated at all grid points. This relationship is in general
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Figure 17. A schematic showing the relationship
between ISO and IAV of precipitation through different
mechanisms.

non-linear with approximate linear relationship being valid
when ISO amplitude is weak. The two mechanisms may not
be completely independent from each other. The non-
linearity that contributes to the seasonal mean bias through
the binomial character also may give rise to the broad-band
nature of the ISO spectrum. How the mechanisms contribute
to the seasonal mean bias of ISO anomalies and hence to
internal IAV of ISM is schematically illustrated in Figure 17.

[43] However, even within the context of the GCM, only
about 50% of interannual anomaly of the seasonal mean
monsoon is accounted for by the seasonal mean bias of the
ISO anomalies. Therefore, there exist other mechanism(s)
that also contribute to internal IAV. One such possibility is
interaction with soil moisture and ground hydrology. It may
be noted that the soil moisture in the model simulations
have been determined interactively by the land surface
model. In principle, soil moisture feedback could contribute
to some simulated internal IAV. Part of the unexplained
internal IAV simulated by the model arise from such
interactions.
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