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Abstract. Theoretical approaches to the development of an understanding of the be-
haviour of simple supercooled liquids near the structural glass transition are reviewed and
our work on this problem, based on the density functional theory of freezing and replicated
liquid state theory, are summarized in this context. A few directions for further work on
this problem are suggested.
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1. Introduction

When a liquid is cooled to temperatures lower than its equilibrium crystallization
temperature at a rate that is sufficiently fast to avoid crystallization, it enters
a metastable supercooled state. The dynamical behaviour of supercooled liquids
exhibits many interesting features, such as non-exponential, multi-stage decay of
fluctuations and a rapid growth of relaxation times. As the temperature is decreased
further, the viscosity of the supercooled liquid becomes so large that it behaves like
a disordered solid for most purposes. This state of matter is called ‘structural glass’.
The glass transition temperature is conventionally defined as the temperature at
which the viscosity reaches a value of 1013P.

In spite of extensive experimental and theoretical investigations over several
decades (see refs [1,2] for reviews), there is still no consensus about a complete
theoretical description of the experimentally observed behaviour of supercooled liq-
uids near the structural glass transition. This article is concerned with theoretical
studies of the behaviour of simple liquids with spherically symmetric interparti-
cle interactions in the supercooled regime. After a brief description (in §2) of the
most interesting aspects of the behaviour of such liquids near the structural glass
transition, several recent theoretical approaches to understanding these features are
discussed in §3. Our work on this problem, using the density functional theory of
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freezing and replicated liquid-state theory, is summarized and placed in the context
of other theoretical developments in §§4 and 5. Section 6 contains a few concluding
remarks and suggestions for future work on this problem.

2. Experimental features

The most prominent feature of the dynamical behaviour of supercooled liquids is a
rapid growth of the characteristic relaxation time as the temperature is decreased.
This is reflected in a large number of experimentally measured quantities such as
the viscosity and the dielectric relaxation time. The growth of the viscosity of the
so-called fragile liquids [3] with decreasing temperature is usually described by the
super-Arrhenius Vogel–Fulcher form [4]

η(T ) ∝ exp[BT0/(T − T0)]. (1)

The value of the characteristic temperature T0, obtained from fits to experimen-
tal data for T > Tg, the conventionally defined glass transition temperature, is
typically found to be about 10% lower than Tg. Therefore, the attachment of phys-
ical significance to the temperature T0 is dependent on the assumption that this
form would continue to describe the growth of the viscosity all the way down to T0

if one could somehow measure it for T < Tg.
Another interesting feature of the behaviour of supercooled liquids is the obser-

vation [5] that the excess entropy defined as

Sex(T ) ≡ Sl(T )− Sxt(T ), (2)

where Sl(T ) and Sxt(T ) are, respectively, the entropies of the supercooled liquid and
the equilibrium crystal at temperature T , extrapolates to zero at a temperature TK

(called the Kauzmann temperature) which is close to the temperature T0 at which
η is supposed to diverge, according to eq. (1). This observation suggests a close
relation between the growth and possible divergence of η and the vanishing of Sex.
Such a relation between these two quantities was postulated many years ago by
Adam and Gibbs [6]:

η(T ) ∝ exp[C/(TSex(T ))], (3)

where C is a constant. This relation suggests that the experimentally observed
behaviour for T > Tg may be the precursor of a thermodynamic ‘entropy-vanishing’
transition that would take place at T = T0 = TK if thermodynamic equilibrium (in
a restricted sense, excluding the regions of phase space near crystalline states) could
be maintained down to this temperature.

A theoretical description of the dynamics of supercooled liquids, known as the
mode-coupling theory [7] provides a fairly accurate account of the results of experi-
ments [8] in the temperature range that covers the first few decades of the growth of
the viscosity. The simplest version of mode-coupling theories predicts a power-law
divergence of the viscosity at an ideal glass transition temperature Tc. However,
the value of Tc obtained from fits of higher-temperature data to the mode-coupling
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form turns out to be substantially higher than Tg. Thus, conventional mode cou-
pling theories do not provide a correct description of the behaviour at temperatures
close to or lower than Tc. The dynamical behaviour exhibits a crossover near Tc,
and this crossover plays an important role in a number of theoretical approaches,
as discussed below.

3. Review of theoretical approaches

Some of the recent developments in the theory of glass transitions are briefly de-
scribed in this section. In each case, new insights that have been gained are dis-
cussed and questions that require further clarification are pointed out.

3.1 ‘Spin-glass-like’ theories

This theoretical approach is based on analogies between the phenomenology de-
scribed above and theoretical results for a class of mean-field spin glass mod-
els. These analogies were first pointed out by Kirkpatrick, Thirumalai and
Wolynes [9–12] several years ago. More recently, there have been many new devel-
opments [13–16] in theoretical descriptions based on this analogy. The spin glass
models relevant in this context are Potts glasses and Ising spin glasses with multi-
spin interactions. Analytic studies of these mean-field models with infinite-range
interactions bring out a remarkable correspondence between their behaviour and
that of supercooled liquids near the glass transition. These spin glass models ex-
hibit a dynamical transition to non-ergodic behaviour at T = Td. The dynamics
as T approaches Td from above is described by the ideal version of mode coupling
theory. The thermodynamic behaviour for T < Td is governed by an exponentially
large number of local minima of the free energy. The canonical free energy in this
regime is given by

F (T ) = −T ln
∑

k

exp(−Fk/T ) = 〈Fk〉 − TSc(T ), (4)

where Fk is the free energy of the kth minimum, and Sc(T ) is the extensive con-
figurational entropy or complexity of the free-energy minima. The configurational
entropy per spin goes to zero at a temperature Ts < Td. A thermodynamic tran-
sition described by one-step replica symmetry breaking takes place at this temper-
ature. A connection with the glass transition is made by relating the dynamical
transition at Td to the ideal glass transition of mode coupling theories (it is argued
that the dynamical transition in the mean-field models becomes a crossover in real
systems with short-range interactions), and the thermodynamic transition at Ts to
the putative entropy-vanishing transition at T0 = TK.

This analogy has been successfully used to obtain qualitative descriptions of a
variety of interesting features of the behaviour of supercooled liquids. For example,
there has been a lot of interest in recent years in the study of dynamical heterogeneity
in supercooled liquids [17–19], which describes the spatial inhomogeneity of the local
relaxational dynamics. A four-point correlation function, introduced by us [20,21]
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several years ago, has received a lot of attention in this context. This four-point
correlation function is defined as

g4(r, t) = 〈δρ(0, 0)δρ(0, t)δρ(r, 0)δρ(r, t)〉,
− 〈δρ(0, 0)δρ(0, t)〉〈δρ(r, 0)δρ(r, t)〉, (5)

where δρ(r, t) represents the deviation of the local density at point r and at time
t from its average value. This function measures the correlation between den-
sity relaxations at two points separated by r. Numerical studies [19,22] show
that the time-dependent susceptibility corresponding to this correlation function
peaks at a characteristic value of t and both the value of t at which this peak
occurs and the value of the susceptibility at the peak increases as the temper-
ature is decreased. The results of the calculation [22] of a similar quantity for
one of the mean-field spin glass models show remarkable similarity with the re-
sults of simulations, indicating that this description captures, at least qualitatively,
the essential characteristics of the spatially heterogeneous dynamics of supercooled
liquids.

In spite of such successes, several questions need to be addressed before one can
conclude that these theories provide a correct description of the behaviour near the
glass transition in simple liquids. Some of these questions are:

1. The spin glass models have quenched disorder which is not present in super-
cooled liquids. This is not a serious problem, since several studies [23,24]
have shown that the presence of frustration in models without quenched dis-
order can lead to effects very similar to those found in systems with quenched
disorder.

2. Calculations for simple models of liquids are necessary to validate the analogy
with the behaviour of the spin glass models. Some of the calculations based
on density functional theory and liquid-state theories, to be discussed in §§4
and 5, address this issue.

3. The spin glass models for which the analytic calculations mentioned above
have been carried out are all mean-field ones with infinite-range interac-
tions. It is not clear whether the results obtained from these calculations
remain valid for physical systems with short-range interactions. This ques-
tion acquires particular significance from the observation [25] that, unlike the
infinite-range model, the 10-state short-range Potts glass does not exhibit any
finite-temperature dynamical or static phase transition in three dimensions.
This is a serious problem which is discussed further in §6.

4. Calculations for the mean-field spin glass models do not provide any infor-
mation about the dynamics arising from transitions among the large number
of free-energy minima for T < Td. If one identifies Td with the ideal glass
transition temperature Tc of mode coupling theories, then the dynamics for
T < Tc in real systems, for which the free-energy barriers do not diverge in the
thermodynamic limit, is expected to be governed by such transitions. It has
been suggested [12,26] that an entropically driven nucleation mechanism may
lead to a rapid growth of relaxation times in this temperature regime, leading
to a Vogel–Fulcher divergence of the viscosity at the temperature where the
configurational entropy of the collection of free-energy minima becomes zero.
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The arguments that lead to this conclusion are suggestive, but not completely
conclusive [27]. This aspect requires further clarification.

3.2 The ‘inherent structures’ approach

This primarily numerical approach is based on the premise that the equilibrium
and dynamical properties of a classical supercooled liquid at sufficiently low tem-
peratures (T close to or lower than Tc) can be understood in terms of the properties
of the ‘inherent structures’ (local minima of the potential energy) sampled by the
system as it evolves under specified external conditions. This approach, originally
proposed by Goldstein [28] and developed by Stillinger and Weber [29,30], has been
extended in recent years by several researchers [31–40] to studies of a variety of
properties of simple model liquids in the supercooled regime. In this approach, the
potential energy landscape of a system of particles interacting via a specified model
potential is described in terms of the inherent structures and their basins of attrac-
tion. The basin of attraction of an inherent structure is defined as the collection of
all states that converge to it under a specified deterministic energy minimization
procedure such as the conjugate gradient method. The basins of attraction of the
inherent structures provide a partitioning of the configuration space of the liquid.
The partition function of a system of N particles with density ρ at temperature T
may then be written as

Q(N, ρ, T ) =
∫

dΦ exp[−(Φ + Fbas(Φ, T ))/T + Sc(Φ)], (6)

where Φ is the potential energy, Fbas(Φ, T ) is the free energy associated with the
states in the basin of attraction of an inherent structure of energy Φ (it is assumed
that this quantity is the same for all such inherent structures), and Sc(Φ), the
configurational entropy of inherent structures with energy Φ given by

Sc(Φ) ≡ lnΩ(Φ), (7)

where Ω(Φ) is the ‘density of states’ of the inherent structures. At temperatures
close to or lower than Tc, the average energy of the inherent structures sampled
by the system decreases as the temperature is decreased [31]. The configurational
entropy at temperature T is given by

Sc(T ) =
∫

dΦSc(Φ)P (Φ, T ), (8)

where P (Φ, T ) is the probability density that the system samples inherent structures
with energy Φ during its time evolution at temperature T .

Both Sc(Φ) and Sc(T ) can be determined numerically by appropriate sampling
methods. Several studies [33,34] have shown that the numerically determined Sc(T )
extrapolates to zero at temperature TK that is close to the temperature T0 ex-
tracted from Vogel–Fulcher fits to dynamical data for the same system (see, how-
ever, ref. [36] that reaches a different conclusion about the behaviour of Sc(T )).
The Adam–Gibbs relation of eq. (3) is found [37] to be well-satisfied by the nu-
merical data. These results provide support to the validity of the ‘spin-glass-like’
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theories discussed above: the free-energy minima postulated in these theories are
not very different from the inherent structures at sufficiently low temperatures. The
inherent structures approach has also been used to study various other features of
the behaviour of supercooled liquids. These include the crossover in the dynamical
behaviour near the mode-coupling temperature Tc [38,39], the ‘fragility’ parame-
ter [3] that characterizes the growth of the viscosity with decreasing temperature
[40], and the aging behaviour after a quench from high temperatures to the super-
cooled state [41]. While a lot of interesting results have been obtained from these
studies, the interpretation of some of these results is still controversial.

It is clear from the discussion above that the inherent structures approach has
been quite useful in understanding the behaviour of simple model liquids near the
glass transition. However, for further progress, it is necessary to clarify a few
questions about this approach. These include:

1. Numerical studies based on this approach are all carried out at temperatures
higher than or close to Tc because it is very difficult to equilibrate the sys-
tem at lower temperatures. Since Tc is substantially higher than the putative
phase transition temperature (TK ' T0), any conclusion drawn from these
studies about the occurrence of such a transition has to be based on extrap-
olations whose validity can be questioned.

2. Several years ago, Stillinger [42] presented rather convincing arguments which
showed that the configurational entropy defined in eq. (8) cannot vanish at any
non-zero temperature in substances with limited molecular weight and con-
ventional intermolecular interactions. Therefore, a different definition of the
configurational entropy is required for the existence of a non-zero Kauzmann
temperature TK. It should be noted in this context that the identification of
the experimentally measured excess entropy defined in eq. (2) with the config-
urational entropy defined in eq. (7) (or with the complexity defined in eq. (4)
in spin-glass-like theories) is an assumption for which complete justification
is not yet available.

3. The relation between the slow dynamics of supercooled liquids and the
topography of its potential energy landscape is not very clear. While it
is intuitively appealing to attribute the slow dynamics to thermally acti-
vated transitions between neighboring inherent structures, this simple pic-
ture does not provide a quantitative account of the dynamics observed in
simulations. It has been suggested by Doliwa and Heuer [43–45] that the
time scale of structural relaxation is related to the heights of energy bar-
riers between different ‘metabasins’ which are defined as groups of strongly
correlated inherent structures. The concept of metabasins may also be rel-
evant in obtaining an alternative definition of the configurational entropy
that would not be subject to Stillinger’s argument against the existence of
a non-zero Kauzmann temperature. However, the definition of metabasins
proposed by Doliwa and Heuer is not completely satisfactory because it re-
quires monitoring the actual time evolution of the system. Further work in
identifying the metabasins (or similar structures in the energy landscape)
from features in the topography of the energy landscape would be very
useful.
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3.3 Other scenarios

Two other approaches that have received some attention in recent years are briefly
described in this section. The first one is based on studies of spin or lattice-gas mod-
els with constrained kinetics [46,47]. The equilibrium behaviour of these models is
trivial (in particular, there is no possibility of a thermodynamic phase transition),
but their dynamics shows many interesting features that are qualitatively similar to
the behaviour found in supercooled liquid. On the basis of these observations, it has
been argued [48,49] that the behaviour of supercooled liquids near the (experimen-
tally defined) glass transition is the manifestation of a dynamical ‘blocking’ process
that does not involve any underlying thermodynamic transition. While early nu-
merical work on the kinetically constrained models suggested the occurrence of a
dynamical transition with diverging relaxation time at a non-zero temperature, re-
cent theoretical work [50] has ruled out this possibility. Nevertheless, the similarity
of the dynamical behaviour of supercooled liquids with simulation results for these
models suggests that the possibility that the glass transition is purely dynamical
in origin should be taken seriously. However, there are serious questions [51] about
whether this description can reproduce some of the experimentally observed ther-
modynamic behaviour near the glass transition. Also, this description would not
be able to explain interesting connections between thermodynamic and dynamical
quantities, such as the Adam–Gibbs relation of eq. (3).

The second approach [52–55] invokes the concept of ‘avoided critical behaviour’ to
explain the phenomenology of the glass transition. This description is based on an
analogy with the behaviour of a class of spin models with short-range interactions
that tend to induce long-range order and weak, long-range interactions that induce
frustration and prevent the occurrence of order. At temperatures lower than T ∗ at
which ordering would have taken place if the frustrating interactions were absent,
the system breaks up into ‘frustration limited domains’ and the relaxation time in
this regime exhibits super-Arrhenius growth according to the following form:

τ(T ) = τ0 exp[E(T )/T ], E(T ) = E0 + C(1− T/T ∗)α, (9)

where τ0, E0 and C are constants, and α = 8/3. This form provides [52] a reasonable
description of the experimental data for several commonly studied liquids. However,
in order to validate this description, it would be necessary to elucidate the nature
of the short-range ordering and long-range frustrating interactions in liquids by
carrying out explicit calculations for models of interacting particles.

4. Glassy local minima of free energy functionals

As discussed above, an intuitively appealing description of the behaviour of simple
liquids in the supercooled regime is based on the premise that an exponentially
large number of local minima of the free energy are present at sufficiently low tem-
peratures (or at sufficiently high densities in systems, such as hard-sphere fluids,
for which the density is the control parameter). The density functional theory
of non-uniform liquids, in which the free energy is expressed as a function of the
time-averaged local density, provides a convenient starting point for investigating
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whether this actually happens in simple model systems. Studies based on the inher-
ent structures approach described above have shown that simple model liquids do
exhibit a large number of local minima of the potential energy. While these poten-
tial energy minima are analogous to free energy minima at very low temperatures,
there are important differences between the potential energy landscape and the free
energy landscape. Properties of free energy minima are expected to change as the
temperature is changed, and nontrivial minima of the free energy are expected to be
present only at sufficiently low temperatures. In contrast, the inherent structures
are, of course, defined without any reference to the temperature – the dependence
of physical quantities on the temperature arises in this description from the fact
that different groups of inherent structures are sampled at different temperatures.
Thus, the properties of the free energy landscape of model liquids are not simply
related to those of their potential energy landscape.

Density functional theories have been used extensively in the past to study the
crystallization of simple liquids. In this description, the high-temperature liquid
state of the system is represented by a minimum of the free energy functional
with uniform density (ρ(r) = ρ0, the average density). As the temperature is
decreased (or the average density is increased), the free energy functional develops a
new minimum representing the crystalline state, characterized by a periodic spatial
modulation of the local density. The question of interest in the context of the glass
transition is whether a large number of ‘glassy’ (inhomogeneous but not periodic)
local minima of the free energy also appear as the temperature is decreased below
the equilibrium crystallization temperature.

This question has been addressed in several studies [56–59] in which certain
assumptions were made about the structure of the glassy local minima of the free
energy. While the results obtained in these studies are interesting and suggestive,
it is not clear whether the glassy minima found in these studies would survive as
local minima of the free energy if the constraints implied by the assumptions about
their structure are removed. We have used unconstrained numerical minimizations
of the Ramakrishnan–Yussouff (RY) [60] free-energy functional to study various
properties of the free energy landscape of the hard-sphere system. The RY free
energy functional has the form

β∆F =
∫

dr [ρ(r) ln(ρ(r)/ρ0)− ρ(r) + ρ0]

− 1
2

∫
dr

∫
dr′ c(|r− r′|)[ρ(r)− ρ0][ρ(r′)− ρ0], (10)

where ∆F is the difference between the (grand-canonical) free energy of an inhomo-
geneous state with time-averaged local density ρ(r) and that of the homogeneous
liquid with density ρ0, β is the inverse temperature, and c(r) is the direct pair
correlation function [61] of the uniform liquid with density ρ0. Our approach [62]
involves spatial discretization and direct, unconstrained, numerical minimization
of the free energy written as a function of a large number of local density vari-
ables. The Percus–Yevick approximation [61] for the direct correlation function
of the hard-sphere fluid is used in all our calculations. The control parameter
for the hard-sphere system is the dimensionless density n∗ ≡ ρ0σ

3 (σ is the hard
sphere diameter), which is related to the packing fraction ηf by ηf = πn∗/6. The
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Percus–Yevick approximation is known to provide an accurate description of the
structure of the hard-sphere fluid if the value of n∗ is not very large.

We find, in agreement with earlier studies [56,57], that the RY free energy func-
tional exhibits a large number of glassy local minima for densities substantially
higher than the equilibrium crystallization density. The free energies of these min-
ima are lower than that of the uniform liquid if the value of n∗ is sufficiently high,
but are higher than that of the fcc crystalline state at all densities. We have car-
ried out several studies [62–71] in which various properties of this glassy free energy
landscape are investigated and the role of these glassy minima in the dynamical
behaviour of the system is analysed. The main results obtained from these studies
are summarized below.

1. Structural properties of the glassy minima: From investigations of spatial
correlations of the local density and the distribution of the ‘bond angles’
that characterize the local packing geometry, we find [62,65] that the glassy
minima have amorphous structure similar to that found in simulations of the
hard sphere system.

2. Role of the glassy minima in the dynamics of the system: From numeri-
cal studies [63–66] of the equations of fluctuating hydrodynamics in which
the RY free energy functional is incorporated, we find that the dynam-
ics is described by small fluctuations near the uniform liquid minimum if
the density is sufficiently low. At higher densities, the dynamics is found
to be governed by transitions between different glassy minima. The time
scale of transitions between different glassy minima increases [67,68] with the
density.

3. Topography of the free energy landscape: The configurational entropy of the
free energy minima is found [70,71] to decrease as the density is increased.
Since we cannot enumerate all the glassy local minima, our study does not
provide information about how the configurational entropy depends on the
number of particles, or about whether it goes to zero at the ‘Kauzmann’ den-
sity. The distribution of the overlap between different glassy minima exhibits
features similar to those expected in spin-glass-like theories.

4. Height of free energy barriers between different local minima: Using a ‘mi-
crocanonical’ Monte Carlo method, we have estimated [69–71] the heights
of free energy barriers that separate different glassy minima of the free en-
ergy. Typical results are shown in figure 1. We find that the barrier height
increases with increasing density, and that this growth is consistent with a
Vogel–Fulcher form appropriate for the hard sphere system [72] for which the
density (not the temperature) is the control parameter.

These results provide qualitative explanations of several features observed in
molecular dynamics simulations [72,73] of dense hard sphere fluids. Most of our
results are similar to those expected in spin-glass-like theories discussed in §3.1.
Thus, our studies provide support to the validity of this description. Our earlier
studies of the free energy landscape were carried out using relatively small sample
sizes (∼ 100 particles) and somewhat coarse discretization scales (∼ 0.2σ). This
made it difficult to compare our results quantitatively with those of simulations.
Recently, increased computational capabilities have allowed us to carry out similar
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calculations [74] for larger systems and smaller discretization scales. Figure 2 shows
a sample of our recent results: the free energy of the fcc crystal and that of a glassy
local minimum, obtained for a system containing ∼ 500 particles, are plotted in
this figure as functions of the dimensionless density n∗. The discretization scale
used in this calculation is close to σ/20. For these parameter values, our results for

Figure 1. Height of the effective free energy barrier per particle (in units
of T ) as a function of the dimensionless density n∗. The dashed line shows a
fit to the Vogel–Fulcher form for hard sphere fluids, ∆fc ∝ 1/(n∗0 − n∗), with
n∗0 ' 1.2.
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Figure 2. Free energies of the fcc crystal (squares) and of a glassy local
minimum (circles), measured from that of the uniform liquid, as functions of
the dimensionless density n∗ = ρσ3.
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the crystallization transition are very close to those obtained from simulations.
As shown in figure 2, the free energy of the glassy minimum crosses zero (i.e.
becomes lower than that of the uniform liquid) near n∗ = 1.06, which is close
to the value of the density at which the hard-sphere fluid begins to exhibit [59]
interesting dynamics. We have also compared the density distribution at the glassy
minimum with that obtained from molecular dynamics simulations and found in
agreement with recent suggestions [59], that the ρ(r) at a glassy minimum represents
short-time averages of the local density. These observations confirm the relevance
of the glassy minima in describing the dynamical behaviour in the supercooled
regime.

5. Replicated liquid-state theory

The description of the properties of supercooled liquids in terms of the glassy local
minima of a model free energy functional is analogous to inhomogeneous Curie–
Weiss molecular field theory for disordered spin systems such as spin glasses. A
more sophisticated form of molecular field theory, in which the ‘Onsager reaction
term’ is included, leads to the exact Thouless–Anderson–Palmer equations [75] for
infinite-range spin glass models such as the ones mentioned in §3.1. An alternative
approach to studies of such spin glass models is provided by the replica formal-
ism [75]. It is, therefore, interesting to enquire whether the replica formalism can be
used to study the structural glass transition. Our work along this line is summarized
below.

Several years ago, we showed [76] that the standard methods of liquid state
theory [61] can be combined with the replica formalism to study the equilibrium
behaviour of liquids in the presence of an external random potential. While the
formalism developed in this work was for a system of superconducting vortices in
the presence of a random pinning potential, it can be readily generalized to other
systems. Consider a classical liquid in a quenched Gaussian random potential Φ(r)
with zero average and correlations given by

[Φ(r)Φ(r′)]av = V (r− r′), (11)

where [· · · ]av represents an average over the probability distribution of the random
potential. In the replica formalism for dealing with the quenched disorder, n repli-
cas of the system, labeled by a = 1, . . . , n are introduced, with the requirement
that the n → 0 limit has to be taken to obtain physical quantities averaged over
different realizations of the disorder. In the liquid-state problem, this is equivalent
to having a mixture of n ‘kinds’ of particles, each kind labeled by the replica index
a. Averaging over the random potential leads to a new interaction of the form
−βV (ra

i − rb
j). This interaction is attractive. Thus, the problem reduces to one in-

volving an n-component mixture with attractive interaction between particles of dif-
ferent components. Standard methods of liquid-state theory, e.g. the hypernetted
chain (HNC) approximation [61] can be generalized [76] to treat such n-component
mixtures, and the n → 0 limit can be taken analytically. Operationally, this corre-
sponds to the extremization of a free energy F [{gab(r)}] written as a functional of
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the two-point density correlation functions {gab(r)} of the n-component mixture.
If replica symmetry is assumed, then one has to consider two such functions:

gab(r) = g1(r) if a = b,

= g2(r) if a 6= b. (12)

Physically, the function g1(r) represents the disorder-averaged, equal-time, two-
point correlation function of the local density, and g2(r) represents the two-point
correlation of the disorder-induced spatial variation of the time-averaged local den-
sity. A recent study [77] has shown that the results for these two functions obtained
from replicated liquid state theory provide a very good account of the behaviour
observed in simulations of simple liquids in a random potential.

Since there is no external random potential in the structural glass problem, it
is necessary to figure out how this formalism can be used to study the structural
glass transition. This was done by Mézard and Parisi [78] who showed that the
equations of replicated liquid state theory (specifically, the equations obtained in
the HNC approximation) admit one-step replica symmetry breaking, similar to
that found in the mean-field spin glass models discussed in §3.1, even if no external
random potential is present. This one-step replica symmetry breaking transition is
interpreted as a thermodynamic glass transition.

We have used [79] this formalism to map out the phase diagram of a hard sphere
fluid in the presence of an external random potential. Our results for the phase
diagram in the density–disorder plane are shown in figure 3. In the absence of a
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Figure 3. Phase diagram of a hard sphere fluid in a random potential,
obtained from replicated liquid state theory and replicated density functional
theory. Three phases, weakly disordered crystal, inhomogeneous liquid, and
strongly disordered glass, are shown in the dimensionless density (ρ = n∗)
vs. disorder strength (δ) plane. The first-order crystallization line (dashed
line) meets the glass transition line at the multicritical point C. The nature
of the glass transition changes from random first-order to continuous at the
tricritical point C. The inset shows only the equilibrium phases.
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random potential (δ = 0), the calculations show, in agreement with the results of
ref. [78], a thermodynamic glass transition, signalled by the occurrence of one-step
replica symmetry breaking, near dimensionless density n∗ = 1.16. The calculations
also show the occurrence of a dynamical transition at a slightly lower value of n∗.
This is very similar to the behaviour found in the mean-field spin glass models
discussed in §3.1.

In our study of the phase diagram in the density–disorder plane, we used a
replicated version of the RY density functional to map out the line across which
a transition from the liquid to a weakly disordered crystal occurs. As shown in
figure 3, this transition is replaced by a continuous liquid-to-glass transition if
the disorder strength exceeds a critical value. Thus, this calculation predicts a
thermodynamically stable glass phase in liquids with sufficiently strong external
disorder. We have also used [80] direct numerical minimization of the RY free
energy functional for the same system to map out its phase diagram. The results
of this study are qualitatively very similar to those obtained in our replica-based
analysis. Thus, these results suggest that the replicated liquid state theory and
the density functional theory provide very similar descriptions of the behaviour of
dense supercooled liquids.

6. Concluding remarks

The results described in the last two sections suggest that the RY density functional
theory and replicated liquid-state theories provide a mutually consistent descrip-
tion similar to the ‘spin-glass-like’ theories of the glass transition. However, one
must remember that all these descriptions are mean-field in nature. Both den-
sity functional theory and replicated liquid state theory consider the minima of
approximate free energy functionals (a functional of the local density in the first
case, and a functional of the density correlators in the second case) – fluctuations
about the minima are not taken into account in these descriptions. The same is,
of course, true for the ‘spin-glass-like’ theories based on studies of infinite-range
models. Other studies of the glass transition [81–85] based on liquid-state theo-
ries also appear to be [86] mean-field-like in nature. Thus, although an intuitively
appealing description of the glass transition emerges from these theories, it is nec-
essary to understand the effects of fluctuations, expected to be very important in
three-dimensional systems with short-range interactions, before one can conclude
that these theories are correct.

Traditionally, numerical studies using finite-size scaling have played a very impor-
tant role in determining whether the behaviour of physical systems with short range
interactions is analogous to that predicted by mean-field theory. Similar studies of
the structural glass transition would obviously be very useful. We have carried out
a few exploratory studies [21,87] in this direction. In one of these studies [21], we
found that the system-size dependence of the dynamics of a simple model liquid
exhibits an unexpected feature: the relaxation time at temperatures close to the
mode-coupling temperature Tc increases as the system size is decreased. The same
behaviour, but on a more dramatic scale, has been observed in the simulations of
ref. [88]. This is very different from the usual finite-size scaling behaviour seen in
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simulations [89] of a mean-field Potts glass model near its dynamical transition.
This difference between the observed behaviours of simple liquids and mean-field
models needs further study and explanation. It is interesting to note in this context
that another numerical study [90] of a different model liquid finds similar behaviour
(but to a lesser degree) at relatively high temperatures, but a different trend (re-
laxation time increasing with system size) at lower temperatures. It would be very
useful to extend such studies to lower temperatures (closer to the putative glass
transition temperature). Development of algorithms that would allow equilibration
of the system at lower temperatures is clearly very important in this context. A
‘domain-wall scaling’ analysis of the glass transition in a model liquid, carried out
by us [87] several years ago, did not find any evidence for a finite-temperature ther-
modynamic transition. Similar studies for larger systems, using more efficient algo-
rithms for equilibrating the system and locating potential-energy minima with the
lowest energies, would help in understanding the true nature of the glass transition.

On the analytic side, methods for taking into account the effects of fluctuations
in density functional and liquid state theories need to be developed. Other areas
in which analytic progress would be welcome include incorporation of the effects of
a rugged free energy landscape in the mode coupling description of the dynamics,
and explorations of the alternative scenarios mentioned in §3.3.
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[82] M Mézard and G Parisi, Phys. Rev. Lett. 82, 747 (1999); J. Chem. Phys. 111, 1076

(1999)
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