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#### Abstract

We show that the satisfiability problem for bounded-error probabilistic ordered branching programs is NP-complete. If the error is very small, however (more precisely, if the error is bounded by the reciprocal of the width of the branching program), then we have a polynomial-time algorithm for the satisfiability problem.


## 1 Introduction

Branching programs are an interesting computational model to investigate. One reason for this is the tight relationship of the size of a branching program to the space needed by (nonuniform) Turing machines [Mas76] (see [BS90]). Another reason is the use of restricted kinds of branching programs in applications, as, for example, circuit verification (see [Bry92, MT98, Weg00] for good overviews).

Definition 1.1 $A$ (deterministic) branching program $B$ in $n$ variables $x_{1}, \ldots, x_{n}$ is a directed acyclic graph with the following type of nodes. There is a single node of in-degree zero, the initial node of $B$. All nodes have outdegree two or zero. A node with out-degree two is an internal node of $B$ and is labeled with a variable $x_{i}$, for some $i \in\{1, \ldots, n\}$. One of its outgoing edges is labeled with 0 , the other with 1. A node with out-degree zero is a final node of $B$. The final nodes are labeled either with accept or reject. The size of a branching program is the number of its nodes.

[^0]A branching program $B$ in $n$ variables defines an n-ary boolean function from $\{0,1\}^{n}$ to $\{0,1\}$ in the obvious way: for an assignment $\boldsymbol{a}=$ $\left(a_{1}, \ldots, a_{n}\right) \in\{0,1\}^{n}$, we walk through $B$, starting at the initial node, always following the (unique) edge labeled $a_{i}$ when the node has label $x_{i}$, until we reach a final node. If the final node is an accepting node, we define $B(\boldsymbol{a})=1$, and $B(\boldsymbol{a})=0$ otherwise.

The restrictions on branching programs often considered bound the number of times a variable can be tested.

Definition 1.2 A branching program is called read-once, if, on each path from the initial node to a final node, every variable occurs at most once as a node label.

Of particular interest are read-once branching program where the variables are read in a certain fixed order.

Definition 1.3 $A$ ordered branching program (also called ordered binary decision diagram, OBDD for short) is a read-once branching program such that there is a permutation $\pi$ on $\{1, \ldots, n\}$ such that, if a path leads from a node labeled $x_{i}$ to a node labeled $x_{j}$, then $\pi(i)<\pi(j)$.

An advantage of ordered branching programs is that one can efficiently manipulate them. For example, given two ordered branching programs (of the same order), one can easily construct a new one computing the conjunction of the given ones (viewed as boolean functions on the input variables). Also, there are fast algorithms (in fact, linear time algorithms) to check the equivalence of two ordered branching programs.

The main drawback of ordered branching programs is their limited computational power. For example, multiplication requires exponential size ordered branching programs [Bry91]. (For more lower bounds see for example [BRS93, BHR95, Juk89, KMW91, Pon95, Weg88].) It is therefore of great interest to determine whether there is some less restrictive model in order to be able to compute more functions within small size, but, at the same time, to maintain all the nice properties ordered branching programs have.

For example read-once branching programs, in general, do not seem to be appropriate: not only do many of the lower bound proofs for ordered branching programs work as well in the read-once model, also, in general, one cannot combine them according to boolean operations: there are examples of functions that have small read-once branching programs, but their conjunction requires exponential size.

In the literature one can find many interesting restricted branching program models. We refer the interested reader to [MT98, Weg00]. In this paper we consider probabilistic branching programs introduced by Ablayev and Karpinski [AK96].

Definition 1.4 Probabilistic branching programs are branching programs with extra probabilistic nodes that have no variable label and unbounded fan-out.

On some input, when we reach a probabilistic node, the edge on which to proceed is chosen under uniform distribution out of all outgoing edges. A probabilistic branching program accepts its input if the probability of reaching the accepting node is at least $1 / 2$. Otherwise the input is rejected.

A probabilistic branching program has bounded error if there is an $\delta>0$ such that the acceptance probability is either at most $1 / 2-\delta$ or at least $1 / 2+\delta$ on all inputs. The error $\epsilon$ is $1 / 2-\delta$ in this case.

The error is one-sided, if, in addition, rejected inputs have acceptance probability 0.

We use BP-OBDD as a short hand for bounded-error probabilistic ordered branching programs.

Ablayev and Karpinski [AK96] exhibit a function $f$ that requires exponential-size read-once branching programs, whereas $f$ can be computed by polynomial-size BP-OBDDs.

Another example is Permutation-Matrix, the problem to decide whether a given $n \times n$ 0-1-matrix is a permutation matrix, i.e., whether there is precisely one 1 in every row and every column. The problem Permutation-Matrix requires exponential-size nondeterministic readonce branching programs [Juk89, KMW91], whereas it can be computed by polynomial-size BP-OBDDs [Sau98].

We add a further example to this list: the Clique-Only function. This was independently observed by M. Sauerhoff (personal communication). Given the adjacency matrix of a graph $G$ with $n$ nodes and a $k \leq n$. One has to determine whether $G$ has a $k$-clique and the clique edges are the only edges of $G$. CLIQUE-OnLY requires exponential-size nondeterministic read-once branching programs [BRS93]. We show that it can be computed by polynomial-size BP-OBDDs.

On the other hand, the Indirect-Storage-Access and the Hidden-Weighted-Bit function require exponential-size BP-OBDDs [Sau97] (see [Ab197, Sau98] for more lower bounds).

It is easy to see that bounded-error probabilistic ordered branching program are closed under boolean combinations. So the most interesting open
question with respect to this model is to ask for efficient satisfiability- or equivalence tests. In this paper, we solve this open problem. However, we give a negative answer with respect to the most interesting cases in Section 4: the satisfiability problem for bounded-error probabilistic ordered branching programs is NP-complete. Only if the error of the branching program is bounded by the reciprocal of its width we have a polynomial-time algorithm for the satisfiability problem. This is shown in Section 5 . Because the equivalence problem is reducible to the satisfiability problem, this also provides an efficient equivalence test for probabilistic ordered branching program with small error.

We start by providing some basic facts about probabilistic branching programs in the next section.

## 2 Basic Properties

Ordered branching programs, OBDDs, are somehow similar to finite automata, with the difference that branching programs are a nonuniform model and that the input might be read in a different order than just from left to right. Many of the construction, however, done with finite automata can be adapted to ordered branching programs. For example they have a canonical form [Bry86]: for any ordered branching program there is a uniquely determined minimal equivalent one with respect to this order. Since the minimization process can be carried out efficiently, this also provides a polynomial-time equivalence test. Another example is the construction of the cross product of two such programs that obey the same order. This essentially allows to combine ordered branching programs according to boolean operations [Bry86, Bry92].

We sketch the construction for two BP-OBDDs $B_{0}$ and $B_{1}$ that obey the same order. Assume that $B_{0}$ and $B_{1}$ are layered such that there are alternating probabilistic and deterministic nodes, and that furthermore all variables appear on every path, so that the same variable is tested in every deterministic layer. Edges go only from one level to the next. This can easily be achieved by introducing redundant nodes. These are nodes which, in case of a deterministic node, have both its edges going to the same node. In case of a probabilistic node there is only one edge that goes to some node with probability 1 . Now we define program $B$ : it has the same layers as $B_{0}$ and $B_{1}$, the nodes of each layer are the cross product of the nodes of $B_{0}$ and $B_{1}$ at the corresponding layer. Edges are defined such that $B$ simulates $B_{0}$ and $B_{1}$ in parallel. That is, there is an edge from node $(u, v)$
to ( $u^{\prime}, v^{\prime}$ ) in succeeding levels of $B$ if there is an edge from $u$ to $u^{\prime}$ in $B_{0}$ and from $v$ to $v^{\prime}$ in $B_{1}$. The size of $B$ is bounded by $\left|B_{0}\right|\left|B_{1}\right|$ and the number of paths that reach a node multiply: if some input $x$ is accepted by $B_{0}$ with probability $p_{0}$ and by $B_{1}$ with probability $p_{1}$, then $B$ on input $x$ reaches the (accept,accept)-node with probability $p_{0} p_{1}$, the (accept,reject)node with probability $p_{0}\left(1-p_{1}\right)$, the (reject,accept)-node with probability $\left(1-p_{0}\right) p_{1}$, and the (reject,reject)-node with probability $\left(1-p_{0}\right)\left(1-p_{1}\right)$.

Using the cross product, one can achieve probability amplification for BP-OBDDs. Let $B$ be such a program in $n$ variables that computes some function $f$ with error $1 / 2-\delta$. That is,

$$
\operatorname{Prob}[B(\boldsymbol{x})=f(\boldsymbol{x})] \geq 1 / 2+\delta .
$$

We apply the above cross product construction $t$ times with $B=B_{0}=$ $B_{1}$. This yields program $B^{t}$ that consists of $t$ factors $B$. The acceptance of $B^{t}$ is defined according to a majority vote on its $t$ factors. The size of $B^{t}$ is bounded by $|B|^{t}$. Since $t$ is in the exponent, we have to choose $t$ constant in order to keep $B^{t}$ within size polynomial in $|B|$. Therefore, by standard arguments (for example using Chernoff-bounds), we can amplify the correctness of $B$ from $\frac{1}{2}+\delta$ to $1-\epsilon$, for any constant $0<\epsilon<1 / 2$.

Lemma 2.1 ([Sau98]) Let $B$ be a $B P-O B D D$ that computes some function $f$ with error $1 / 2-\delta$ and let $0<\epsilon<1 / 2$. Then there is a $B P-O B D D$ of size polynomial in $|B|$ that computes $f$ with error $\epsilon$.

As a first application we show that BP-OBDDs can be combined according to boolean operations.

Lemma 2.2 BP-OBDDs (with the same order) can be combined in polynomial time according to any boolean operation.

Proof. BP-OBDDs can be complemented by exchanging accepting and rejecting states. Therefore it remains to show how to construct the conjunction of two BP-OBDDs $B_{0}$ and $B_{1}$ with $n$ variables. By Lemma 2.1, we can assume that the error of each is at most $1 / 4$.

The idea for constructing a BP-OBDD that computes $B_{0} \wedge B_{1}$ is the same as for deterministic OBDDs: assume that $B_{0}$ and $B_{1}$ are layered such that deterministic and probabilistic node alternate and that all variables occur on every path. Then we can build the cross product $B=B_{0} \times B_{1}$ and define the (accept,accept) node as the accepting node of $B$ and the other leafs as rejecting nodes.

Let $\boldsymbol{a} \in \Sigma^{n}$. If $\boldsymbol{a}$ is accepted by both, $B_{0}$ and $B_{1}$, then $B$ accepts $\boldsymbol{a}$ with probability at least (3/4) (3/4) =9/16. On the other hand, if $\boldsymbol{a}$ is rejected by $B_{0}$ or $B_{1}$, then $B$ accepts $\boldsymbol{a}$ with probability at most $1 / 4$.

## 3 The Computational Power

As already mentioned, there are some functions that can be computed by small BP-OBDDs but require exponential size ordered (in fact, read-once) branching programs. In this section we give some examples to demonstrate how branching programs can use randomization.

Although polynomial size BP-OBDDs cannot multiply [AK98] they can nevertheless verify multiplication. That is, given $x, y$, and $z$ they can check whether $x y=z$.

Theorem 3.1 BP-OBDDs can verify multiplication with one-sided error and within polynomial-size.

Proof. Given $n$-bit numbers $x$ and $y$ and $2 n$-bit number $z$. Small branching programs cannot handle such numbers. Instead, we do computations modulo some small prime $p$.

For example it is easy to construct an ordered branching program that computes $(x \bmod p)$ in the sense that there are $p$ final nodes numbered $0, \ldots, p-1$ such that the program ends up in node $(x \bmod p)$. Based on this, we construct an ordered branching program $B_{p}(x, y, z)$ that checks whether

$$
x y \equiv z \quad(\bmod p) .
$$

Program $B_{p}$ starts by computing $(x \bmod p)$. It then reads the bits of $y=$ $y_{n-1} \cdots y_{0}$. Since

$$
(x \bmod p) y \equiv \sum_{i=0}^{n-1}(x \bmod p) 2^{i} y_{i} \quad(\bmod p)
$$

it can also compute $(x y \bmod p)$. Now it remains to compute $(z \bmod p)$ and to compare it with $(x y \bmod p)$. The size of $B_{p}$ is $O\left(p^{2} n\right)$. Note that $B_{p}$ is ordered.

If indeed $x y=z$, then $B_{p}$ will accept for all $p$. On the other hand, if $x y \neq z$ then $B$ can accept anyway for some prime $p$, because we could still have that $x y \equiv z(\bmod p)$ in this case. Since these numbers are bounded by $2^{2 n}$, there are at most $2 n$ primes where our test can fail.

Our final program $B$ therefore probabilistically branches to programs $B_{p_{1}}, \ldots, B_{p_{4 n}}$, where $p_{1}, \ldots, p_{4 n}$ are the first $4 n$ prime numbers. Each of those checks whether $x y \equiv z\left(\bmod p_{i}\right)$. If $x y=z$, then $\operatorname{Prob}[B(x, y, z)$ accepts $]=1$. Otherwise $\operatorname{Prob}[B(x, y, z)$ accepts $] \leq 1 / 2$.

By the Prime Number Theorem $p_{4 n}$ is polynomially bounded in $n$. Therefore $B$ has polynomial size.

Another example is provided by the Clique-Only function, which was independently observed by M. Sauerhoff ${ }^{1}$ (personal communication). Recall that on input of a graph $G$ and a $k$, we have to decide whether $G$ has a $k$ clique and no other edges outside the clique.

Theorem 3.2 Clique-Only has polynomial-size $B P-O B D D$ s with onesided error.

Proof. Let $A$ be an adjacency matrix of a graph $G$ with $n$ nodes, and $k \leq n$. Graph $G$ consists only of a $k$-clique iff
(i) there exist $k$ rows such that each contains precisely $k-1$ ones and the remaining rows are all zero, and
(ii) any two nonzero rows must be identical except for the positions where they intersect the main diagonal.

Condition (i) is easy to check, even for deterministic OBDDs. The variable order is row-wise, i.e., $x_{1,1}<x_{1,2}<\cdots<x_{n, n-1}<x_{n, n}$. Therefore it remains to check condition (ii) with an BP-OBDD that has the same order, and then apply Lemma 2.2.

Suppose we add a 1 at the diagonal positions of the nonzero rows of $A$. Then condition (ii) says that the resulting nonzero rows must be identical. Let $r_{1}, \ldots, r_{n}$ denote the rows of $A$ and interpret them as binary numbers. Introducing a one at the diagonal position of nonzero row $r_{j}$ corresponds to adding $2^{n-j}$ to $r_{j}$. Therefore it suffices to check that for any two consecutive nonzero rows, say $r_{j}$ and $r_{k}$, we have

$$
\begin{equation*}
r_{j}+2^{n-j}=r_{k}+2^{n-k} \tag{1}
\end{equation*}
$$

We construct a deterministic OBDD $B_{p}$ that verifies equation (1) modulo some small prime $p$. Program $B_{p}$ looks for the first nonzero row, say $j$ and computes $s=\left(x_{j}+2^{n-j} \bmod p\right)$ by doing a binary count modulo $p$ as in

[^1]the previous theorem. Then $B_{p}$ checks for each forthcoming nonzero row $k$ that $x_{k}+2^{n-k}=s$. (again by counting modulo $p$ to determine the value $\left.\left(x_{k}+2^{n-k} \bmod p\right)\right)$. The size of $B_{p}$ is $O\left(n^{2} p^{2}\right)$.

Now we can again use the same technique as in Theorem 3.1 to obtain a polynomial-size BP-OBDD that checks condition (ii).

## 4 NP-Complete Satisfiability Problems

In this paper we are mainly interested in satisfiability and equivalence problems. Note that the satisfiability problem is at most as hard as the equivalence problem, since satisfiability asks for (not) being equivalent with the all-zero function.

Consider a read-once branching program. Here, the satisfiability problem is trivial since it is enough to check that there is a path from the initial to the accepting node. It is well known that already for the extension to readtwice branching programs, the satisfiability problem is NP-complete. Only in the restricted case that there are a constant number of layers of ordered branching programs, all respecting the same order (so called $k$-OBDDs), the satisfiability problem stays in $\mathbf{P}$ [BSSW98].

The above reachability argument still works for nondeterministic readonce branching programs. (Also the argument in [BSSW98] for $k$-OBDDs goes through.) However, this is not clear for probabilistic read-once branching programs, not even for ordered ones. The task here is to find an input that is accepted with high probability by such a program $B$. What we can do is the following: for every given input $\boldsymbol{a} \in\{0,1\}^{n}$ we can determine how many paths in $B$ lead to the accepting node, respectively, to the rejecting node. That is, we can compute $\operatorname{Prob}[B$ accepts $\boldsymbol{a}]$ in polynomial time. The satisfiability problem for probabilistic read-once branching programs (with unbounded error) can be stated as

$$
\exists \boldsymbol{a}: \operatorname{Prob}[B \text { accepts } \boldsymbol{a}] \geq 1 / 2
$$

Therefore it is in NP. It is also NP-complete:
Proposition 4.1 The satisfiability problem for probabilistic ordered branching programs (with unbounded error) is NP-complete.

Proof. We provide a reduction from CNF-SAt. Let $F=\bigwedge_{i=1}^{m} C_{i}$ be a CNF-formula with $m$ clauses $C_{1}, \ldots, C_{m}$. We construct a probabilistic ordered branching program $B_{F}$ such that

$$
F \in \operatorname{SAT} \quad \Longleftrightarrow \quad \exists \boldsymbol{a}: \operatorname{Prob}\left[B_{F} \text { accepts } \boldsymbol{a}\right] \geq 1 / 2
$$

Let $B_{i}$ be a deterministic ordered branching program that accepts if clause $C_{i}$ is satisfied on a given input. Program $B_{F}$ is constructed as follows. The initial node of $B_{F}$ is a probabilistic node that branches $2 m$ times. Of the $2 m$ edges, $m$ lead to the initial nodes of programs $B_{i}$. The remaining $m$ edges go directly to the rejecting node.

It follows that $B_{F}$ accepts input $\boldsymbol{a}$ if and only if all the programs $B_{i}$ accept (recall that these are deterministic), which is only possible when $\boldsymbol{a}$ satisfies $F$.

When considering the case of bounded error, there is a subtlety on how to define the satisfiability problem precisely: let $B$ be a probabilistic ordered branching program and fix the error to $\epsilon=1 / 4$. Then $B$ accepts an input $\boldsymbol{a}$, iff $\operatorname{Prob}[B$ accepts $\boldsymbol{a}] \geq 3 / 4$. Additionally we also would have to check that, in fact, $B$ has bounded error on all inputs. However, already this latter problem is coNP-complete.

Proposition 4.2 Given a probabilistic ordered branching program $B$ and an $\epsilon>0$. The problem to decide whether $B$ is of bounded error $\epsilon$ is coNPcomplete.

Proof. The argument is essentially the same as for Proposition 4.1. Consider the case $\epsilon=1 / 4$. Construct $B_{F}$ as above but with $4 m-4$ edges leaving the initial node and $3 m-4$ of them going directly to the rejecting node. Then we have

$$
F \in \operatorname{SAT} \quad \Longleftrightarrow \quad \exists \boldsymbol{a}: 1 / 4<\operatorname{Prob}\left[B_{F} \text { accepts } \boldsymbol{a}\right]<3 / 4 .
$$

Hence, efficient satisfiability algorithms can only exist for the promise version of the problem: given $B$ and $\delta>0$, we take as a promise that $B$ is in fact a probabilistic ordered branching program with acceptance probability bounded away from $1 / 2$ by $\delta$. With this assumption we want to decide whether there exists an input $\boldsymbol{a}$ such that $\operatorname{Prob}[B$ accepts $\boldsymbol{a}] \geq 1 / 2+\delta$. If the promise is not true, then we can give an arbitrary answer.

However, (unfortunately, from a practical point of view) even the promise version of the satisfiability problem for BP-OBDDs is NP-complete.

Theorem 4.3 The satisfiability problem for BP-OBDDs is NP-complete.
Proof. Manders and Adleman [MA78] have shown that some specific Diophantine equations so called binary quadratics, are NP-complete. More precisely, the following set $Q$ defined over the natural numbers is NP-complete:

$$
Q=\left\{(a, b, c) \mid \exists x, y: a x^{2}+b y=c\right\} .
$$

As a slight generalization of Theorem 3.1, BP-OBDDs can verify such binary quadratics. That is, the set

$$
Q^{\prime}=\left\{(a, b, c, x, y) \mid a x^{2}+b y=c\right\}
$$

can be accepted by a polynomial-size BP-OBDD, call it $B$.
For fixed $a, b, c$, we can construct a BP-OBDD $B_{a b c}$ from $B$ that computes the subfunction of $B$ with $a, b$, and $c$ plugged in as constants. Recall that $B$ is deterministic except for the root node. Therefore we can obtain $B_{a b c}$ by reducing $B$ appropriately. For example, to fix variable $x_{1}$ to $a_{1}$ in $B$, we construct $B_{x_{1}=a_{1}}$ as follows: eliminate all nodes labeled $x_{1}$ in $B$ and redirect edges to such a node $w$ to the node that follows the $a_{1}$-edge of $w$.

For all natural numbers $a, b, c$, we have that

$$
(a, b, c) \in Q \quad \Longleftrightarrow \quad B_{a b c} \text { is satisfiable. }
$$

This proves the theorem.
Corollary 4.4 The equivalence problem for $B P-O B D D$ s is coNP-complete.

## 5 An Efficient Satisfiability Test for BP-OBDDs with Small Error

Ordered branching programs can be layered: by introducing redundant nodes we can achieve that every variable occurs on every path of the program. Then all nodes that test the same variable have the same distance to the root, they form a layer of the program. The maximum number of nodes in a layer is called the width of the program.

We can extend these notions to BP-OBDDs: here we also have probabilistic layers that contain probabilistic nodes only. Then we require that deterministic and probabilistic layers alternate. The width is again the maximum size of a layer.

The main result in this section is an efficient satisfiability test for BPOBDDs that have small error, namely, error bounded by $1 /($ width +2$)$. That is, we consider the following problem:

Bounded-Width-BP-OBDD-Sat
Given a BP-OBDD $B$ with error $\epsilon$ and width $W$ such that $\epsilon<1 /(W+2)$.
Decide whether $B$ is satisfiable.

## Theorem 5.1 Bounded-Width-BP-OBDD-Sat $\in \mathbf{P}$.

Proof. Let $B$ be some BP-OBDD with $n$ variables $x_{1}, \ldots, x_{n}$, width $W$ and error $\epsilon<1 /(W+2)$.

The Model. As described above, we can assume that $B$ is layered, so that probabilistic and deterministic layers alternate. We number the layers according to their distance to the root. The root layer (which is a single node) has number 0 .

We will modify $B$ and thereby change the probabilities a probabilistic node branches to its successors. In the beginning, all probabilities have the form $1 / p$ if a node has $p$ successors. Since we will also get other rational numbers as probabilities, we generalize the BP-OBDD model and write the probabilities on the edges, for example as pairs of integers in binary representation.

Outline of the Algorithm. We want to find out whether $B$ is satisfiable, i.e., whether there exists an input such that $B$ accepts with probability greater than $1-\epsilon$. We transform $B$ layer by layer, starting at the initial node, i.e. with layer $\ell=0$ and $B_{0}=B$. Suppose we have reached layer $\ell \geq 0$ and let $B_{\ell}$ denote the branching program constructed so far. Program $B_{\ell}$ has the following properties which are invariants of our construction:
(I1) $B_{\ell}$ is deterministic up to layer $\ell-1$, and identical to $B$ from layer $\ell+1$ downwards,
(I2) the error of $B_{\ell}$ is bounded by $\epsilon$,
(I3) the width of $B_{\ell}$ is at most $W+1$, and
(I4) $B_{\ell}$ is satisfiable iff $B$ is satisfiable.
In general, $B_{\ell}$ accepts only a subset of the strings accepted by $B$. Nevertheless, we ensure property (I4) which is enough to check the satisfiability of $B$. In particular, the resulting branching program, after we have processed the last level, is a deterministic ordered branching program. Since the satisfiability problem for ordered branching programs is simply a reachability problem on a directed graph, this will prove our theorem.


Figure 1: Three consecutive layers of $B_{\ell}$.

The Transformation of Layer $\ell$. We now describe how to process layer $\ell \geq 0$. If layer $\ell$ is deterministic then define $B_{\ell+1}=B_{l}$ and proceed to the next layer. So let layer $\ell$ be a probabilistic layer of $B_{\ell}$. We consider three consecutive layers as shown in figure 1. Let each layer have the maximum number of nodes. ${ }^{2}$

Layer $\ell$ consists of probabilistic nodes $u_{1}, u_{2}, \ldots, u_{W+1}$. We can inductively assume that the part of $B_{l}$ from the initial node to the $u$-nodes is deterministic.

Layer $\ell+1$ consists of deterministic nodes $v_{1}, v_{2}, \ldots, v_{W}$ which all query the same variable, say $x_{t}$, for some $t$.

Layer $\ell+2$ consists of probabilistic nodes $w_{1}, w_{2}, \ldots, w_{W}$.
These nodes are connected as follows.

[^2]
(a)

(b)

Figure 2: (a) All possible ways of getting from $u_{i}$ to $w_{k}$ in $B_{\ell}$ when variable $x_{t}$ has value $b$. (b) In the modified program, node $u_{i}$ is deterministic and leads to the new node $v_{i}^{b}$ if $x_{t}$ has value $b$. From $v_{i}^{b}$ we get to $w_{k}$ with probability $q_{b, i, k}=\sum_{l=1}^{s} p_{i, j_{l}}$, which is precisely the probability to reach $w_{k}$ from $u_{i}$ in $B_{\ell}$. Therefore the modified program is equivalent to $B_{\ell}$.
$u$-nodes with $v$-nodes: each node $u_{i}$ is connected to all the nodes $v_{j}$ with the edge between them having probability $p_{i, j}$ (in case $u_{i}$ is not connected to some node $v_{j}$, we take the probability $p_{i, j}$ to be zero). We have $\sum_{j} p_{i, j}=1$ for each $1 \leq i \leq W+1$.
$v$-nodes with $w$-nodes: the deterministic node $v_{j}$ is connected to nodes $w_{e(j, 0)}$ and $w_{e(j, 1)}$ via edges labeled 0 and 1 respectively.
Now we modify the $u$ - and $v$-nodes and the edges going out from them. Figure 2 shows the changes at a fragment of $B_{\ell}$.

Changing $u$-Nodes. Our first step is to make the nodes $u_{1}, u_{2}, \ldots, u_{W+1}$ deterministic. For this we introduce $2(W+1)$ new nodes at layer $\ell+1$, call them $v_{1}^{0}, v_{1}^{1}, v_{2}^{0}, v_{2}^{1}, \ldots, v_{W+1}^{0}, v_{W+1}^{1}$ (these nodes will be probabilistic) that replace the old $v$-nodes. The $u$-nodes get label $x_{t}$, the
variable queried by the old $v$-nodes, and we put the $b$-edge of $u_{i}$ to node $v_{i}^{b}$, for $b \in\{0,1\}$.

Changing $v$-Nodes. Next, we introduce an edge from node $v_{i}^{b}$ to the node $w_{k}$ in layer $\ell+2$ and assign probability $q_{b, i, k}$ to it such that $q_{b, i, k}$ is precisely the probability to reach $w_{k}$ from $u_{i}$ in $B_{\ell}$ if variable $x_{t}$ has value $b$. This is achieved by summing over all probabilities $p_{i, j}$ such that node $v_{j}$ leads to node $w_{k}$ for $x_{t}=b$, i.e.,

$$
\begin{equation*}
q_{b, i, k}=\sum_{\substack{j \\ w_{e(j, b)}=w_{k}}} p_{i, j} \tag{2}
\end{equation*}
$$

Finally, delete all the old $v$-nodes and edges adjacent to them.
The branching program constructed so far is equivalent to $B_{\ell}$ : the probability to reach a node $w_{k}$ has not changed and, in particular, the error probability is the same as in $B_{\ell}$, i.e., at most $\epsilon$.

Merging $v$-Nodes and $w$-Nodes. Now we have two consecutive layers of probabilistic nodes. We can merge the layer of $w$-nodes into the $v$-nodes and change the probabilities on the edges going out from $v$-nodes appropriately such that the previous probabilities to reach a node in the layer below the $w$-nodes is not altered. Then we still have $2(W+1) v$-nodes and no more $w$-nodes. Let $B_{\ell}^{\prime}$ be the branching program constructed so far.

A Problem and its Solution. If we would just use this process to eliminate all the probabilistic nodes from $B_{\ell}$, we might end up with an exponential number of nodes in the final branching program. So we have to reduce the number of $v$-nodes in $B_{\ell}^{\prime}$. More precisely, we promised to maintain property (I3) which does not hold for $B_{\ell}^{\prime}$.

The idea now is to use the fact that we only want to know whether $B_{\ell}$ is satisfiable: we can throw out some $v$-nodes from $B_{\ell}^{\prime}$ as long as we can guarantee that the reduced branching program is still satisfiable if $B_{\ell}^{\prime}$ is satisfiable.

We show that we can reduce the number of $v$-nodes to at most $W+1$. Then the resulting branching program, $B_{\ell+1}$, fulfills the invariants (I1), ..., (I4) given in the outline of the construction above. In particular, the width of $B_{\ell+1}$ is bounded by $W+1$. Hence this completes the description of the algorithm.


Figure 3: Program $B_{\ell}^{\prime}$ on input $\boldsymbol{a b}$. Part $\boldsymbol{a}$ leads to $v_{i}$, which branches to the nodes in the next level with probabilities $q_{i, 1}, \ldots, q_{i, W}$, respectively. The latter nodes accept $\boldsymbol{b}$ with probabilities $y_{1}, \ldots, y_{W}$, respectively. Therefore $\boldsymbol{a} \boldsymbol{b}$ is accepted by $B_{\ell}^{\prime}$ with probability $\sum_{j=1}^{W} q_{i, j} y_{j}$.

Reducing the Number of $v$-Nodes. Let us rename the $v$-nodes back to $v_{1}, \ldots, v_{2(W+1)}$. Recall that there are no probabilistic nodes above the $v$-nodes. Therefore, $B_{\ell}^{\prime}$ is satisfiable iff there is a $v$-node $v_{i}$ such that the acceptance probability of $v_{i}$ on some input is at least $1-\epsilon$. Also, each $v$-node has acceptance probability of either at least $1-\epsilon$ or at most $\epsilon$ on any input.

For node $v_{i}$, let $q_{i, k}$ be the probability to reach the $k$-th node in the next layer (note that $q_{i, k}$ is independent of the input) as shown in figure 3 . We interpret these probabilities as a point $\boldsymbol{q}_{i}=\left(q_{i, 1}, \ldots, q_{i, W}\right)^{T}$ in the $W$ dimensional vector space over the rationals, $\boldsymbol{Q}^{W}$.

Any input for the probabilistic OBDD $B_{\ell}^{\prime}$ can be split into two parts $\boldsymbol{a b}$. The first part $\boldsymbol{a}$ is used in the upper deterministic part, until some $v$-node is reached, say $v_{i}$. Consequently, the second part $\boldsymbol{b}$ is used below the $v$-nodes. Now, let $\boldsymbol{y}_{\boldsymbol{b}}=\left(y_{1}, \ldots, y_{W}\right)^{T} \in \boldsymbol{Q}^{W}$ be the acceptance probabilities of $\boldsymbol{b}$ when starting at the nodes in the layer below the $v$-nodes. Then, with $\boldsymbol{a}$ leading to node $v_{i}$, we have

$$
\operatorname{Prob}\left[B_{\ell}^{\prime} \text { accepts } \boldsymbol{a b}\right]=\boldsymbol{q}_{i} \cdot \boldsymbol{y}_{\boldsymbol{b}} .
$$

Therefore $B_{\ell}^{\prime}$ is satisfiable iff there exist $i$ and $\boldsymbol{b}$ such that $\boldsymbol{q}_{i} \cdot \boldsymbol{y}_{\boldsymbol{b}} \geq 1-\epsilon$. To see this, note that we can take any $\boldsymbol{a}$ that leads to such a node $v_{i}$. Then $\boldsymbol{a b}$ is accepted by $B_{\ell}^{\prime}$.

Suppose now that there are two $v$-nodes $v_{i}$ and $v_{j}$ such that $\boldsymbol{q}_{i} \cdot \boldsymbol{y}_{\boldsymbol{b}} \geq 1-\epsilon$ and $\boldsymbol{q}_{j} \cdot \boldsymbol{y}_{b^{\prime}} \geq 1-\epsilon$, for some $\boldsymbol{b}$ and $\boldsymbol{b}^{\prime}$. Then there are at least two inputs that are accepted by $B_{\ell}^{\prime}$, one via $v_{i}$ and one via $v_{j}$. In this case we can delete one of $v_{i}$ or $v_{j}$ from $B_{\ell}^{\prime}{ }^{3}$, and still maintain the property that the resulting branching program is satisfiable if and only if $B_{\ell}^{\prime}$ is.

If we were able to efficiently detect this case, then we could delete all but one of the $v$-nodes. Unfortunately we don't know how to do so. Instead, we tighten the condition to delete a $v$-node. This will lead to the linear programming problem (4) below that can be solved efficiently. Thereby we end up with more than one remaining $v$-node, but, as we will show, with at most $W+1$ however.

Instead of tightening the above condition for deleting a $v$-node, we do two relaxation steps of its negation: we keep node $v_{i}$ if $v_{i}$ accepts some $\boldsymbol{b}$ and all other $v_{j}$ reject every $\boldsymbol{b}^{\prime}$.

The first relaxation is to change the universal quantifier for $\boldsymbol{b}^{\prime}$ into an existential one, and to unify $\boldsymbol{b}$ and $\boldsymbol{b}^{\prime}$. That is, we keep node $v_{i}$ if $v_{i}$ accepts some $\boldsymbol{b}$ that is rejected by all other $v$-nodes.

Criterion to keep a node $v_{i}$ : there exists a $\boldsymbol{y}_{\boldsymbol{b}}$ such that $v_{i}$ is the only $v$-node that has acceptance probability $\boldsymbol{q}_{i} \cdot \boldsymbol{y}_{\boldsymbol{b}} \geq 1-\epsilon$.

In other words, we keep $v_{i}$ if the following system of inequalities has a solution $\boldsymbol{y}_{\boldsymbol{b}}$ for some $\boldsymbol{b}$ :

$$
\begin{align*}
\boldsymbol{q}_{i} \cdot \boldsymbol{y}_{\boldsymbol{b}} & \geq 1-\epsilon,  \tag{3}\\
\boldsymbol{q}_{j} \cdot \boldsymbol{y}_{\boldsymbol{b}} & \leq \epsilon, \text { for } j \neq i
\end{align*}
$$

The second relaxation step is to make the above condition accessible for linear programming: instead of probability vectors $\boldsymbol{y}_{\boldsymbol{b}}$, that are associated with some $\boldsymbol{b}$, we consider vectors $\boldsymbol{y} \in(\boldsymbol{Q} \cap[0,1])^{W}$. That is, we consider products $\boldsymbol{q}_{i} \cdot \boldsymbol{y}$ that we call pseudo-acceptance probabilities, because $\boldsymbol{y}$ might not occur as a probability vector $\boldsymbol{y}_{\boldsymbol{b}}$ for any $\boldsymbol{b}$. But clearly, the range of $\boldsymbol{y}$ includes all the actually appearing probabilities $\boldsymbol{y}_{\boldsymbol{b}}$.

We relax inequalities (3) and get a linear program: a $v$-node $v_{i}$ is the only one with pseudo-acceptance probability $1-\epsilon$ if the following system of

[^3]linear inequalities has a solution $\boldsymbol{y}=\left(y_{1}, \ldots, y_{W}\right) \in \boldsymbol{Q}^{W}$ :
\[

$$
\begin{align*}
\boldsymbol{q}_{i} \cdot \boldsymbol{y} & \geq 1-\epsilon, \\
\boldsymbol{q}_{j} \cdot \boldsymbol{y} & \leq \epsilon, \quad \text { for } j \neq i, \text { and }  \tag{4}\\
0 \leq y_{k} \leq 1, & \text { for } 1 \leq k \leq W .
\end{align*}
$$
\]

After deleting a $v$-node for which the system (4) has no solution, we repeat the above process again for the remaining $v$-nodes, until system (4) has a solution for every remaining $v$-node. We show next that the number of remaining $v$-nodes can be at most $W+1$.

Bounding the Number of the Remaining $v$-Nodes. Let $v_{1}, v_{2}, \ldots, v_{r}$ be the $v$-nodes that remain after the above procedure, where $r \leq 2(W+1)$. Let $\boldsymbol{q}_{1}, \boldsymbol{q}_{2}, \ldots, \boldsymbol{q}_{r}$ be the associated probability vectors, and, furthermore, let $\boldsymbol{y}_{i}$ be a vector that satisfies the above system of inequalities (4) for $v_{i}$.

Consider the set $Q=\left\{\boldsymbol{q}_{1}, \boldsymbol{q}_{2}, \ldots, \boldsymbol{q}_{r}\right\}$. We claim that $Q$ is affinely independent in $\boldsymbol{Q}^{W}$, that is, the points in $Q$ span a $(r-1)$-dimensional subspace of $\boldsymbol{Q}^{W}$ (see [Grü67] for a reference). Since there can be at most $W+1$ affinely independent points in $\boldsymbol{Q}^{W}$, it follows that $r \leq W+1$.

By Lemma 5.2 below, to prove our claim that $Q$ is affinely independent, it suffices to show that for any $S \subseteq Q$ there exists an affine plane that separates $S$ from $Q-S$ (i.e., the points in $S$ lie on one side of the plane whereas the points in $Q-S$ lie on the other). We can assume that $|S| \leq r / 2$ (otherwise replace $S$ by $Q-S$ ).

The affine plane can be defined as the set of points $\boldsymbol{x} \in \boldsymbol{Q}^{W}$ that fulfill the equation

$$
\begin{aligned}
\boldsymbol{h}_{S} \cdot \boldsymbol{x} & =1-\frac{1}{W+2}, \text { where } \\
\boldsymbol{h}_{S} & =\sum_{\boldsymbol{q}_{j} \in S} \boldsymbol{y}_{j} .
\end{aligned}
$$

For any point $\boldsymbol{q}_{i} \in S$ we have:

$$
\boldsymbol{h}_{S} \cdot \boldsymbol{q}_{i} \geq \boldsymbol{y}_{i} \cdot \boldsymbol{q}_{i} \geq 1-\epsilon>1-\frac{1}{W+2} .
$$

For any point $\boldsymbol{q}_{i} \in Q-S$ we have:

$$
\begin{aligned}
\boldsymbol{h}_{S} \cdot \boldsymbol{q}_{i} & =\sum_{\boldsymbol{q}_{j} \in S} \boldsymbol{y}_{j} \cdot \boldsymbol{q}_{i} \\
& \leq \epsilon|S| \\
& \leq \epsilon \frac{r}{2} \\
& \leq \epsilon(W+1) \\
& <\frac{W+1}{W+2} \\
& =1-\frac{1}{W+2} .
\end{aligned}
$$

This proves our claim.

The Running Time. To see that our algorithm runs in polynomial time, we note that the system (4) of linear inequalities can be solved in polynomial-time using Khachian's algorithm [Kha79].

A more subtle point we have to take care of is the size of the probability numbers that we write on the edges of our branching programs: they should be represented with only polynomially many bits (in the size of BPOBDD B).

Because all numbers are between zero and one, it suffices to bound the denominators. In the beginning, in the given BP-OBDD, all probabilities are of the form $1 / m$, where $m \leq W$. Let $p_{1}, \ldots, p_{t}$ be all primes up to $W$. If prime $p_{i}$ occurs in the prime factorization of an $m$ as above, then its exponent is bounded by $\log _{p_{i}} W$. We show that in the prime factorization of the denominators at the end of the construction, the exponent of prime $p_{i}$ is bounded by $2 n \log _{p_{i}} W$. Since we consider only $t \leq W$ primes, it follows that the denominators are bounded by $W^{2 n W}$, which can be represented with polynomially many bits.

In each round, there are two steps where we change the probabilities:

1. in the sum in equation (2). The new denominator is the least common multiple of all the denominators in that sum. Considering its prime factorization, the upper bound on the exponent of each prime remains the same as before.

2 . when we merge the $v$-nodes and the $w$-nodes, we have to multiply two probabilities and add, maybe several. Just as before, addition doesn't matter. For a multiplication, one factor is a probability from a $v$-node
to a $w$-node which we have already changed, the other factor comes from the branching probability of a $w$-node which is still from the input branching program $B$. Hence, a multiplication may add another $\log _{p_{i}} W$ to the current exponent of prime $p_{i}$.

Since $B$ has depth $2 n$, we have up to $2 n$ rounds of this construction. Therefore, the exponent of prime $p_{i}$ is bounded by $2 n \log _{p_{i}} W$ as claimed above. We conclude that our algorithm runs in polynomial time.

Now Lemma 5.2 below completes the proof of the theorem.

Lemma 5.2 Let $Q \subseteq Q^{m}$ such that for every $S \subseteq Q$ there is an affine plane $\boldsymbol{h}_{S}$ that separates $S$ from $Q-S$. Then $Q$ is affinely independent.

Proof. Let $Q=\left\{\boldsymbol{q}_{1}, \ldots, \boldsymbol{q}_{r}\right\}$. By definition, $Q$ is affinely dependent if there exist $\lambda_{1}, \ldots, \lambda_{r}$ that are not all zero, such that $\sum_{i=1}^{r} \lambda_{i} \boldsymbol{q}_{i}=\mathbf{0}$ and $\sum_{i=1}^{r} \lambda_{i}=0$.

We embed $Q$ in $\boldsymbol{Q}^{m+1}$ by mapping $\boldsymbol{q}_{i}$ to $\boldsymbol{q}_{i}^{\prime}=\left(\boldsymbol{q}_{i}, 1\right)$. Let $Q^{\prime}$ denote the embedding of $Q$ in $\boldsymbol{Q}^{m+1}$. Then we have that $Q$ is affinely dependent iff $Q^{\prime}$ linearly dependent.

Corresponding to an affine plane that separates $S$ from $Q-S$, we now have a hyperplane that separates $S^{\prime}$ from $Q^{\prime}-S^{\prime}$. Namely, for the affine plane $\boldsymbol{h}_{S} \cdot \boldsymbol{x}=d$, where $\boldsymbol{x} \in \boldsymbol{Q}^{m}$, we take the hyperplane $\left(\boldsymbol{h}_{S},-d\right) \cdot \boldsymbol{x}=0$, where $\boldsymbol{x} \in \boldsymbol{Q}^{m+1}$.

Now, suppose that $Q^{\prime}$ is linearly dependent. This implies that there are $\lambda_{1}, \ldots, \lambda_{r} \in \boldsymbol{Q}$ such that not all of them are zero and

$$
\begin{equation*}
\sum_{i=1}^{r} \lambda_{i} \boldsymbol{q}_{i}^{\prime}=\mathbf{0} . \tag{5}
\end{equation*}
$$

Let $S^{\prime}$ be the set of those $\boldsymbol{q}_{i}^{\prime}$ such that $\lambda_{i} \geq 0$ and let $\boldsymbol{h}_{S^{\prime}}$ be the hyperplane that separates $S^{\prime}$ from $Q^{\prime}-S^{\prime}$. By equation (5) we have

$$
\begin{align*}
0 & =\boldsymbol{h}_{S^{\prime}} \cdot\left(\sum_{i=1}^{r} \lambda_{i} \boldsymbol{q}_{i}^{\prime}\right)  \tag{6}\\
& =\sum_{i=1}^{r} \lambda_{i}\left(\boldsymbol{h}_{S^{\prime}} \cdot \boldsymbol{q}_{i}^{\prime}\right) \tag{7}
\end{align*}
$$

Now observe that each term in equation (7) is non-negative and at least one term is non-zero. To see this note that if $\lambda_{i} \geq 0$ then $\boldsymbol{q}_{i}^{\prime} \in S^{\prime}$ and hence $\boldsymbol{h}_{S^{\prime}} \cdot \boldsymbol{q}_{i}^{\prime}>0$. On the other hand, if $\lambda_{i}<0$ then $\boldsymbol{q}_{i}^{\prime} \in Q^{\prime}-S^{\prime}$ and
hence $\boldsymbol{h}_{S^{\prime}} \cdot \boldsymbol{q}_{i}^{\prime}<0$. Therefore this latter sum cannot be zero and we have a contradiction. We conclude that $Q$ must be affinely independent.

Note that we cannot push a BP-OBDD with too large error into the range of Theorem 5.1 by the standard amplification technique. This is because there we use the cross-product construction which increases the width of the resulting BP-OBDD. In the specific BP-OBDDs presented in Section 3 and Theorem 4.3 there is an alternative way of amplification: we could choose more primes. But again this increases the width of the resulting BPOBDD. More precisely, consider the BP-OBDDs that verify multiplication or binary quadratics. For each prime $p$, the sub-OBDD that verifies the equation modulo $p$ has width $p^{2}$. So if we verify equations modulo the first $k$ primes $p_{1}, \ldots, p_{k}$, then the width of the resulting BP-OBDD is

$$
W=\sum_{i=1}^{k} p_{i}^{2} \geq k^{3}
$$

The error $\epsilon$ can be as large as $\Theta(n / k)$. Hence we get

$$
\epsilon \geq n / W^{1 / 3}>1 / W^{1 / 3}>1 /(W+2)
$$

This shows that neither the above polynomial-time algorithm can be generalized to significantly larger error bounds, nor can the NP-completeness proof be generalized to significantly smaller errors, unless $\mathbf{P}=\mathbf{N P}$. It remains an open question to settle the satisfiability problem for errors in the range $O\left(\frac{1}{W^{1 / 3}}\right) \cap \omega\left(\frac{1}{W}\right)$.

The equivalence problem for BP-OBDDs can be reduced to the satisfiability problem: let $B_{0}$ and $B_{1}$ be two BP-OBDDs, then $B_{0} \not \equiv B_{1}$ iff $B=B_{0} \oplus B_{1}$ is satisfiable. Program $B$ can be constructed by Lemma 2.2. Therefore we also get an efficient algorithm for (the promise version of) the equivalence problem for BP-OBDDs of small error. Note that the width of $B$ is bounded by the product of the widths of $B_{0}$ and $B_{1}$ and the errors sum up.

Corollary 5.3 The equivalence problem for BP-OBDDs of width $W$ with error $\epsilon$ is in $\mathbf{P}$, provided that $2 \epsilon<1 /\left(W^{2}+2\right)$.
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[^1]:    ${ }^{1}$ In fact, Sauerhoff considers the slightly more tricky case that only the upper triangular part of the (symmetric) adjacency matrix is given as input.

[^2]:    ${ }^{2}$ If there are fewer nodes in some layer, we can add dummy nodes that lead to rejection with probability 1.

[^3]:    ${ }^{3}$ deleting, say, $v_{i}$ means to redirect the incoming edges of $v_{i}$ to the rejecting node, and to cancel $v_{i}$ and its outgoing edges from $B_{\ell}^{\prime}$.

