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We offer the model of applications parallel service in queuing system (QS) which
consists of two units of service with an unlimited number of servers. A recurrent stream
of binary applications enters to an input to the system. We recorded the approximate
(asymptotic) equality of the first and second orders for the respective blocks of the
system.
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1. INTRODUCTION

Currently, attention to the queuing theory is largely stimulated by the need to apply
the results of this theory to important practical problems arising in connection with
the rapid development of communication systems, the emergence of information and
computing systems, appearance and complexity of various technological systems, the
creation of automated control systems.

At the present stage of development of queuing theory, one of the urgent tenden-
cies is the queuing systems investigation with batch arrival of applications and parallel
service [I,2]. Range of application of the this QS is quite extensive, for example, model-
ing of modern information and computer systems requires take into account the packet
traffic, as well as one of the basic principles for the design of modern computer net-
works - parallel information processing [3, 4]. Therefore there is a need to develop new
mathematical models of queuing systems, such as systems with extraordinary incoming
flow and the various service options, including two or more units of service.
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2. PROBLEM STATEMENT

We consider a QS GI®|M,|oo with two service blocks, each of which contains an
unlimited number of servers.

Fig. 1. QS with parallel services of multiple applications G]<2)|M2|oo

A recurrent flow [5] of dual applications specified distribution function A(x) - length
of intervals between the moments of events in the concerned stream enters to the input
of the system. Service intervals of various applications are stochastically independent
and identically distributed in each block and have an exponential distribution with 1
and psparameters, respectively. Received applications takes any of the free servers and
after completion of the service the application leaves the system.

3. MATHEMATICAL MODEL

We define ix(t) - number of requests in the k-th block of service. Because the
incoming flow is non-Poisson, the two-dimensional process {i;(t),iz(t)} is non-Markov,
and therefore we consider an additional component of z(t), equal to the length of the
interval from t to themoment of the next event in the recurrent input stream.

For the concerned system a three-dimensional random process {z(t),i;(t),i2(t)} is
Markov, so its probability distribution

P (z,01,09,1) = P{2 (1) < 2,0y (t) = i1,12 (t) = ia}
We can write equality
P(z — Atyiy,ig, t + At) = {P(2, 11,49, t) — P(At, i1, d9,t)} (1 — i i A) (1 — dppa At) +
+P(At, iy — 1,i — 1,8)A(2) + P(2, 01,42 + 1,t) (io + 1) po At+
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—|—P(Z, le + 1, ig, t) (21 —+ 1) ,Uth —+ O(At),

from which we can readily obtain a system of differential equations of Kolmogorov [6]

OP(z,11,12,1 OP(z,iy,12,t)  OP(0,4y1,19,1
(»%;;;ZZ; ) — (Z,aZ;,ZZ, )_ ( g;,ZZ; )_P(Z,il,i2,t)ilﬂl_P(Z,il,ig,t)i2u2+

0P (0,1, — 1,iy — 1,1)
0z
For the stationary probability distribution this system can be rewritten as

+P(Z,i1+1,i2,t) (21 —+ 1) M1+P(Z,i1,i2+1,t) (22 —+ 1) /1,2—|—

A(z).

OP(z,i1,1 OP(0,1iq,1 L. .
(6z1 2) — (8z1 2) — P(z,i1,19)i1p1 — P(2,141,12)ia+

OP(0,i —1,is — 1)
0z

+P(z,i1 + L,d9) (i1 + 1) g + P(2, 01,00 + 1) (ia + 1) o + A(z) = 0.

Defining H(z,uy,us) = Y. > el""1el"2P(z 4y iy), where j = v/—1 imaginary unit
21=0120=0
and taking into account that

0H (z, u1 us)
el Bt R :]E E i1l eI Py gy ),

11=0122=0

0H (z, u1 us)
0 Yy E E iged eI P ) ),

11=0122=0
for the functions H(z,u;,us) we obtain the basic equation for investigating the system
()| My|oo
OH (z,uy,us) ~ OH (0,uq,us)
_|_
0z 0z

OH (z,u1,ug)

(4 2) 1) =y (oo - 1) PG

OH (z,uy,us)

_ 4 —Ju2 _
jpe (€77 —1) Bty

We define additional conditions as

= 0. (1)

H(2,0,0) = R(2),

where R(z) — stationary distribution of the z(t). Solution H(z,u;,us) defines the charac-
teristic function of the number of servers employed in the stationary state in each block
of the system GI?)|M;|oo as equalities

Mel"in® = H (oo, uy,0),

Medv22) = [ (00,0, uy).
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4. THE METHOD OF ASYMPTOTIC ANALYSIS

4.1. Asymptotic form of the first order. For a complete analysis of the studied
queuing systems apply the method of asymptotic analysis [5].
We consider the basic equation for the characteristic function (II):

OH (z,uy,us)  OH (0,uq,us) (w1 us) ) . O0H (z,uy,us)
U+u2 A —1) = Jur __ 1y > =7
0z 0z (e (2) ) I (e ) oy
. o OH (z,uy,us)
_ juz _ qy 2\ 7 2]
gz (e ) Oy 0

which will be solved in the asymptotic conditions of the growing service-time, believing
that py,pus —0. We define 1 = €, s = €q and do changes in equation ([I)

uy = ewy, up =cwy, H(z,u,us) = Fi(z,wq,ws, ), (2)
In the result we get the equation for Fy(z,w;,ws,e) in the following form:

aFI(Zawlaw%‘g) 8F1(07w17w276)
+
0z 0z

8F1(Z,U)1,U)2,5)

(ej(w1+“’2)A (2) — 1) —

—j (6—]'611)1 _ 1) —j (6—]'511)2 . 1) 8F1 (Z? Wy, Wa, 8) —0. (3)

We prove the following statement:
Theorem 1. The limit (when € —0) solution of equation ([2) has the form:

8w1 a’w2

Fi(z,wy, wy) = R(z)elwitw)A}h

where R(z) - stationary probability distribution of random process values{z(t)}, and the

parameter X\ is given by: 8};—9) = A

Proof. The proof Il In the equation (B]) limiting transition is executed at ¢ — 0, we
will receive that Fy(z,wy,wy) the equation decision is

aFI(ZawlawZ) 8F1(0,w1,w2)
_|_
0z 0z

which defines a vector function R(z), therefore

{A(z) =1} =0,

Fi(z,wy,we) = R(2)®y (wy, ws) (4)

We find the scalar function ®;(wy,ws) as follows. In the equation (B]) limiting transition
is performed at z — 0o, we will receive an equality

8F1 (07 Wi, Wy, 8)

1) aFI (OO, wr, wa, 8)
0z

(ej(w1+w2)€ _ 1) —j (e*jﬁwl _

8w1

iy (e_j“”? B 1) OF (00, wy, ws, €)

=0
awg ’
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dividing the left and right parts of the equation by £ and executing limiting transition
at ¢ — 0, we will receive the equality
8F1 (07 w1, w?)
0z

aFI(OO,'LUl,’LUQ) +]2 aFI(OO,'LUI,U]Q)

j (w1 + wg) +j2w1 Wo =0,

8w1 8’LU2

in which we substitute the expression (4) and write down the differential equation in
partial derivatives

8@1 (U)l, U)g) 4 j2 8@1 (U)l, U)g) 8R(0

Wa = j (w; + wo) pp Py (wy, wy) =

811)1 8w2

= ] (w1 —+ U)Q) )\(I)l (U)l, U)Q) 5

whose solution is satisfying the initial condition ®;(0,0)=1 and it has the form
Py (w1, wy) = eliAtwrtwe)},

The theorem is proved. 0

Using (2) and () we can write the approximate (asymptotic) equality
H(Z, ur, u2) - R(Z)e{])\(u?l+u?2)} = R(Z)e{])\(ﬁ—'_:i;q)}

from which we can obtain following expression for the characteristic function of process
{i1(t),i2(t)} in the stationary state,

Mejulil(t) — H(OO,U/I,O) — e{julﬁ}, MerQiQ(t) — H(OO, 0,”2) — e{JUQ%QQ}

The received equations is called the first order asymptotic form for the service blocks
of systems service GI?)|M;|oo.
For a more detailed investigation, we consider the second order asymptotic form.
4.2. Asymptotic form of the second order. In equation () we make the
substitution

H(Z, Uy, U2) = H2(Z, U, U2)e{j)\(%+‘%’)},
which later becomes
8H2(z,u1,u2) aHQ(O,’LLl,Ug)
+
0z 0z

aHQ(Z,Ul,UQ) X .
P S e ]_ _ Juzy 4N T TA)
S + jhag (1 —e77"2) s

-\ (1 — e‘jul) Hy(z,uqy,uz) — A (1 — e_ju2) Hy(z,u1,us) = 0.

. - OH5(z,u1,u
+j (1 _ e—yul) 2( 1 2)
We define 1, = 2, up = £2q in the last equation and make substitutions

U = ewy, U = EW2, HQ(Z,Ul,UQ) :Fg(z,wl,wg,e),
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we get the result

aFQ(Zawlaw%g) 8F2(07w17w276)
_l’_
0z 0z

(e W) A () — 1) +

OFy (2, wy, ws,€) OF (2, w1, wo,€)

+je (1 - e’j“’“) + je (1 - e’j“"?)

8%01 8’LU2
— A (1= e 0F (2, wi,wa, ) — A (1 — e77°2) OF3 (2, wy, wo, ) = 0. (5)
The following theorem is proved similarly theorem for first order asymptotic form.

Theorem 2. The limit (when ¢ —0) solution of equation (B) has the form

{ (G (w1 +up))? @}
Fy(z,wy,wy) = R(2)e ,

where R(z) - stationary probability distribution of the random process values {z(t)}, the
parameter X\ is given by: 8};—9) = A, the value kqis determined as kg = \ + %ﬁo)'

The vector function fo(z) satisfies the condition fy(c00)=0 and it is a solution of the

equation
0f2(2) | 02(0) OR(0) B
0z * Oz (A(z) —1) + 714(2) — AR(z) =0.

Also the asymptotic (approximate) equality can be written

HQ(Z,’U/l,'U/Q) - FQ(Z,'LUI,'LUQ&‘) ~ FQ(Z,’LUl,'LUQ) =

(w1 +w9)? _ Awjwy
2 2 2 .

_ R(z)e{j2 {“

j2~2( up o up )2—j2 Aujuy
2 VE1L  VB24 2V/R1R24

= R(z)e{

from which we can obtain following expression for the characteristic function H(z,u;,us)

Y

{j)\(ﬂ+u72)+j2,¢2 (“71_1_ u9 )2_j2 Aujug }
H(ZaulaUZ):R(Z)e k1o k24 2 \VEL ' VE2T 2 /R1034 ’

Then the marginal characteristic functions have the form

Sug o Gup?
])‘u1+ 2p1 m}
Y

M) = H (oo, uy,0) = e{

U (ju )2
Me™») = H(co,0,u,)E = e{]A‘T“Q‘]+ e m}.
The received equations is called second order asymptotic form for service blocks of the

system GI®)|M;|oc.

5. CONCLUSION

So we have constructed a model of multiple parallel service requests of recurrent
flow. We investigate two-dimensional stochastic process characterizing the number of
engaged servers in the first and the second service block. We have found expressions for
the characteristic functions at the asymptotic conditions of the growing claims service-
time.
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