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Groups of S-units in hyperelliptic
fields and continued fractions

V.V. Benyash-Krivets and V.P. Platonov

Abstract. New methods for calculating fundamental S-units in hyper-
elliptic fields are found. Continued fractions in function fields are inves-
tigated. As an application, it is proved that if a valuation is defined by
a linear polynomial, then a fundamental S-unit in a hyperelliptic field can
be found by expanding certain elements into continued fractions.
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§ 1. Introduction

In [1]–[4] several results were presented related to solving the problem of calculat-
ing the groups of S-units in hyperelliptic fields, developing the theory of continued
fractions in function fields, and their connections with the calculation of fund-
amental S-units. The present paper contains an extended exposition of the results
announced in [1]–[4].

Two new methods for calculating fundamental S-units in hyperelliptic fields are
proposed. The first method is based on a new effective procedure of linearization
of the search for solutions of the natural norm equation. In the elliptic case, which
is important for applications, where the valuations in S are induced by points on
an elliptic curve, a new interesting connection with Hankel matrices is discovered.

The second method is of a different nature. First we obtain some results on
continued fractions in function fields, which are of a certain independent interest,
and then we apply them for solving the norm equation. In the case where the val-
uations in S are defined by linear polynomials, the method of continued fractions
gives the fastest algorithms for calculating fundamental S-units. However, in con-
trast to the first method, the method of continued fractions loses its effectiveness
in the case where S contains valuations of a more general nature.

Let k = Fq(x) be the field of rational functions in one variable over a finite
field Fq of characteristic p > 2. For an irreducible polynomial v ∈ Fq[x], we denote
by | · |v the valuation of the field k given by the equation∣∣∣∣vm a

b

∣∣∣∣
v

= m,
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where a, b ∈ Fq[x], v - a, v - b. We denote by | · |∞ the valuation |a/b|∞ =
deg b− deg a.

We denote by Ov =
{
z ∈ k

∣∣ |z|v > 0
}

the valuation ring of | · |v, and by
pv =

{
z ∈ k

∣∣ |z|v > 0
}

the valuation ideal of | · |v. Then the residue field
kv = Ov/pv coincides with Fp[x]/(v) and is a finite extension of Fp. Let k be the
completion of the field k with respect to the valuation | · |v. We denote the extension
of the valuation | · |v to k as before by | · |v. We choose in Fq[x] a fixed system Σ of
representatives of cosets of the ideal (v) consisting of all the polynomials of degree
less than deg v. Then each element z ∈ k can be uniquely represented as a formal
power series:

z =
∞∑

i=s

aiv
i,

where ai ∈ Σ. If deg v = 1, then the field k can be identified with the field of formal
power series Fq((v)).

Let
d(x) = a0x

2n+1 + a1x
2n + · · ·+ a2n+1 ∈ Fq[x]

be a square-free polynomial with a0 6= 0, let K = k(
√

d), and let x be the image
of x in the residue field kv. If d(x) = β2 for some 0 6= β ∈ kv (and this means
that the point (x, β) is a kv-point of the hyperelliptic curve y2 = d(x)), then
the valuation | · |v has two non-equivalent extensions to the field K. We denote
these valuations by | · |v′ and | · |v′′ . Note that in this case v - d,

√
d ∈ k, and

|f +g
√

d|v′ = |f −g
√

d|v′′ for an element f +g
√

d ∈ K. But if d(x) = 0 or d(x) 6= 0
and d(x) is not a square in kv, then the valuation | · |v has a unique extension to
the field K. In order not to complicate the notation, we denote this extension by
| · |v, as before. In this case we have |f + g

√
d|v = (1/2)|f2 − g2d|v for an element

f + g
√

d ∈ K. Since the polynomial d(x) has odd degree, the valuation | · |∞ has
a unique extension to K, and we also denote it by | · |∞.

Let S be an arbitrary finite set of non-equivalent valuations of the field K con-
taining | · |∞, and S1 = {| · |∞, | · |v1 , . . . , | · |vt

} the set of restrictions of valuations
in S to the field k. We denote by OS the ring of S-integer elements in K, that is,
elements z ∈ K such that |z|v > 0 for all the valuations | · |v of the field K that do
not belong to the set S. The set of invertible elements US of the ring OS is called
the group of S-units of the field K. By the generalized Dirichlet unit theorem
(see [5], Ch. IV, Theorem 9), the group US is the direct product of the group F∗q
and a free Abelian group G of rank |S|− 1. Independent generators of the group G
are called fundamental S-units.

§ 2. Some properties of S-units

Let S be an arbitrary finite set of non-equivalent valuations of the field K con-
taining | · |∞, let s = |S| − 1, and let S1 = {| · |∞, | · |v1 , . . . , | · |vt

} be the set of
restrictions of valuations in S to the field k.

Proposition 2.1. Let y = f + g
√

d, where f, g ∈ Fq[x], f 6= 0, g 6= 0, (f, g) = 1,
and let v ∈ Fq[x] be an irreducible polynomial. Then the following assertions hold.
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1. If | · |v has two extensions | · |v′ and | · |v′′ to K , then either |y|v′ = 0 or
|y|v′′ = 0.

2. If v - d and | · |v has a unique extension to K , then |y|v = 0.
3. If v | d, then | · |v has a unique extension to K . In this case, if v - f , then

|y|v = 0. If v | f , then |y|v = 1/2.

Proof. 1. Since | · |v has two extensions to K, we have v - d and
√

d ∈ k. Let the
elements f , g, and

√
d be represented in the completion k as formal power series:

f =
r∑

i=0

fiv
i, g =

s∑
i=0

giv
i,

√
d =

∞∑
i=0

div
i, (2.1)

where fi, gi, di ∈ Σ. Suppose that |y|v′ > 0 and |y|v′′ > 0. Since |f + g
√

d|v′′ =
|f − g

√
d|v′ , we obtain

|f + g
√

d|v′ > 0, |f − g
√

d|v′ > 0. (2.2)

We observe that

f + g
√

d =
∞∑

i=0

hiv
i, f − g

√
d =

∞∑
i=0

tiv
i,

where hi, ti ∈ Σ and h0, t0 are the remainders after division of f0+g0d0 and f0−g0d0

by v. It follows from inequalities (2.2) that h0 = t0 = 0. Therefore v divides f0.
Since deg f0 <deg v, it follows that f0 =0. We now obtain that v divides g0d0. Since
v - d, it follows that d0 6= 0 and v does not divide d0. Therefore v divides g0, whence
g0 = 0. Thus, v | f and v | g, which contradicts the fact that f and g are coprime.

2. Let d =
∑m

i=0 hiv
i, where hi ∈ Σ and h0 6= 0 by hypothesis. Since | · |v has

a unique extension to K, the image of h0 in the residue field kv is not a square.
Then

|y|v =
1
2
|f2 − g2d|v.

Let the elements f , g,
√

d be represented in the completion k in the form of the
formal power series (2.1). We write

f2 − g2d =
m∑

i=0

qiv
i,

where qi ∈ Σ and q0 is the remainder after division of f2
0 − g2

0h0 by v. We observe
that q0 6= 0, since otherwise h0 would be a square in the residue field kv. Thus,
v does not divide f2 − g2d and |y|v = 0.

3. Since v | d and d is a square-free polynomial, it follows that | · |v has a unique
extension to K. Then

|y|v =
1
2
|f2 − g2d|v.

If v does not divide f , then v does not divide f2 − g2d and, consequently, |y|v = 0.
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Now suppose that f = vf1 and d = vd1. Then v does not divide d1 and by
hypothesis v does not divide g. Then

|y|v =
1
2
|f2 − g2d|v =

1
2
|v(f2

1 v − g2d1)|v =
1
2
,

since v does not divide f2
1 v − g2d1.

Proposition 2.1 is proved.

The following proposition characterizes the S-integer elements in K.

Proposition 2.2. Any element y ∈ OS has the form

y =
f + g

√
d

vm1
1 · · · vmt

t

,

where f, g ∈ Fq[x], vj ∈ S1, and mj > 0. Furthermore, if mj > 0 and the valuation
| · |vj

has two extensions to K one of which does not belong to S, then vj does not
divide f and vj does not divide g.

Proof. Let y = (f +g
√

d)/h, where f, g, h ∈ Fq[x]. Suppose that h = vrh1, where v
is an irreducible polynomial that does not belong to S1 and r > 0. We can assume
without loss of generality that v does not divide both f and g. By Proposition 2.1,

|y|v′ = |f + g
√

d|v′ − r < 0

for some extension | · |v′ of the valuation | · |v. Consequently, h /∈ OS .
Now suppose that mj > 0 and the valuation | · |vj has two extensions | · |v′j and

| · |v′′j to K of which | · |v′j does not belong to S. Then vj - d. We can assume without
loss of generality that vj does not divide both f and g (otherwise the numerator
and denominator can be divided by vj). Suppose that vj | f and vj - g. Then vj

does not divide f2 − g2d. Consequently,

0 = |f2 − g2d|vj
= |f2 − g2d|v′j = |f + g

√
d|v′j + |f − g

√
d|v′j ,

whence |f + g
√

d|v′j = 0. Thus, |y|v′j = −mj < 0; a contradiction with the fact that
y ∈ OS .

Proposition 2.2 is proved.

We point out that not every element of the form y = (f + g
√

d)/(vm1
1 · · · vmt

t ) is
an S-integer. For example, if the valuation | · |vj

∈ S1 has two extensions to K and
| · |v′j does not belong to S, then the element 1/vj is not an S-integer.

We denote by NK/k the norm map from K into k. For what follows it is important
for us to know which values the norm map can take on S-units.

Proposition 2.3. If ε ∈ US , then NK/k(ε) = avr1
1 · · · vrt

t , where a ∈ F∗q and ri ∈ Z.

Proof. By Proposition 2.2,

ε =
f + g

√
d

vm1
1 · · · vmt

t

.
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Then NK/k(ε) = (f2 − g2d)v−2m1
1 · · · v−2mt

t . Suppose that f2 − g2d = ush, where
u, h ∈ Fq[x], u /∈ S1 is an irreducible polynomial, s > 0, and u does not divide h.
Then

ε−1 =
(f − g

√
d)vm1

1 · · · vmt
t

ush
.

Since ε−1 ∈ OS , it follows by Proposition 2.2 that us divides f and g. But then
u2s divides f2 − g2d; a contradiction.

Proposition 2.3 is proved.

As in the case of S-integer elements, if an element ε ∈ K has the property
NK/k(ε) = avm1

1 · · · vmt
t , then it does not follow that ε is an S-unit. For example,

if the valuation | · |vj
has two extensions to K and | · |v′j does not belong to S, then

NK/k(vj) = v2
j but vj is not an S-unit.

If ε = (f + g
√

d)/(vr1
1 · · · vrt

t ) ∈ US , then it follows from Proposition 2.3 that

f2 − g2d = avm1
1 · · · vmt

t , (2.3)

where a ∈ F∗q and m1, . . . ,mt are non-negative integers. The following proposi-
tion shows that if the norm equation (2.3) for fixed m1, . . . ,mt has a solution in
polynomials f, g ∈ Fq[x], g 6= 0, then we can easily construct some S-unit.

Proposition 2.4. Let z = f + g
√

d ∈ K , where f, g ∈ Fq[x], g 6= 0, and suppose
that

NK/k(z) = f2 − g2d = avm1
1 · · · vmt

t ,

where a ∈ F∗q and mi > 0. Let S2 = {| · |v1 , . . . , | · |vr} denote the set of valuations
in S1 satisfying the following conditions :

1) | · |vi
has two extensions | · |v′i and | · |v′′i to K ;

2) | · |v′′i /∈ S;
3) |z|v′′i > 0.
Then ε = z/(vm1

1 · · · vmr
r ) ∈ US . If S2 is the empty set, then z is an S-unit.

Proof. Let us prove that ε ∈ OS . For an arbitrary valuation | · |vi
, 1 6 i 6 r, we

have
|f2 − g2d|v′′i = |f − g

√
d|v′′i + |f + g

√
d|v′′i = mi > 0 (2.4)

by the construction of the set S2. Since |f +g
√

d|v′′i > 0, by Proposition 2.1 we have
|f − g

√
d|v′′i = 0, and then |f + g

√
d|v′′i = mi. Consequently, |ε|v′′i = mi −mi = 0,

i = 1, . . . , r. Therefore, ε ∈ OS .
Next,

ε−1 =
f − g

√
d

v
mr+1
r+1 · · · vmt

t

.

Suppose that a valuation | · |vi
for r + 1 6 i 6 t has two extensions to K and

| · |v′′i /∈S. Then |z|v′′i =0 by hypothesis, and from (2.4) we obtain |f −g
√

d|v′′i =mi.
Consequently, |ε−1|v′′i = mi −mi = 0 and ε−1 ∈ OS .

Proposition 2.4 is proved.
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We now consider the following natural question: how will a system of indepen-
dent fundamental S-units expand if we add a new valuation | · |v to the set S? The
answer to this question is given by the following theorem.

Theorem 2.5. Let ε1, . . . , εs be independent fundamental S-units of the field K ,
and suppose that v ∈ Fq[x] is an irreducible polynomial such that at least one of
the extensions of the valuation | · |v to K does not belong to S. Then the following
assertions hold.

1. Suppose that the valuation | · |v has two extensions | · |v′ and | · |v′′ to K .
Furthermore, suppose that | · |v′ ∈ S and | · |v′′ /∈ S. Let S′ = S ∪ {| · |v′′}. Then
ε1, . . . , εs, v is a system of independent fundamental S′-units.

2. Suppose that the valuation | · |v has two extensions | · |v′ and | · |v′′ to K which
do not belong to S. Let S′ = S ∪ {| · |v′}. Suppose that ε is an S′-unit such that

NK/k(ε) = avm1
1 · · · vmt

t vmt+1

with the least possible positive integer exponent mt+1. Then ε1, . . . , εs, ε is a system
of independent fundamental S′-units.

3. Suppose that the valuation | · |v has a unique extension to K . Let S′ =
S ∪ {| · |v}. If d/v /∈ Fq , then ε1, . . . , εs, v is a system of independent fundamental
S′-units. But if d/v ∈ Fq , then ε1, . . . , εs,

√
d is a system of independent funda-

mental S′-units.

Proof. 1. Suppose that the units ε1, . . . , εs, v are dependent. Then

εm1
1 · · · εms

s vm = 1,

where mi ∈ Z and m 6= 0. Consequently, vm ∈ US , but |vm|v′′ = m 6= 0; a contra-
diction.

Let ε1, . . . , εs, εs+1 be a system of independent fundamental S′-units. Then

v = aεr1
1 · · · εrs

s ε
rs+1
s+1 , (2.5)

where a ∈ F∗q , ri ∈ Z, and rs+1 6= 0, since v /∈ US . Since εi ∈ US for i = 1, . . . , s,
it follows that |εi|v′′ = 0. From (2.5) we obtain 1 = |v|v′′ = rs+1|εs+1|v′′ , whence
rs+1 = ±1. Thus, in view of (2.5), the fundamental S′-unit εs+1 can be replaced
by v.

2. We now show that the units ε1, . . . , εs, ε are independent. If εr1
1 · · · εrs

s vr = 1,
where ri ∈ Z and r 6= 0, then εr ∈ US . Therefore, |εr|v′ = r|ε|v′ = 0, whence
|ε|v′ = 0. Similarly, |ε|v′′ = 0. Consequently, ε ∈ US ; a contradiction with Propo-
sition 2.3.

Let ε1, . . . , εs, εs+1 be a system of independent fundamental S′-units. We claim
that εs+1 can be replaced by ε. Let

ε = aεr1
1 · · · εrs

s ε
rs+1
s+1 , (2.6)

where a ∈ F∗q , mi ∈ Z, and ms+1 6= 0. Let NK/k(εs+1) = bvk1
1 · · · vkt

t vkt+1 , where
b ∈ Fq. We observe that by Proposition 2.3 we have NK/k(εi) = cvi1

1 · · · vit
t for

i = 1, . . . , s. We now calculate the norms of the left- and right-hand sides in (2.6)



Groups of S-units and continued fractions 1593

and compare the exponents with which v occurs on the left- and right-hand sides.
We obtain

mt+1 = rs+1kt+1.

Since |kt+1| > mt+1 by hypothesis, rs+1 = ±1 and we can use (2.6) to replace εs+1

by ε.
3. If d/v /∈ Fq, then the proof is completely similar to part 1. Let d/v ∈ Fq. As

in part 1, it is easy to show that ε1, . . . , εs,
√

d are independent S′-units. Suppose
that ε1, . . . , εs, εs+1 is a system of independent fundamental S′-units. As in part 2,
we prove that εs+1 can be replaced by

√
d.

Theorem 2.5 is proved.

It follows from Theorem 2.5 that the key case for finding a system of independent
fundamental S-units is the following. Let v1, . . . , vt ∈ Fq[x] be irreducible polynom-
ials such that each of the valuations | · |vi

has two extensions | · |v′i and | · |v′′i to K.
As the set S we take the following set of valuations: S = {| · |∞, | · |v′1 , . . . , | · |v′t},
that is, we include into S exactly one of the two extensions of the valuation | · |vi

to K. In what follows we consider separately the cases where S contains two ele-
ments and where S contains more than two elements.

§ 3. Case |S| = 2

3.1. The general case. Let S ={| · |∞, | · |v′} and ε∈US . Then ε=(f +g
√

d)/vk

by Proposition 2.2 and NK/k(ε) = avs, where a ∈ F∗q , by Proposition 2.3. Conse-
quently, NK/k(f + g

√
d) = f2 − g2d = avm for some positive integer m.

Proposition 3.1. Suppose that m is the minimal positive integer such that the
norm equation

f2 − g2d = avm, (3.1)

where a ∈ F∗q , has a solution in polynomials f, g ∈ Fq[x], g 6= 0. Then either
f + g

√
d or f − g

√
d is a fundamental S-unit.

Proof. By Proposition 2.1, either |f + g
√

d|v′′ = 0 or |f − g
√

d|v′′ = 0. This means
that either f+g

√
d or f−g

√
d is an S-unit. For example, suppose that f+g

√
d ∈ US ,

and let ε be a fundamental S-unit. Then by Proposition 2.3 NK/k(ε) = bvk, where
b ∈ F∗q . Furthermore, we can assume that k > 0, if necessary replacing ε by ε−1.
Then k > m by the hypothesis of the proposition. We have

f + g
√

d = cεr,

where c ∈ F∗q . By considering the norms of both parts, we obtain the equation
vm = vrk, whence m = rk. Consequently, r = 1 and f + g

√
d = cε.

Proposition 3.1 is proved.

In what follows we propose a method for solving the norm equation (3.1). Each
element in the completion k can be represented as a formal power series with
coefficients in Σ. However, in the case deg v > 1, corresponding to the product
of two elements in the completion k we do not have the ordinary product of the
corresponding formal power series. The fact is that when formal power series are
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multiplied, the coefficients of the product may be polynomials of degree > deg v.
Therefore we need to rewrite the resulting formal power series in such a form that
all the coefficients belong to Σ (that is, perform the operation of ‘shift of digits’).
We introduce the following notation. If f(x) = f0 + f1x + · · ·+ frx

r ∈ Fq[x], then
we denote by f̂ = (f0, . . . , fr)t the column vector of coefficients of f . We have the
following proposition.

Proposition 3.2. Let v(x) = v0 + v1x + · · ·+ vhxh, vh 6= 0, be a fixed irreducible
polynomial, and let a(x) = a0 + a1x + · · ·+ ah−1x

h−1 and b(x) = b0 + b1x + · · ·+
bh−1x

h−1 be polynomials in Fq[x]. We divide ab by v with remainder: ab = gv + r,
where g = g0 + g1x+ · · ·+ gh−2x

h−2 and r = r0 + r1x+ · · ·+ rh−1x
h−1. Then there

exist (h × h)-matrices Av(a) and Bv(a) whose coefficients are linear functions of
a0, . . . , ah−1 with coefficients in Fq such that

r̂ = Av(a)̂b,
(

ĝ

0

)
= Bv(a)̂b. (3.2)

Remark. In equation (3.2) we add 0 to the column ĝ in order that the matrices
Av(a) and Bv(a) have the same size, which is convenient for further calculations.

Proof of Proposition 3.2. Let a, b, r, x be the images of a, b, r, x in the residue
field kv. Then ab = r. Let ϕ be the linear operator on kv given by z 7→ az, and let
Av(a) be the matrix of the operator ϕ in the basis 1, x, . . . , xh−1. Then r̂ = Av(a)̂b.

In order to find the matrix Bv(a) we consider the equation ab = gv + r. By
comparing the coefficients of xh, . . . , x2h−2 on the left- and right-hand sides of this
equation we obtain∑

l+e=h+j

glve =
∑

l′+e′=h+j

al′be′ , j = 0, 1, . . . , h− 2.

This system of h− 1 equations can be written in the matrix form

T1ĝ = T2b̂, (3.3)

where

T1 =


vh vh−1 . . . v2

0 vh . . . v3

. . . . . . . . . . . . . . . . . . .
0 0 . . . vh

 , T2 =


ah−1 ah−2 . . . a1

0 ah−1 . . . a2

. . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . ah−1

 .

Consequently, ĝ = T−1
1 T2b̂. By setting Bv(a) =

(
0 T−1

1 T2
0 0

)
we obtain the second of

equations (3.2).
Proposition 3.2 is proved.

The matrix Bv(a) in Proposition 3.2 is responsible for the ‘shift of digits’ when
formal power series are multiplied. From Proposition 3.2 it is easy to obtain the
following proposition.
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Proposition 3.3. Let u1 =
∑∞

i=s1
aiv

i and u2 =
∑∞

i=s2
biv

i be two elements in
the completion k. We set Cv(as1) = Av(as1) and Cv(ai) = Av(ai) + Bv(ai−1) for
i > s1. Then u1u2 =

∑∞
j=s1+s2

Ljv
j , where

L̂j =
∑

i+s=j

Cv(ai)̂bs. (3.4)

Proof. We write the product u1u2 in the form

u1u2 =
∞∑

j=s1+s2

Mjv
j ,

where Mj =
∑

i+s=j aibs. We divide aibs by v with remainder: aibs = gisv + ris.
Then

Mj = M ′
jv + M ′′

j ,

where M ′
j =

∑
i+s=j gis and M ′′

j =
∑

i+s=j ris. Consequently,

u1u2 = M ′′
s1+s2

vs1+s2 +
∞∑

j=s1+s2+1

(M ′
j−1 + M ′′

j )vj ,

where M ′′
s1+s2

,M ′
j−1 + M ′′

j ∈ Σ. Therefore,

Lj =

{
M ′′

s1+s2
if j = s1 + s2,

M ′
j−1 + M ′′

j if j > s1 + s2.

It follows from Proposition 3.2 that(
ĝis

0

)
= Bv(ai)̂bs, r̂is = Av(ai)̂bs.

For j = s1 + s2 we obtain

L̂s1+s2 = r̂s1s2 = Av(as1 )̂bs2 = Cv(as1 )̂bs2 ,

since Av(as1) = Cv(as1) by hypothesis. If j > s1 + s2, then

Lj = M ′
j−1 + M ′′

j =
∑

i+s=j−1

gis +
∑

i+s=j

ris.

Consequently,

L̂j =
∑

i+s=j−1

(
ĝis

0

)
+

∑
i+s=j

r̂is =
∑

i+s=j−1

Bv(ai)̂bs +
∑

i+s=j

Av(ai)̂bs

=
∑

i+s=j

(Bv(ai−1) + Av(ai))̂bs =
∑

i+s=j

Cv(ai)̂bs.

Proposition 3.3 is proved.
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Suppose that for a given m the norm equation (3.1) has a solution in polynomials
f, g ∈ Fq[x], g 6= 0. Since the valuation | · |v has two extensions to K, we have√

d ∈ k. We represent f , g,
√

d as formal power series:

f = f0 + f1v + · · ·+ frv
r, g = g0 + g1v + · · ·+ gev

e,
√

d =
∞∑

i=0

div
i, (3.5)

where fi, gi, di ∈ Σ. A comparison of the degrees of the left- and right-hand sides
in (3.1) shows that

m >
deg d

deg v
, r =

[
m

2

]
, e =

[
m deg v − deg d

2 deg v

]
, (3.6)

where [z] denotes the integer part of a number z. Furthermore, the degrees of the
polynomials fr and ge must satisfy the following relations:

r1 = deg fr =
[(

m

2
− r

)
deg v

]
=

{
0 if m is even,[
deg v

2

]
if m is odd,

(3.7)

e1 = deg ge =
[
1
2
R

]
, (3.8)

where R is the remainder after division of m deg v − deg d by 2 deg v. We set
Cv(di) = Ci and consider the matrix

Dm =


Cr−e Cr−e+1 . . . Cr

Cr−e+1 Cr−e+2 . . . Cr+1

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Cm−e−1 Cm−e . . . Cm−1

 . (3.9)

Let Dm be the matrix obtained from Dm by crossing out the first r1 + 1 rows and
the columns with numbers e1 +2, . . . , deg v (if e1 +2 > deg v, then columns are not
crossed out). The following theorem gives an algorithm for finding a fundamental
S-unit.

Theorem 3.4. For a positive integer m > deg d/deg v, the norm equation (3.1)
has a solution in polynomials f, g ∈ Fq[x], g 6= 0, if and only if the rank of the
matrix Dm is less than edeg v + e1 + 1.

Proof. Suppose that for a given m the norm equation (3.1) has a solution in poly-
nomials f, g ∈ Fq[x], g 6= 0. Then by Proposition 2.1 either |f + g

√
d|v′′ = m or

|f − g
√

d|v′′ = m. Consequently, one of the elements f + g
√

d or f − g
√

d when
expanded into a formal power series has the form

∑∞
i=m Liv

i, where Li ∈ Σ. Sup-
pose that f + g

√
d =

∑∞
i=m Liv

i. By using Proposition 3.3 for calculating the
coefficients Li we obtain the following equations:

L̂i = f̂i +
∑

j+j′=i, j′6e

Cj ĝj′ = 0, 0 6 i 6 r, (3.10)

L̂i =
e∑

j=0

Ci−j ĝj = 0, r < i < m. (3.11)
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We consider equation (3.10) for i = r. Let fr = fr,0 + · · · + fr,r1x
r1 and ge =

ge,0 + · · ·+ ge,e1x
e1 . Then

(fr,0, . . . , fr,r1 , 0, . . . , 0)t +
e−1∑
j=0

Cr−j ĝj + Cr−e(ge,0, . . . , ge,e1 , 0, . . . , 0)t = 0. (3.12)

We set

f̃r =

 fr,0

. . .
fr,r1

 , g̃e =

 ge,0

. . .
ge,e1

 , F (g) =


g̃e

ĝe−1

. . .
ĝ0

 .

Let C̃i be the matrix consisting of the first r1 + 1 rows of the matrix Ci. We point
out that F (g) is a column vector of length edeg v + e1 + 1. From (3.10), (3.12) we
obtain

f̂i = −
∑

j+j′=i, j′6e

Cj ĝj′ , 0 6 i < r, f̃r = −
e∑

p=0

C̃r−pĝp. (3.13)

By considering the last deg v − r1 − 1 equations in (3.12) and equations (3.11) we
obtain

DmF (g) = 0. (3.14)

Thus, the homogeneous system of linear equations (3.14) with matrix Dm has
a nonzero solution F (g). Consequently, the rank of the matrix Dm is less than
edeg v + e1 + 1.

Now suppose that the rank of the matrix Dm is less than edeg v+e1+1. Then the
homogeneous system of linear equations (3.14) with matrix Dm has a nonzero solu-
tion F (g). When we know the column vector F (g), we find a nonzero polynomial g.
Then by formulae (3.13) we find the coefficients of the polynomial f . By construc-
tion, the polynomials f and g have the property that deg(f2 − g2d) 6 deg vm and
vm divides f2 − g2d. Consequently, f2 − g2d = avm, where a ∈ F∗q .

Theorem 3.4 is proved.

Thus, in order to find a fundamental S-unit of the field K, first we need to
expand

√
d into a formal power series. Then, calculating consecutively the rank

of the matrix Dm, starting from m > deg d/ deg v, we find the minimal positive
integer m such that the rank of Dm is less than edeg v + e1 + 1. After that,
by solving the homogeneous system of linear equations with matrix Dm we find
a nonzero polynomial g, and by formulae (3.13) the polynomial f . The sought-for
fundamental S-unit has the form f + g

√
d.

The following proposition sharpens Theorem 3.4 for the case where d is an irred-
ucible polynomial.

Proposition 3.5. Suppose that the polynomial d is irreducible. Then the least
positive integer m such that the norm equation (3.1) has a solution in polynomials
f, g ∈ k[x], g 6= 0, is an odd number.
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Proof. Suppose that m = 2t. Since a in (3.1) must be a square, it follows that
after dividing both sides by a we can assume without loss of generality that a = 1,
that is, f , g are solutions of the norm equation f2 − g2d = v2t. We write this
equation in the form

(f − vt)(f + vt) = g2d. (3.15)

Since d is irreducible, it divides one of the factors on the left-hand side of equa-
tion (3.15). For example, suppose that f − vt = df1. Then f = vt + df1. By
substituting this expression into (3.15) we obtain

f1(2vt + df1) = g2, (3.16)

whence f1 divides g2. Consequently, the polynomials g and f1 can be represented
in the form g = f2hg2 and f1 = f2

2 h for some f2, g2, h ∈ Fq[x]. By substituting g
and f1 into (3.16) we obtain

2vt + df2
2 h = g2

2h. (3.17)

It follows from (3.17) that h divides vt and therefore h = bvr for some b ∈ F∗q . By
dividing both parts of (3.17) by h we obtain that the norm equation g2

2 − f2
2 d =

2b−1vt−r has a solution in polynomials f2, g2 ∈ Fq[x], g2 6= 0, and t− r < 2t = m,
which contradicts the minimality of m.

Proposition 3.5 is proved.

3.2. Case of elliptic curve. We consider in more detail the case where deg d = 3.
We claim that then the matrix Dm in Theorem 3.4 is a square matrix.

Suppose that m = 2m1 is even. Then it follows from equations (3.6)–(3.8) that

r = m1, e =
[
m1 −

3
2 deg v

]
=

{
m1 − 2 if deg v = 1,

m1 − 1 if deg v > 2,

r1 = 0, e1 =
[
deg v − 3

2

]
= deg v − 2.

Then

Dm =

 C1 . . . Cm1

. . . . . . . . . . . . . . . . . . .
Cm1 . . . C2m1−1


and, obviously, Dm is a square matrix. The matrix Dm is obtained from Dm by
crossing out the first row and the column with number deg v.

Now suppose that m = 2m1−1 is odd. Then it follows from equations (3.6)–(3.8)
that

r = m1 − 1, e =
[
m1 −

deg v + 3
2 deg v

]
=

{
m1 − 2 if deg v 6 2,

m1 − 1 if deg v > 3,

r1 =
[
deg v

2

]
, e1 =


0 if deg v = 1,
1 if deg v = 2,[
deg v−3

2

]
if deg v > 3.
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In the case deg v 6 2,

Dm =

 C1 . . . Cm1−1

. . . . . . . . . . . . . . . . . . .
Cm1 . . . C2m1−2

 .

The matrix Dm is obtained from Dm by crossing out the first deg v rows (no columns
are crossed out). Consequently, for deg v 6 2,

Dm =

 C2 . . . Cm1

. . . . . . . . . . . . . . . . . . .
Cm1 . . . C2m1−2

 (3.18)

is a square matrix of order (m1 − 1) deg v.
If, however, deg v > 3, then

Dm =

 C0 . . . Cm1−1

. . . . . . . . . . . . . . . . . . . . .
Cm1−1 . . . C2m1−2


and Dm is a square matrix. The matrix Dm is obtained from Dm by crossing out
the first [deg v/2]+1 rows and the columns with numbers [(deg v +1)/2], . . . ,deg v.
It is easy to verify that the number of rows and columns being crossed out coincide.
Therefore, Dm is a square matrix.

Thus, in the case of elliptic curves we can state Theorem 3.4 as follows.

Theorem 3.6. For a positive integer m > 3/ deg v the norm equation (3.1) has
a solution in polynomials f, g ∈ Fq[x], g 6= 0, if and only if detDm = 0.

Example 3.7. Let k = F3(x), v = x2 + 1 ∈ k[x], and let

d = x3 + 2x2 + x + 1 = (x + 2)v + 2 ∈ k[x]

which is an irreducible polynomial. In our case, for the polynomial u = u0+u1x ∈ Σ
we have

Av(u) =
(

u0 −u1

u1 u0

)
, Bv(u) =

(
0 u1

0 0

)
.

Since 2 is a square in the residue field F3[x]/(v), it follows that
√

d ∈ k and the
element

√
d can be represented as a formal power series:

√
d = x + (x + 2)v + (x + 1)v2 + xv3 + xv4 + 2xv5 + (2x + 1)v6 + · · · .

Then the first five matrices Ci are as follows:

C0 =
(

0 2
1 0

)
, C1 =

(
2 0
1 2

)
, C2 =

(
1 0
1 1

)
,

C3 =
(

0 0
1 0

)
, C4 =

(
0 0
1 0

)
.
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Since the polynomial d is irreducible, by Proposition 3.5 the sought-for m is odd.
We have

m > 2, r =
[
m

2

]
, e =

[
2m− 3

4

]
, e1 = r1 = 1.

Since m is odd, the matrix Dm has the form (3.18).
Let m = 3. Then D3 = C2 is a nonsingular matrix.
Let m = 5. Then

D5 =
(

C2 C3

C3 C4

)
=


1 0 0 0
1 1 1 0
0 0 0 0
1 0 1 0

 .

We have det D5 = 0. The homogeneous system of linear equations D5F (g) = 0 has
the solution F (g) = (0, 0, 1, 0)t, whence g = x. We now obtain f = 1−2xv−xv2 =
2x5 + 2x3 + 1. Thus, a fundamental S-unit of the field K has the form

ε = 2x5 + 2x3 + 1 + x
√

x3 + 2x2 + x + 1.

3.3. Case deg v = 1. Let v = x− α. We can identify the completion k with the
field of formal power series Fq((v)). In this case, Av(f) = (0) and Bv(f) = f for
any f ∈ Fq. If

√
d =

∑∞
i=0 div

i is the expansion of
√

d into a formal power series
in k, then Ci = di. From (3.6)–(3.8) we obtain that in the case of even m = 2l
we have r = l; but if m = 2l − 1, then r = l − 1. In both cases, r1 = e1 = 0 and
e = l − n− 1. Then the matrix Dm in Theorem 3.4 has the form

D2l =


dn+2 dn+3 . . . dl+1

dn+3 dn+4 . . . dl+2

. . . . . . . . . . . . . . . . . . . . . . . . . .
dl+n dl+n+1 . . . d2l−1

 , D2l−1 =


dn+1 dn+2 . . . dl

dn+2 dn+3 . . . dl+1

. . . . . . . . . . . . . . . . . . . . . . . . . .
dl+n−1 dl+n . . . d2l−2

 .

(3.19)
We obtain the following corollary of Theorem 3.4.

Corollary 3.8. Let m > 2n + 1. If m = 2l (respectively, m = 2l − 1), then the
norm equation (3.1) has a solution in polynomials f, g ∈ Fq[x], g 6= 0, if and only if
the rank of the matrix D2l (respectively, D2l−1) defined in (3.19) is less than l−n.

If K is the field of functions of an elliptic curve, that is, deg d = 3, then D2l and
D2l−1 are square matrices and we obtain the following result.

Corollary 3.9. Suppose that deg d = 3 and m > 3. If m = 2l (respectively,
m = 2l−1), then the norm equation (3.1) has a solution in polynomials f, g ∈ Fq[x],
g 6= 0, if and only if det D2l = 0 (respectively, detD2l−1 = 0).

The matrices of special form that appear in Corollary 3.9 are known as Hankel
matrices (for a different numbering of the unknown coefficients of the polynomial
g we obtain Toeplitz matrices). These matrices have numerous applications in
algebra, theory of functions, harmonic analysis, probability theory, coding theory,
and in many other areas (see the monograph [6] and survey [7]).
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Example 3.10. Let d = x3 +x2 +x+1 ∈ F5[x] and v = x. Then in the completion k
we have the following expansion of

√
d into a formal power series:

√
d = 1 + 3x + x2 + 0 · x3 + 2x4 + · · · .

The valuation | · |v has two extensions to k(
√

d). Let S = {| · |∞, | · |v′}. We have
D3 = (1) and D4 = (0). As a solution of the homogeneous system of linear
equations with matrix D4 we take g = 1. Then from the conditions |f +

√
d|v′ = 4

and deg f 6 2 we obtain f = −1 − 3x − x2. Thus, ε = −x2 − 3x − 1 +
√

d is
a fundamental S-unit and NK/k(ε) = x4.

§ 4. Case |S| > 2

Now let S = {| · |∞, | · |v′1 , . . . , | · |v′t}, where t > 1. By part 2 of Theorem 2.5,
a system of independent fundamental S-units can be constructed by induction. We
set Si = {| · |∞, | · |v′1 , . . . , | · |v′i} and S′i = {| · |∞, | · |v′i}. Let δi be a fundamental
S′i-unit, which can be found by using Theorem 3.4. Let NK/k(δi) = biv

mi
i , where

bi ∈ F∗q .
Now suppose that we have already constructed independent fundamental Si-units

ε1, . . . , εi. By Theorem 2.5 we need to find an Si+1-unit εi+1 such that

NK/k(εi+1) = ai+1v
mi+1,1
1 · · · vmi+1,i

i v
mi+1,i+1
i+1 ,

where ai+1 ∈ F∗q and the exponent mi+1,i+1 > 0 is least possible. Then ε1, . . . ,
εi, εi+1 is a system of independent fundamental Si+1-units.

Let ε1, . . . , εt be independent fundamental S-units constructed in this way. Con-
sider the matrix

H(ε1, . . . , εt) =


m11 0 . . . 0
m21 m22 . . . 0
. . . . . . . . . . . . . . . . . . . . .
mt1 mt2 . . . mtt

 . (4.1)

We have the following proposition.

Proposition 4.1. There exists a system of independent fundamental S-units
ε1, . . . , εt such that the matrix H(ε1, . . . , εt) defined in (4.1) has the following prop-
erties :

1) 0 6 mir < mrr for r = 1, . . . , t− 1, i = r + 1, . . . , t;
2) εi = fi + gi

√
d, where fi, gi ∈ Fq[x], gi 6= 0, i = 1, . . . , t;

3)
∑i

j=1 mij deg vj > deg d;
4) mii divides mi for i = 1, . . . , t;
5) if mii = mi, then mi1 = · · · = mi,r−1 = 0;
6) the row (mi/mii)(mi1, . . . ,mi,i−1) is a linear combination with integer coeffi-

cients of the rows (m11, 0, . . . , 0), . . . , (mi−1,1, . . . ,mi−1,i−1).

Proof. 1) Let ε1, . . . , εt be a system of independent fundamental S-units constructed
by induction. If ε′1, . . . , ε

′
t is another system of independent fundamental S-units,

then
ε′i = εbi1

1 · · · εbit
t , i = 1, . . . , t. (4.2)
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Furthermore, B = (bij) ∈ GLt(Z). Conversely, if B = (bij) ∈ GLt(Z) is an arbi-
trary matrix, then formulae (4.2) define a transition to a new system of independent
fundamental S-units. It is easy to see that, furthermore,

H(ε′1, . . . , ε
′
t) = BH(ε1, . . . , εt).

Therefore, by multiplying H(ε1, . . . , εt) by a suitable matrix B ∈ GLt(Z) we can
ensure that condition 1) holds.

2) Let εi = (fi + gi

√
d)/(vl1

1 · · · vli
i ), where fi, gi ∈ Fq[x], gi 6= 0, and suppose,

for example, that l1 > 0. Then

|εi|v′′1 = |fi + gi

√
d|v′′1 − l1 = 0. (4.3)

Since NK/k(εi) = (f2
i − g2

i d)/(v2l1
1 · · · v2li

i ), we have

f2
i − g2

i d = v2l1+mi1
1 · · · v2li+mii

i .

Since mi1 > 0 by hypothesis, we have 2l1 +mi1 > 0. Then |fi +gi

√
d|v′′1 = 2l1 +mi1

by Proposition 2.1. It follows from (4.3) that 2l1 + mi1 = l1, whence we obtain the
equation mi1 = −l1 < 0; a contradiction.

3) Since εi = fi + gi

√
d by condition 2), we have f2

i − g2
i d = vmi1

1 · · · vmii
i . Since

gi 6= 0, by comparing the degrees of the left- and right-hand sides we obtain the
required assertion.

4) Since δi is an Si-unit, we have δi = ciε
a1
1 · · · εai

i , where ci ∈ F∗q . Then

NK/K(δi) = NK/K(ciε
a1
1 · · · εai

i ), (4.4)

whence we obtain mi = aimii, which is what proves condition 4). If mii = mi, then
ai = 1 and we can replace εi by δi. After this replacement, condition 5) holds.

6) It follows from (4.4) that

mi

mii
(mi1, . . . ,mi,i−1) = a1(m11, 0, . . . , 0) + · · ·+ ai(mi−1,1, . . . ,mi−1,i−1).

Proposition 4.1 is proved.

Corollary 4.2. Let ε1, . . . , εt−1 be a system of independent fundamental St−1-
units. Let mtt be the least positive integer divisor of mt with the following property :
there exist integers 0 6 mtj < mjj , j = 1, . . . , t− 1, satisfying conditions 3), 5), 6)
of Proposition 4.1 such that the norm equation

f2 − g2d = avmt1
1 · · · vmtt

t , (4.5)

where a ∈ F∗q , has a solution in polynomials f, g ∈ Fq[x], g 6= 0. Let εt be an S-unit
obtained from this solution by using Proposition 2.4. Then ε1, . . . , εt is a system of
independent fundamental S-units.

As in the case of a single valuation, solving the norm equation (4.5) reduces to
solving a certain homogeneous system of linear equations. It follows from (4.5) that

deg f 6

[
1
2

t∑
j=1

mij deg vj

]
= r, deg g 6

[
1
2

( t∑
j=1

mij deg vj − deg d

)]
= l.
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Let f = f0 + f1x + · · ·+ frx
r and g = g0 + g1x + · · ·+ glx

l. We choose one of the
valuations | · |vj

, 1 6 j 6 t, and represent f + g
√

d in the form of a formal power
series in vj :

f + g
√

d =
∞∑

i=0

Liv
i
j ,

where Li ∈ Σ; here the coefficients of the polynomial Li are linear forms in
f0, . . . , fr, g0, . . . , gl. We require that the following conditions hold:

L0 = · · · = Lmtj−1 = 0. (4.6)

Then (4.6) gives a homogeneous system of linear equations with respect to the
coefficients f0, . . . , fr, g0, . . . , gl with some matrix Mvj :

Mvj
(f0, . . . , fr, g0, . . . , gl)t = 0.

Having performed this construction for all the valuations | · |vj , j = 1, . . . , t, we
obtain that f0, . . . , fr, g0, . . . , gl is a solution of the homogeneous system of linear
equations

M(f0, . . . , fr, g0, . . . , gl)t = 0, (4.7)

where M is a block matrix of the form M =
( Mv1...

Mvt

)
.

Conversely, if f0, . . . , fr, g0, . . . , gl is a solution of (4.7) such that not all the gi

are equal to zero, then by construction the nonzero polynomial f2 − g2d is divis-
ible by the product vmt1

1 · · · vmtt
t . Furthermore, deg f2 − g2d 6 deg vmt1

1 · · · vmtt
t .

Consequently, f2 − g2d = avmt1
1 · · · vmtt

t , where a ∈ F∗q .
Thus, we have proved the following theorem.

Theorem 4.3. The norm equation (4.5) has a solution f, g ∈ Fq[x], g 6= 0, if and
only if the homogeneous system of linear equations (4.7) has a solution f0, . . . , fr ,
g0, . . . , gl such that not all of the gk are equal to zero.

We also point out the following property of S-units, which holds for our choice
of S.

Proposition 4.4. Let ε ∈ US . If NK/k(ε) ∈ F∗q , then ε ∈ F∗q .

Proof. Let ε = (f + g
√

d)/(vm1
1 · · · vmt

t ), where f, g ∈ Fq[x]. Suppose that m1 > 0.
Then |f + g

√
d|v′1 = m1. By hypothesis, NK/k(ε) = a; consequently,

f2 − g2d = av2m1
1 · · · v2mt

t .

Hence we obtain that

|f + g
√

d|v′1 + |f − g
√

d|v′1 = 2m1.

Since |f + g
√

d|v′1 > 0, by Proposition 2.1 we have |f + g
√

d|v′1 = 2m1; a contra-
diction. Therefore, m1 = · · · = mt = 0. But then NK/k(ε) /∈ F∗q , which contradicts
the hypothesis.

Proposition 4.4 is proved.
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Remark. Proposition 4.4 ceases to be true in the case of an arbitrary S. Indeed,
let ε be a fundamental unit in Example 3.10. We set S1 = S ∪ {| · |x′′}. Then the
element ε/x2 is a nontrivial S1-unit and NK/k(ε/x2) = 1. Note that ε/x2 is not an
S-unit (and not even an S-integer element).

Example 4.5. Suppose that the conditions of Example 3.10 hold. Let u = x − 1.
The valuation | · |u has two extensions | · |u′ and | · |u′′ to k(

√
d). We set S1 =

{| · |∞, | · |v′ , | · |u′}. We now find a system of independent fundamental S1-units.
First we set T = {| · |∞, | · |u′} and find a fundamental T -unit. Let k1 be the

completion of k with respect to | · |u. In the field k1 we have the following expansion
of
√

d into a formal power series:
√

d = 2 + 4(x− 1) + 2(x− 1)2 + 0 · (x− 1)3 + 4(x− 1)4 + · · · .

We have D3 = (2) and D4 = (0). As in Example 3.10, we obtain g = 1 and
f = −2− 4(x− 1)− 2(x− 1)2 = 3x2. Thus, ε1 = 3x2 +

√
d is a fundamental T -unit

and NK/k(ε1) = −(x− 1)4.
If ε, ε2 is a system of independent fundamental S1-units, then by Proposition 4.1

the matrix H(ε, ε2) can have one of the following forms:

1)
(

4 0
2 1

)
; 2)

(
4 0
3 1

)
; 3)

(
4 0
2 2

)
; 4)

(
4 0
0 4

)
.

We consider these cases consecutively, until we find a system of independent
fundamental S1-units.

1) We have the norm equation f2 − g2d = ax2(x − 1). Then deg f = 1 and
deg g = 0. Let f = f0 +f1x. In the completion k with respect to the valuation | · |x
the element f + g

√
d has the form

f0 + g + (f1 + 3g)x + gx2 + · · · .

Hence we obtain the equations f0 + g = 0 and f1 + 3g = 0.
In the completion of k1 the element f + g

√
d has the form

f0 + f1 + 2g + (f1 + 4g)(x− 1) + 2g(x− 1)2 + · · · .

Hence we obtain the equation f0 + f1 + 2g = 0. Thus, we have a homogeneous
system of linear equations with the matrix

(
1 0 1
0 1 3
1 1 2

)
, which is nonsingular. Therefore,

f0 = f1 = g = 0, and our norm equation has no nontrivial solutions.
2) We have the norm equation f2 − g2d = ax3(x − 1). Then deg f = 2 and

deg g = 0. Let f = f0 + f1x + f2x2. In this case we obtain a homogeneous system

of linear equations with the matrix
(

1 0 0 1
0 1 0 3
0 0 1 1
1 1 1 2

)
, which is also nonsingular. Therefore

the norm equation also has no nontrivial solutions.
3) We have the norm equation f2 − g2d = ax2(x − 1)2. Then, as in part 2),

deg f = 2 and deg g = 0. We obtain a homogeneous system of linear equations with

the matrix
(

1 0 0 1
0 1 0 3
1 1 1 2
0 1 2 4

)
, the determinant of which is equal to zero. By solving this

system we obtain f = 4+2x+2x2 and g = 1. By Corollary 4.2, ε = −x2−3x−1+
√

d
and ε2 = 2x2 + 2x + 4 +

√
d is a system of independent fundamental S1-units.
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§ 5. Continued fractions in function fields

5.1. Construction and properties of continued fractions. Continued frac-
tions in function fields in the case of the valuation | · |∞ were for the first time
introduced by Artin (see [8]). We consider the general case of an arbitrary valu-
ation | · |v of the field k = L(x), where L is an arbitrary field. Let β ∈ k. We
represent β in the form of a formal power series:

β =
∞∑

i=s

div
i,

where di ∈ Σ, and set

[β] =


0∑

i=s

div
i if s 6 0,

0 if s > 0.

Let a0 = [β]. If β − a0 6= 0, then we set

β1 =
1

β − a0
∈ k, a1 = [β1].

Next we define by induction elements ai, βi: if βi−1 − ai−1 6= 0, then

βi =
1

βi−1 − ai−1
∈ k, ai = [βi].

As a result we obtain the continued fraction

a0 +
1

a1 +
1

a2 +
1

a3 + · · ·

(5.1)

Proposition 5.1. The continued fraction (5.1) is finite if and only if β ∈ k.

Proof. Suppose that β ∈ k. Let βi = bi/ci, where bi, ci ∈ L[x] and (bi, ci) = 1.
Then |βi|v = −s < 0 by construction. Let

ci = vsci+1, [βi] =
a0 + · · ·+ asv

s

vs
,

where ai ∈ Σ. Then

βi − [βi] =
bi

vsci+1
− a0 + · · ·+ asv

s

vs
=

bi − ci+1(a0 + · · ·+ asv
s)

vsci+1
.

Since |βi− [βi]|v > 0, we have bi−ci+1(a0 + · · ·+asv
s) = vsbi+1, where bi+1 ∈ L[x].

Then
βi+1 =

ci+1

bi+1
.

Furthermore, deg ci+1 < Mi and deg bi+1 < Mi, where Mi = max{deg bi,deg ci}.
The decreasing sequence of positive integers Mi must terminate. This means that
the continued fraction (5.1) is finite. The converse assertion is obvious.

Proposition 5.1 is proved.
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We use the standard abbreviated notation [a0, a1, a2, . . . ] for the continued
fraction (5.1). By construction, βn = [an, an+1, . . . ].

We define by induction elements pi, qi ∈ k. We set

p−2 = 0, p−1 = 1, q−2 = 1, q−1 = 0,

and if n > 0, then

pn = anpn−1 + pn−2, qn = anqn−1 + qn−2. (5.2)

Then pn/qn = [a0, a1, a2, . . . , an] for n > 0. It can be shown in standard fashion
(see [9]) that for n > −1 the following relations hold:

qnpn−1 − pnqn−1 = (−1)n, (5.3)

qnβ − pn =
(−1)n

qnβn+1 + qn−1
, (5.4)

β =
pnβn+1 + pn−1

qnβn+1 + qn−1
. (5.5)

We call the fraction pn/qn the nth convergent to β. By construction, |an|v =
|βn|v < 0 for n > 1. From (5.2) it is easy to obtain by induction the relation

|qn|v = |an|v + |qn−1|v =
n∑

j=1

|aj |v, (5.6)

and from (5.4) we obtain

|qnβ − pn|v = −|qn+1|v = −|an+1|v − |qn|v > −|qn|v, (5.7)

or, which is equivalent, ∣∣∣∣β − pn

qn

∣∣∣∣
v

> −2|qn|v. (5.8)

Therefore, limn→∞ pn/qn = β, that is, the convergents converge to β.
As in the case of the field of real numbers, one can show in standard fashion

that if the continued fraction [a0, a1, . . . ] for β is periodic, then β ∈ k is a quadratic
irrationality. In the case of an infinite field L and the valuation | · |∞, the converse
assertion is not always true (see [10]). The following proposition holds.

Proposition 5.2. Let L = Fq be the field of q elements, and let deg v = 1. If
β ∈ k = L((v)) is a quadratic irrationality, then the continued fraction for β is
periodic.

Proof. Let β ∈ L((v)) be a root of a quadratic polynomial H(X) = rX2 + sX + t,
where r, s, t ∈ L[v], and let β = [a0, a1, . . . ] be the expansion of β into a continued
fraction. We set

D = s2 − 4rt, H(X, Y ) = rX2 + sXY + tY 2.

Then from (5.5) we obtain

βn+1 =
Bn + rβ

An
, (5.9)
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where

An = (−1)n+1H(pn, qn), Bn = (−1)n(rpn−1pn + spn−1qn + tqn−1qn).

Clearly, for a sufficiently large n we have |pn/qn − β|v > |β − β|v, where β is the
second root of H(X). Then∣∣∣∣pn

qn
− β

∣∣∣∣
v

=
∣∣∣∣pn

qn
− β + β − β

∣∣∣∣
v

= |β − β|v.

Since β − β = 2
√

D/r, we have |β − β|v = (1/2)|D|v − |r|v. Hence we obtain

|pn − βqn|v = |qn|v +
1
2
|D|v − |r|v.

Since H(X, Y ) = r(X − βY )(X − βY ), by taking into account (5.7) we find

|An|v =
∣∣r(pn − βqn)(pn − βqn)

∣∣
v

=
1
2
|D|v − |an+1|v > 0. (5.10)

Let us find a lower estimate for |Bn|v. From (5.9) we find Bn = Anβn+1 − rβ.
It follows from equation β(rβ + s) = −t that |rβ|v > 0. By taking into account
(5.10) and the fact that |βn+1|v = |an+1|v, we find

|Anβn+1|v = |Anan+1|v =
1
2
|D|v > 0.

Therefore,
|Bn|v > min

{
|Anβn+1|v, |rβ|v

}
> 0.

Thus, An, Bn are polynomials in L[x]. Their degrees do not exceed
max{deg r, deg s,deg t}. Since the field L is finite, there are finitely many such
polynomials. This means that for some i and j we must have Ai = Ai+j and
Bi = Bi+j . Then βi = βi+j and the continued fraction for β is periodic.

Proposition 5.2 is proved.

We point out that in the case deg v > 1 the argument given above ceases to be
valid. Although An, Bn will be, as before, polynomials in L[x], we cannot claim
that their degrees are bounded above.

5.2. Best approximations. We introduce the notion of a best approximation to
an element β ∈ k. If a/b ∈ L(x), where a, b ∈ L[x] are coprime polynomials, then
we expand a and b in powers of v:

a = a0 + a1v + · · ·+ asv
s, b = b0 + b1v + · · ·+ btv

t,

where ai, bi ∈ Σ, as 6= 0, bt 6= 0. Then, after dividing a and b by vr, where
r = max{s, t}, we represent the fraction a/b in the form

a

b
=

c−mv−m + · · ·+ c0

d−rv−r + · · ·+ d0
, (5.11)

where ci, di ∈ Σ, c−m 6= 0, d−r 6= 0, and c0 and d0 are not simultaneously equal
to zero. In what follows we assume that all elements in L(x) are written in the
form (5.11).
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Definition 5.3. An irreducible fraction p/q ∈ L(x) is a best approximation to
β ∈ k if for any other irreducible fraction a/b 6= p/q such that |b|v > |q|v we have
the inequality ∣∣∣∣β − p

q

∣∣∣∣
v

>

∣∣∣∣β − a

b

∣∣∣∣
v

.

Theorem 5.4. A fraction p/q is a best approximation to β if and only if one of
the following conditions holds.

1. Let deg v = 1. The fraction p/q is a best approximation to β if and only if
|β − p/q|v > −2|q|v .

2. Let deg v > 1. If |β−p/q|v > −2|q|v+1, then the fraction p/q is a best approxi-
mation to β. If the fraction p/q is a best approximation to β, then |β−p/q|v >−2|q|v .

Proof. Suppose that the following condition holds for the fraction p/q:∣∣∣∣β − p

q

∣∣∣∣
v

>

{
−2|q|v if deg v = 1,
−2|q|v + 1 if deg v > 1.

Let c/d be a fraction such that c/d 6= p/q and |d|v > |q|v. Since

|pd− cq|v 6

{
0 if deg v = 1,

1 if deg v > 1,

we have ∣∣∣∣pq − c

d

∣∣∣∣
v

= |pd− cq|v − |q|v − |d|v 6

{
−2|q|v if deg v = 1,

−2|q|v + 1 if deg v > 1.

From the last inequality we obtain∣∣∣∣β − c

d

∣∣∣∣
v

=
∣∣∣∣β − p

q
+

p

q
− c

d

∣∣∣∣
v

=
∣∣∣∣pq − c

d

∣∣∣∣
v

<

∣∣∣∣β − p

q

∣∣∣∣
v

.

Therefore, the fraction p/q is a best approximation to β.
Now suppose that the fraction p/q is a best approximation to β. Let h = deg v.

We write the elements p, q, β in the form of formal power series in v:

p =
0∑

i=−r

aiv
i, q =

0∑
i=−s

biv
i, β =

∞∑
i=m

uiv
i, (5.12)

where ai, bi, ui ∈ Σ, a−r 6= 0, b−s 6= 0. Suppose that |β − p/q|v 6 −2|q|v. Then
l = |qβ − p|v 6 −|q|v = s. It is easy to obtain from the definition of a best
approximation that l > 0. Then we must have |p|v = |q|v + |β|v, that is, r = s−m.
We set

Cj =


0 if j < m,

Av(um) if j = m,

Av(uj) + Bv(uj−1) if j > m,
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where the matrices Av, Bv are defined in (3.2). Then qβ =
∑∞

j=m−s djv
j , where

d̂j =
∑

i+e=j Cib̂e. Since

|qβ − p|v =
∣∣∣∣ 0∑
i=−r

(di − ai)vi +
∞∑

i=1

div
i

∣∣∣∣
v

= l,

we obtain the following equations:

âi = d̂i, i = −r, . . . , 0, (5.13)

d̂1 = d̂2 = · · · = d̂l−1 = 0. (5.14)

We set

q̂ =

 b̂0

. . .

b̂−s

 , C =

 C1 . . . Cs+1

. . . . . . . . . . . . . . . . . . .
Cl−1 . . . Cs+l−1

 .

It follows from (5.14) that q̂ is a solution of the homogeneous system of linear
equations

CY = 0, (5.15)

where Y = (y1, . . . , yh(s+1))t is a column vector containing h(s + 1) variables. The
matrix C with coefficients in the field L contains h(s + 1) columns and h(l − 1)
rows. Since l 6 s by our assumption, we have rankC 6 h(l − 1). Consequently,
a general solution of (5.15) has the form

yi = Hi(z1, . . . , zm), i = 1, . . . , h(s + 1), (5.16)

where Hi is some linear form in the variables z1, . . . , zm and

m = h(s + 1)− rank C > h(s− l + 2) > 2h.

Let V be the space of solutions of (5.15). By what was said above, dim V = m > 2h.
We associate with each nonzero tuple (z0

1 , . . . , z0
m) ∈ Lm the element q1 =

(y0
1 , . . . , y0

h(s+1))
t ∈ V , where y0

i = Hi(z0
1 , . . . , z0

m). In turn, for an arbitrary nonzero
element q1 ∈ V we can construct a fraction p1/q1 that has the following properties:
|q1|v > |q|v and

|q1β − p1|v > |qβ − p|v. (5.17)

For that we construct the polynomials b0
−i = y0

hi+1 + y0
hi+2x + · · · + y0

hi+hxh−1,
i = 0, . . . , s. Next, we set

â 0
j =

∑
i+e=j

Cib̂
0
e , j = −r, . . . , 0,

and consider the elements

q1 =
s−1∑
i=0

b0
−iv

−i, p1 =
−r∑
i=0

a0
−iv

−i.

The fraction p1/q1 will be the required one.
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We distinguish in V two subspaces U and W , which we shall now describe. Since
(5.15) has a solution q in which b−s 6= 0, not all of the forms Hsh+1, . . . ,Hsh+h are
zero. Let T ⊂ Lm be the space of solutions of the homogeneous system of linear
equations

Hsh+1(z1, . . . , zm) = · · · = Hsh+h(z1, . . . , zm) = 0.

Then dim T 6 m− 1. Let U be the set of those solutions of the system (5.15) that
correspond to elements of T . Clearly, U is a proper subspace of V .

We now describe the set of those fractions p1/q1 for which |q1|v > |q|v and
p/q = p1/q1 in the field L(x). Since the fraction p/q is irreducible, the fraction
p1/q1 is obtained from p/q as follows: we multiply p and q by some polynomial
α ∈ L[x], and then reduce the resulting fraction αp/(αq) to the form (5.11).

The polynomials a0, b0 in (5.12) are not simultaneously equal to zero. For
definiteness suppose that a0 6= 0 and deg a0 > deg b0. Then αp =

∑0
i=−r αaiv

i.
We claim that deg αa0 < deg v. Suppose the opposite. Then αa0 can be represented
in the form αa0 = c0 + c1v + · · ·+ clv

l, where ci ∈ Σ, l > 0. Consequently, in order
to represent the fraction αp/(αq) in the form (5.11) we must divide the numerator
and denominator by vl. But then we obtain |q1|v < |q|v; a contradiction. Thus, we
have

deg α < deg v −max{deg a0,deg b0} = d 6 h.

Let R be the space of polynomials in L[x] of degree less than d. If α ∈ U , then
we consider the fraction αp/(αq) and represent it in the form (5.11). As a result we
obtain a fraction p1/q1. Consider the column vector q̂1. Since∣∣∣∣β − p1

q1

∣∣∣∣
v

=
∣∣∣∣β − p

q

∣∣∣∣
v

,

it follows that q̂1 is a solution of (5.15) and therefore, q̂1 ∈ V . We denote by W
the set of all column vectors q̂1 that can be obtained in this way, together with the
zero column. Clearly, W is a subspace of V and dim W = d 6 h. Consequently, W
is a proper subspace of V .

Since U and W are proper subspaces of V , we have V \ (U ∪ W ) 6= ∅. Let
q̂1 ∈ V \(U ∪W ). Consider the fraction p1/q1 corresponding to q̂1. By construction
we have |q1|v = |q|v and p/q 6= p1/q1 in the field L(x). Then it follows from
inequality (5.17) that ∣∣∣∣β − p1

q1

∣∣∣∣
v

>

∣∣∣∣β − p

q

∣∣∣∣
v

.

This contradicts the fact that p/q is a best approximation to β.
Theorem 5.4 is proved.

Proposition 5.5. If fractions a/b and c/d are best approximations to β such that
|b|v = |d|v , then there exists a constant h ∈ L∗ such that a = hc and b = hd.

Proof. If a/b 6= c/d in L(x), then by the definition of a best approximation we have
the inequalities ∣∣∣∣β − a

b

∣∣∣∣
v

>

∣∣∣∣β − c

d

∣∣∣∣
v

,

∣∣∣∣β − a

b

∣∣∣∣
v

<

∣∣∣∣β − c

d

∣∣∣∣
v

;
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a contradiction. Therefore, a/b = c/d in L(x). By taking into account the
irreducibility of these fractions we obtain the required assertion.

Proposition 5.5 is proved.

Theorem 5.6. Suppose that deg v = 1. The following assertions hold :
1) the nth convergent pn/qn to β is a best approximation to β;
2) if a fraction a/b is a best approximation to β, then there exist a convergent

pn/qn to β and a constant c ∈ L∗ such that a = cpn and b = cqn.

Proof. 1) Since

pn = c−sv
−s + · · ·+ c0, qn = d−rv

−r + · · ·+ d0,

where ci, di ∈ L, it follows that pn/qn has the form (5.11). Inequality (5.7) and
Theorem 5.4 now immediately imply that pn/qn is a best approximation to β.

2) First we prove that |b|v = |qn|v for some convergent pn/qn. Suppose the
opposite. Since |q0|v = |1|v = 0 and |qn|v < |qn−1|v by (5.6), and |b|v 6 0, it follows
that there exists n such that

|qn+1|v < |b|v < |qn|v.

Since a/b is a best approximation to β and |qn|v > |b|v, we have∣∣∣∣β − a

b

∣∣∣∣
v

>

∣∣∣∣β − pn

qn

∣∣∣∣
v

.

Then ∣∣∣∣ 1
bqn

∣∣∣∣
v

>

∣∣∣∣pn

qn
− a

b

∣∣∣∣
v

=
∣∣∣∣pn

qn
− β + β − a

b

∣∣∣∣
v

=
∣∣∣∣β − pn

qn

∣∣∣∣
v

= |qnβ − pn|v − |qn|v = −|qn+1|v − |qn|v. (5.18)

Hence, −|b|v > −|qn+1|v, which contradicts the inequality |qn+1|v < |b|v. Thus,
|qn|v = |b|v for some n. By applying Proposition 5.5 we complete the proof of
Theorem 5.6.

Theorem 5.6 is proved.

In the case deg v > 1 the convergent pn/qn is not necessarily a best approxima-
tion to β.

Example 5.7. Let k, v, and d be the same as in Example 3.7. By expanding
√

d
into a continued fraction we obtain

a0 = x, a1 = (x + 1)v−1 + 1, a2 = v−1 + x + 1, a3 = (2x + 1)v−1, . . . .

Then the convergents to
√

d have the form

p1

q1
=

(x + 2)v−1 + x + 2
(x + 1)v−1 + 1

,
p2

q2
=

(x + 2)v−2 + xv−1 + x + 2 + v

(x + 1)v−2 + (2x + 1)v−1 + x
.

We claim that p2/q2 is not a best approximation to
√

d. By (5.7),∣∣∣∣√d− p2

q2

∣∣∣∣
v

= −|a3|v − 2|q2|v = 5.
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On the other hand, in order to write the convergent p2/q2 in the form (5.11) we
need to divide the numerator and denominator by v:

p2

q2
=

p̃2

q̃2
=

(x + 2)v−3 + xv−2 + (x + 2)v−1 + 1
(x + 1)v−3 + (2x + 1)v−2 + xv−1

.

Then we have ∣∣∣∣√d− p̃2

q̃2

∣∣∣∣
v

=
∣∣∣∣√d− p2

q2

∣∣∣∣
v

= 5 < −2|q̃2|v = 6.

By Theorem 5.4, p2/q2 is not a best approximation to
√

d.

5.3. Continued fractions and S-units. In this subsection we again assume
that L = Fq is a finite field of characteristic p > 2 and k = Fq(x). We show how
continued fractions can be used for finding fundamental S-units in hyperelliptic
fields.

Let v ∈ Fq[x] be an irreducible polynomial. Suppose that the valuation | · |v
has two non-equivalent extensions | · |v′ and | · |v′′ to the field K = k(

√
d). Let

S = {| · |∞, | · |v′}. In the classical case of a quadratic extension L = Q(
√

r),
r > 0, of the field Q, a fundamental unit of the field L can be found by using the
expansion of

√
d or (

√
d− 1)/2 into a continued fraction (see [11], Ch. II, § 7). Our

purpose is to show that in the case of the hyperelliptic field K and the valuation
| · |v defined by a linear polynomial v, a fundamental S-unit can be found by using
the method of continued fractions.

Theorem 5.8. Let v ∈ Fq(x) and deg v = 1. Suppose that for some minimal
positive integer m equation (3.1) has a solution in polynomials f, g ∈ Fq[x], g 6= 0.
The following assertions hold.

1. If m = 2t + 1, then f/g is a best approximation to
√

d. Thus, f/g = pn/qn

for some convergent pn/qn to
√

d.
2. If m = 2t, then there exists a divisor h of the polynomial d such that

deg h < (1/2) deg d and the equation

d

h
g2
1 − hf2

1 = bvt, (5.19)

where b ∈ F∗q , has a solution in polynomials f1, g1 ∈ Fq[x]. Furthermore, f1/g1

is a best approximation to
√

d/h and, consequently, f1/g1 = pn/qn for some con-
vergent pn/qn to

√
d/h. Conversely, if f1, g1 ∈ Fq[x] is a solution of (5.19), then

f1/g1 is a best approximation to
√

d/h, f1/g1 = pn/qn for some convergent pn/qn

to
√

d/h, and the polynomials f and g defined by the formulae

f =
1
2

(
hf2

1 +
d

h
g2
1

)
, g = f1g1 (5.20)

are a solution of equation (3.1).

Proof. 1. We write (3.1) in the form

(f − g
√

d)(f + g
√

d) = av2t+1.
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By Proposition 2.1 we can assume that |f + g
√

d|v′ = 0 and |f − g
√

d|v′ = 2t + 1.
We expand f and g in powers of v:

f = b0 + b1v + · · ·+ brv
r, g = c0 + c1v + · · ·+ csv

s,

where bi, ci ∈ Fq, br 6= 0, cs 6= 0. A comparison of the degrees of the polynomials
on the left- and right-hand sides of equation (3.1) shows that r 6 t and s 6 t. Let
h = max{r, s}. Consider the element f − g

√
d, where

f =
f

vh
= b0v

−h + · · ·+ brv
r−h, g =

g

vh
= c0v

−h + · · ·+ csv
s−h.

Since f/g has the form (5.11) and

|f − g
√

d|v′ = 2t + 1− h > t + 1 > −|g|v′ = t,

by Theorem 5.4 the fraction f/g = f/g is a best approximation to
√

d. Then by
Theorem 5.6 we have f/g = pn/qn for some convergent pn/qn to

√
d.

2. Since a in equation (3.1) must be a square, after dividing both sides by a we
can assume without loss of generality that f , g is a solution of the norm equation
f2 − g2d = v2t. Hence we obtain

(f − vt)(f + vt) = g2d. (5.21)

Let d = d1d2 · · · dr be the factorization of d into irreducible factors over Fq. Then
each polynomial di divides exactly one of the factors: f − vt or f + vt. Otherwise
we would have di dividing vt and therefore di = cv, where c ∈ F∗q . But then v
divides d, which is not the case.

Let h1 be the product of those di that divide f − vt, and h2 the product of
those di that divide f + vt. Then h1h2 = d and (h1, h2) = 1. For definiteness
suppose that deg h1 < deg h2, that is, deg h1 < (1/2) deg d. We write

f − vt = h1u1, f + vt = h2u2. (5.22)

From (5.22) we obtain

f =
1
2
(h1u1 + h2u2), vt =

1
2
(h2u2 − h1u1). (5.23)

By substituting (5.22) into (5.21), we obtain u1u2 = g2. Note that (u1, u2) = 1
(otherwise f and g would not be coprime). Then u1 = f2

1 and u2 = g2
1 . Thus,

f =
1
2
(h1f

2
1 + h2g

2
1), g = f1g1. (5.24)

From (5.23), (5.24) we obtain

2vt =
d

h1
g2
1 − h1f

2
1 . (5.25)

Thus, equation (3.1) has a solution in polynomials f, g ∈ Fq[x] if and only if
equation (5.25) has a solution in polynomials f1, g1 ∈ Fq[x] for some divisor h1 of
the polynomial d such that deg h1 < (1/2) deg d.
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We now prove that the fraction f1/g1 is a best approximation to the frac-
tion

√
d/h1. By the minimality of m = 2t we have deg h1 > 1. We consider in

more detail equation (5.25). We write it in the form

h1

(√
d

h1
g1 − f1

)(√
d

h1
g1 + f1

)
= 2vt. (5.26)

Since |h1|v′ = 0 and |
√

d|v′ = 0, by Proposition 2.1 we can assume that

∣∣∣∣
√

d

h1
g1 + f1

∣∣∣∣
v′

= 0,

∣∣∣∣
√

d

h1
g1 − f1

∣∣∣∣
v′

= t.

We expand f1 and g1 in powers of v:

f1 = b0 + b1v + · · ·+ brv
r, g1 = c0 + c1v + · · ·+ csv

s,

where bi, ci ∈ Fq, br 6= 0, cs 6= 0. By comparing the degrees on the left- and right-
hand sides of equation (5.25), we obtain r < t/2 and s < t/2. Let h = max{r, s}.
Consider the element (

√
d/h1)g1 − f1, where

f1 =
f1

vh
, g1 =

g1

vh
.

Since f1/g1 has the form (5.11) and

∣∣∣∣
√

d

h1
g1 − f1

∣∣∣∣
v′

= t− h > h = −|g1|v′ ,

by Theorem 5.4 the fraction f1/g1 = f1/g1 is a best approximation to
√

d/h1.
Then by Theorem 5.6 we have f1/g1 = pn/qn for some convergent pn/qn to

√
d/h.

Theorem 5.8 is proved.

We point out that Theorem 5.8 becomes false in the case deg v > 1. We turn
to Examples 3.7 and 5.7 considered above. The element ε = f + g

√
d, where

f = 2x5 + 2x3 + 1 and g = x, is a fundamental S-unit. It is easy to verify that
f/g 6= p1/q1 and f/g 6= p2/q2. A fortiori, f/g does not coincide with any convergent
pn/qn to

√
d for n > 2, since the degree of the denominator is always greater than 1.

Theorem 5.8 gives an algorithm for calculating a fundamental S-unit in the case
deg v = 1. Let d1, . . . , dr be all the divisors of the polynomial d of degree at most
(1/2) deg d. We calculate consecutively the convergents to

√
d,
√

d/d1, . . . ,
√

d/dr

and, for each convergent pn/qn, verify whether equation (5.19) holds. As soon as
we find a convergent pn/qn satisfying (5.19), by formulae (5.20) we find a solution
f , g of the norm equation (3.1). Then either f + g

√
d or f − g

√
d is a fundamental

S-unit.
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