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#### Abstract

The exact solution of the Schrödinger equation for the Coulomb potential is used within the scope of both stationary and time-dependent scattering theories in order to find the parameters which determine the regularization of the Rutherford cross section when the scattering angle tends to zero but the distance $r$ from the center remains finite. The angular distribution of the particles scattered in the Coulomb field is studied on rather a large but finite distance $r$ from the center. It is shown that the standard asymptotic representation of the wave functions is inapplicable in the case when small scattering angles are considered. The unitary property of the scattering matrix is analyzed and the "optical" theorem for this case is discussed. The total and transport cross sections for scattering the particle by the Coulomb center proved to be finite values and are calculated in the analytical form. It is shown that the effects under consideration can be important for the observed characteristics of the transport processes in semiconductors which are determined by the electron and hole scattering by the field of charged impurity centers.
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## I. INTRODUCTION

The scattering of nonrelativistic charged particles by the Coulomb center is one of the canonical problems both in classical and quantum mechanics which is known as the Rutherford problem. It is a generally accepted view that the differential cross section $d \sigma(\theta)$ of the particle scattering to the solid angle $d \Omega$ is of the same form in both cases (for example, Refs. [1,2])

$$
\begin{equation*}
d \sigma(\theta)=\sigma(\theta) d \Omega=\left(\frac{\alpha}{2 m v^{2}}\right)^{2} \frac{d \Omega}{\sin ^{4} \theta / 2} \tag{1}
\end{equation*}
$$

where $m$ and $v$ are the particle mass and velocity, respectively, with parameter $\alpha$ defining the amplitude of the Coulomb potential $U(r)=\alpha / r$.

Thus, the main measurable characteristic of the scattering process in the Coulomb field has the nonintegrable singularity in the limit $\theta \rightarrow 0$ (in quantum theory the singularity exists also in the scattering amplitude). Fortunately, this singularity does not lead to any problem when describing most of real experiments because particles are scattered by the systems with the total zero charge. In this case the singularities due to the scattering centers of opposite signs are compensated and the cross section proves to be regular in the entire angular range. There are, however, some physical systems where one should solve the problem of regularization when calculating such integral scattering characteristics as the total $\sigma_{t o t}$ and transport $\sigma_{t r}$ cross sections

$$
\begin{equation*}
\sigma_{t o t}=\int d \sigma(\theta), \quad \sigma_{t r}=\int(1-\cos \theta) d \sigma(\theta) \tag{2}
\end{equation*}
$$

For example, one can mention the calculation of kinetic process characteristics in plasma and impurity semiconductors or collisions of charged particles in beams. In such cases one should introduce some phenomenological parameter $\theta_{\text {min }}$ for cutting off the cross section (1) with angles $\theta<\theta_{\text {min }}$. This parameter can be defined by various physical reasons. Particularly, in the framework of classical mechanics a small
scattering angle is determined by particles with a large impact parameter [3] connected with a long range character of the Coulomb potential. Therefore, a small angle cone can be excluded from the consideration because of a finite transversal width $a$ of the incident beam with $\theta_{\text {min }} \sim a / r$ [4].

Other approaches are used when the mobility of charge carriers is calculated in impurity semiconductors. At present Brooks-Herring [5] and Conwell-Weisskopf [6] models are most commonly used for this problem. These models correspond to different ways of estimating the parameter $\theta_{\text {min }}$ connected with screening the Coulomb potential. However, such estimations are only of qualitative character and some additional phenomenological parameter should be introduced for a more precise description of the mobility as it has been recently shown in the paper [7]. Accurate calculations of the integral values characterizing the charge carrier scattering by impurities is important because of high accuracy of measuring these values in real semiconductors (for example Ref. [8]) Solution of this problem is of great interest also for analysing the electron transport in nanostructures such as quantum wires [9], superlattices and films [10], nanotubes [11].

Regularization problem for the Coulomb cross section becomes more vital in the framework of quantum theory. The matter is that wave functions for the states of the continuous spectrum are accurately known [1]; they have no singularities, even in the case of a plane incident wave which corresponds to the beam with an infinite transversal width. This means that the singularity of the scattering amplitude is not an intrinsic feature of the Coulomb system within the scope of a quantum mechanical description. It might be due to a rather incorrect description and interpretation of the asymptotic behavior of the wave function in this case. So, there should exist some characteristic, or "kinematic," regularization parameter $\theta_{0}$ which unlike the value $\theta_{\text {min }}$ is not connected with the initial state of the system. In a general case the regularized cross section should depend on both parameters.

It is critical to emphasize that some specific characteristics of the Coulomb scattering problem have been widely discussed in monographs and textbooks. For example, it is shown in book [4] that the connection between the impact parameter and the scattering angle becomes indefinite in the case of $\theta=0$, therefore the scattering cross section for zero angle cannot be calculated in terms of classical dynamics. It is also well known that a long-range character of the Coulomb potential leads to a logarithmic distortion of the phase in the asymptotic form of the wave function [1]. However, the problem of the cross-section regularization has not been considered in these works.

This problem was first analyzed in our paper [12]. It was shown that the standard asymptotic representation of the wave function was not actually formed at small angles when considering the scattering processes by long-range potentials [ $\left.U(r) \sim 1 / r^{s} ; s \leqslant 3\right]$. As a result the canonical definition of the scattering amplitude proved to be inapplicable. In our work [12] Born approximation over the potential $U(r)$ and the time-dependent collision theory [13] were used in order to calculate the scattering cross section without any singularities. We can also mention a number of papers ([14] and references therein) where it was shown that the interference between incident and scattered waves changed the asymptotic form of the wave function and could be significant under real experimental conditions even in the case of some short-range potentials.

In the present paper we consider the nonasymptotic analysis of the observed characteristics for the nonrelativistic Coulomb scattering problem outside the framework of the perturbation theory. We use the exact solutions of the Schrödinger equation in order to answer the following questions: (l) which "intrinsic" kinematic parameter determines the regularization of the Rutherford cross section in the framework of the stationary scattering theory; (2) how does this regularization depend on such "external" parameters as the transversal width of the incident wave packet or effective "cutting off" of the potential; (3) how can one calculate nonasymptotic values for the integral scattering characteristics $\sigma_{t o t}, \sigma_{t r}$; (4) what is the analogue of the "optical" theorem $4 \pi \operatorname{Im} f(0)=\kappa \sigma_{\text {tot }}$ in the case of the Coulomb potential [1,2]? It seems to us that the answers to these questions have an important methodical value for understanding the scattering processes in the field of long-range potentials but have not been discussed before. Besides, these results can also be essential for some applications such as the above-mentioned transport processes in semiconductors with charged impurities.

The paper is organized as follows. In Sec. II the differential scattering cross section is determined without an asymptotic representation of the wave function and the kinematic regularization parameter is found for the Rutherford problem. In Sec. III the most important integral characteristics of the scattering problem are calculated. In Sec. IV the scattering operator and the conservation of the total flux are analyzed. The time-dependent consideration of the collision process is discussed in Sec. V and the influence of the incident beam parameters and the potential screening on the observed scattering characteristics is studied. The scattering characteristics of the carriers in nondegenerated semiconduc-


FIG. 1. Sketch of the scattering process in the stationary case.
tors with charged impurities are calculated in Sec. VI, and the results are compared with the experimental values of the carrier mobility in real systems.

## II. NONASYMPTOTIC CALCULATION OF THE DIFFERENTIAL CROSS SECTION FOR THE COULOMB SCATTERING

Let us remember the main definitions of the scattering theory in terms of stationary quantum mechanics. It is well known [1] that in the general case one should find the wave function of the continuous spectrum $\psi_{\vec{k}}(\vec{r})$ as the solutions of the Schrödinger equation

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m}\left(\Delta+k^{2}\right)+U(\vec{r})\right] \psi_{k}(\vec{r})=0, \tag{3}
\end{equation*}
$$

under the following asymptotic boundary conditions (Fig. 1 shows all the necessary notations):

$$
\begin{gather*}
\psi_{k}^{\vec{k}}(\vec{r}) \sim e^{i \vec{k} \cdot \vec{r}}, \quad \vec{k} \cdot \vec{r} \rightarrow-\infty,  \tag{4}\\
\psi_{k}(\vec{r}) \sim e^{i \vec{k} \cdot \vec{r}}+f(\theta) \frac{e^{i k r}}{r}, \quad r \gg R . \tag{5}
\end{gather*}
$$

Here $\vec{k}$ is the wave vector; the value $R$ determines a characteristic radius of the potential action with the center at $r$ $=0(R \rightarrow \infty$ in the case of the Coulomb field). The wave function is supposed to be normalized to one particle, so the flux density in the incident state is

$$
\begin{align*}
\vec{j}= & \frac{\hbar}{2 i m}\left[\psi_{k}(\vec{r})^{*} \vec{\nabla} \psi_{k}(\vec{r})-\psi_{k}(\vec{r}) \vec{\nabla} \psi_{k}(\vec{r})^{*}\right] \simeq \frac{\hbar}{m} \vec{k} \equiv \vec{j}_{0}, \\
& \vec{k} \cdot \vec{r} \rightarrow-\infty . \tag{6}
\end{align*}
$$

The flux density in the asymptotic state (5) is divided into two components:

$$
\begin{equation*}
\vec{j}=j_{l} \frac{\vec{k}}{k}+j_{s c} \frac{\vec{r}}{r}, \quad r \gg R . \tag{7}
\end{equation*}
$$

One of them $j_{l}$ (a longitudinal component) corresponds to the particles passed through the field without any interaction and the second one $j_{s c}$ (a radial component) describes the scattered particles. This results in the standard definition of the cross section:

$$
\begin{gather*}
d \sigma(\theta)=\frac{j_{s c}}{j_{0}} r^{2} d \Omega \\
\sigma(\theta)=|f(\theta)|^{2} \tag{8}
\end{gather*}
$$

It should be noted that the longitudinal flux also changes $j_{l}<j_{0}$, its decrease being determined by the total scattering cross section in accordance with the "optical" theorem [1].

It is evident that definition (8) is based on the asymptotic mode (5) for the wave function at the observation point $r$. According to the terminology used in radio-physics and optics (for example [15]), it means that the particle should leave the "near" zone, the potential action is still considerable, and pass to the "far," or "wave," zone. The boundary between these zones is conditioned by the fact that the interference between incident and scattered waves becomes negligible, so the difference between their phases satisfies the inequality

$$
\begin{gather*}
k r-\vec{k} \cdot \vec{r}=2 k r \sin ^{2}(\theta / 2)>1, \\
\theta>\theta_{0} \equiv \sqrt{\frac{2}{k r}} \tag{9}
\end{gather*}
$$

We suppose further that for all real collisions the condition $k r \gtrdot>1$ is fulfilled.

It is clear that the boundary of the "wave" zone depends both on the distance $r$ from the center and the scattering angle $\theta$ (Fig. 1). It means that in the general case there is some part of the particle flux which cannot be described by the asymptotic wave function (5) even for rather a large distance $r$. This property certainly does not depend on the radius of the potential action. However, the question arises: what is the contribution of these particles to the integral scattering process? When the distance from the center $r$ is fixed, the number of particles scattered to the "near" zone $\theta<\theta_{0}$ can be estimated as

$$
\begin{equation*}
N_{d i f} \simeq j_{0} \sigma(0) \theta_{0}^{2} \sim \frac{j_{0} \sigma(0)}{k r} \tag{10}
\end{equation*}
$$

The cross section $\sigma(0)$ is restricted for the potentials with a finite action radius $R$, therefore $N_{d i f}$ decreases quickly at a large distance. It means that the contribution of these particles to the observed scattering characteristics is negligible for most real experiments. The detailed analysis of the "near" and "wave" zone formation for the scattering problem with a short-range potential has been recently considered in paper [14].

The situation changes fundamentally in the case of a longrange potential $(R \rightarrow \infty)$. The value $N_{d i f}$ can even increase with the distance and its contribution to the formation of the scattering flux can be significant. Particularly, a similar estimation in the case of the Coulomb field is of the form

$$
\begin{equation*}
N_{d i f} \gg j_{0}\left(\frac{\alpha}{m v^{2}}\right)^{2} \frac{4}{\theta_{0}^{2}} \sim k r . \tag{11}
\end{equation*}
$$

It means that the asymptotic boundary condition (5) is not applicable in the entire range of the scattering angles and the nonasymptotic expression for the wave function should be used in the case of small angles. It is important to stress that this circumstance is not related to the width of an incident beam and is conditioned by the characteristic feature of the potential itself.

So, the considered regularization problem for the Rutherford cross section within the scope of the stationary scattering theory is reduced to the analysis of the space flux distribution in terms of the well known exact solution of Eq. (3) with the potential $U(r)=Z e^{2} / r$ but without turning to the asymptotic representation of the wave function.

We will use the following form of the normalized wave function [1]

$$
\begin{gather*}
\psi_{k}^{\vec{k}}(\vec{r})=N e^{i \vec{k} \cdot \vec{r}} F( \pm i \xi, 1, i(k r-\vec{k} \cdot \vec{r})), \quad N=e^{ \pm(\pi / 2) \xi} \Gamma(1 \mp i \xi), \\
\xi=\frac{\alpha}{\hbar v}, \quad \alpha=Z e^{2}, \quad v=\frac{\hbar \kappa}{m}, \tag{12}
\end{gather*}
$$

where $F(a, b, t)$ is the confluent hypergeometric function; $\Gamma(t)$ is the gamma function; the upper sign in the formulas corresponding to the attraction field and the lower one corresponds to the repulsion potential.

Let us show that the flux density in the formula (6) calculated with the exact wave function can also be divided into two components according to formula (7) as it was done in the asymptotic mode. For this purpose one can use the representation of the function $F$ as the superposition of two confluent hypergeometric functions of the third genus $U_{1,2}(a, b, t)[16]$

$$
\begin{gather*}
F( \pm i \xi, 1, i z)=\frac{1}{\Gamma( \pm i \xi)} U_{1}( \pm i \xi, 1, i z)+\frac{1}{\Gamma(1 \mp i \xi)} U_{2}( \pm i \xi, 1, i z) \\
U_{1}( \pm i \xi, 1, i z)=(z)^{ \pm i \xi} \frac{e^{i z}}{\Gamma(1 \mp i \xi)} e^{\mp \pi \xi} G_{1}( \pm i \xi, i z) \\
G_{1}( \pm i \xi, i z)=\int_{0}^{\infty} e^{-u} u^{\mp i \xi}\left(1-\frac{u}{i z}\right)^{ \pm i \xi} \frac{d u}{i z-u} \\
U_{2}( \pm i \xi, 1, i z)=(z)^{\mp \pi \xi} \frac{1}{\Gamma( \pm i \xi)} e^{\mp \pi \xi} G_{2}( \pm i \xi, i z) \\
G_{2}( \pm i \xi, i z)=\int_{0}^{\infty} e^{-u} u^{ \pm i \xi-1}\left(1+\frac{u}{i z}\right)^{\mp i \xi} d u \\
z=(k r-\vec{k} \vec{r})=k r(1-\cos \theta) \tag{13}
\end{gather*}
$$

Let us also mention the relation between these functions and the confluent hypergeometric functions of the second genus $U(a, b, t)$ [21]

$$
U_{1}(a, b, t)=U(b-a, b,-t) e^{t} e^{ \pm i \pi(a-b)},
$$

$$
\begin{gather*}
U_{2}(a, b, t)=U(a, b, t) e^{ \pm i a \pi}, \\
U(a, b, t)=\frac{1}{\Gamma(a)} \int_{0}^{\infty} e^{-t u} u^{a-1}(1+u)^{b-a-1} d u . \tag{14}
\end{gather*}
$$

When the Rutherford cross section is calculated by means of the standard definition this representation enables one to find the asymptotic form of the wave function within the limit $z \gg 1$ [1]. This case corresponds to the "wave" zone when the function $U_{1}$ transforms to the spherical wave and the function $U_{2}$ tends to the plane wave. However, both these functions are also well defined in the "near" zone $(z<1)$ when they can be calculated by means of the following series [16]:

$$
\begin{align*}
U_{1}( \pm i \xi, 1, i z)= & \frac{1}{2} \Gamma( \pm i \xi)\{F( \pm i \xi, 1, i z) \\
& +\frac{e^{\mp 2 \pi \xi}-1}{2 \pi i}([2 \ln (i z) \mp i \pi \operatorname{coth}(\pi \xi)-i \pi \\
& +2 \psi( \pm i \xi)] F( \pm i \xi, 1, i z) \\
& +2 \sum_{m=1}^{\infty} \frac{\Gamma(m \pm i \xi)}{\Gamma( \pm i \xi)(m!)^{2}}[\psi(m \pm i \xi)-\psi( \pm i \xi) \\
& \left.\left.+2 \psi(1)-2 \psi(m+1)](i z)^{m}\right)\right\} \\
U_{2}( \pm i \xi, 1, i z)= & \frac{1}{2} \Gamma(1 \mp i \xi)\{F( \pm i \xi, 1, i z) \\
& -\frac{e^{\mp 2 \pi \xi}-1}{2 \pi i}([2 \ln (i z) \mp i \pi \operatorname{coth}(\pi \xi)-i \pi \\
& +2 \psi( \pm i \xi)] F( \pm i \xi, 1, i z) \\
& +2 \sum_{m=1}^{\infty} \frac{\Gamma(m \pm i \xi)}{\Gamma( \pm i \xi)(m!)^{2}}[\psi(m \pm i \xi)-\psi( \pm i \xi) \\
& \left.\left.+2 \psi(1)-2 \psi(m+1)](i z)^{m}\right)\right\} \tag{15}
\end{align*}
$$

where $\psi(t)$ is the logarithmic derivative of the gamma function.

When representation (13) is used in formula (6) one should take into account only the derivatives of the exponents because the conditions $k r \gtrdot>1 ; z \sim 1$ are supposed to be fulfilled. For example,

$$
\begin{align*}
-i\left(\frac{\vec{r}}{r} \cdot \vec{\nabla}\right)\left[e^{i k r} G_{1}(i z)\right] & =e^{i k r}\left[k G_{1}+\frac{z}{r} G_{1}^{\prime}(i z)\right] \\
& \simeq e^{i k r} k G_{1}\left[1+O\left(\frac{1}{k r}\right)\right] . \tag{16}
\end{align*}
$$

This estimation is evident for the "near" and "intermediate" zones of the scattering angles $\left(\theta \leqslant \theta_{0}, z \leqslant 1\right)$. On the other hand, in the "far" zone $\left(\theta \gg \theta_{0}, z \gg 1\right)$ the following
estimation can be found using the asymptotic form of the function $G_{1}$ [1]:

$$
\left.\left|G_{1}^{\prime}(i z) \simeq \frac{1}{z}\right| G_{1}(i z) \right\rvert\,
$$

Therefore approximation (16) can be used in the entire range of the scattering angles.

This representation permits one to find the scattering flux $j_{s c}$ directed to the observation point along the vector $\vec{r}$ without using the asymptotic form (5) of the wave function. As a result the scattering cross section can be estimated in the entire range of the angles $\theta$ in the following way:

$$
\begin{align*}
\sigma_{1}(\theta) d \theta & =\sin \theta r^{2} \int_{0}^{2 \pi} d \varphi \frac{j_{s c}}{j_{0}} d \theta \\
& =2 \xi \sinh (\pi \xi) e^{\mp \pi \xi}\left|G_{1}( \pm i \xi, \iota z)\right|^{2} r^{2} \sin \theta d \theta \tag{17}
\end{align*}
$$

One can see that the differential cross section $\sigma_{1}(\theta)$ is finite for any angles in spite of the fact that the function $G_{1}( \pm i \xi, i z)$ has a logarithmic singularity at a zero angle as it follows from Eq. (15). But there is a nontrivial dependence of this value on the distance between the center and the observation point because of a long-range action of the potential on the particle. The result of this action at small angles ("near" zone) is not confined to varying the phase of the scattering amplitude as it happens for the asymptotic range of angles ("wave" zone) [1].

If one considers the behavior of the function $G_{1}( \pm i \xi, i z)$ in relation to the scattering angle, the "kinematic" parameter $\theta_{0}$ for regularizing the Rutherford cross section can be naturally introduced. The asymptotic range of angles corresponding to the "wave" zone is actually defined by the condition

$$
\begin{gather*}
z=k r-\vec{k} \cdot \vec{r} \simeq \frac{1}{2} k r \theta^{2} \gg 1 \\
\theta>\theta_{0}=\sqrt{\frac{2}{k r}} \ll 1, \quad x \gg 1, \\
x=\frac{\theta}{\theta_{0}}, \quad z \simeq x^{2} \tag{18}
\end{gather*}
$$

Here a dimensionless value $x$ is introduced as a convenient variable for the angles comparable with the width of the "near" zone. Certainly, in the range of $x \gg 1$ the standard asymptotic representation of the integral in the definition of the function $G_{1}( \pm i \xi, i z)$ results in formula (1) with a new variable

$$
\begin{equation*}
\sigma_{1}(\theta) \simeq 2 \pi\left(\frac{\xi}{k}\right)^{2} \frac{\sqrt{2}(k r)^{3 / 2}}{x^{3}}=8 \pi\left(\frac{\alpha}{m v^{2}}\right)^{2} \frac{1}{\theta^{3}}, \quad x \gg 1 \tag{19}
\end{equation*}
$$

It is well known that the interference between the scattering flux and the flux directed along the initial velocity of the particle is not taken into account within the scope of any quantum scattering theory based on the solutions of the sta-


FIG. 2. The ratio of the scattered flux $j_{s c}$ to the incident flux density $j_{0}$. Solid line, the case of attractive potential; dashed line, the case of repulsive one; dotted line, the Rutherford flux.
tionary Schrödinger equation [1]. So, in order to use formula (17) in the range of $x<1$ corresponding to the "near" zone, one should compare it with the angle width of the zone where the above mentioned interference is still valid. It is clear that the angle width of such an "interference" zone does not depend on the dynamics of the interaction between the particle and the field. It is defined only by a transversal width $a$ of the incident particle wave packet. With this transversal width of the wave packet, the incident particles have the angle divergence $\theta_{\text {int }}$ conditioned by the uncertainty relation which can be estimated as follows:

$$
\begin{equation*}
\theta_{i n t} \simeq \frac{1}{k a} \tag{20}
\end{equation*}
$$

It means that one can distinguish the scattering flux from the incident one if the angular width of the "near" zone is more than the uncertainty relation (20):

$$
\begin{equation*}
\theta_{\text {int }}<\theta<\theta_{0}=\sqrt{\frac{2}{k r}}, \quad \frac{k a^{2}}{r}>1, \quad r<k a^{2} \tag{21}
\end{equation*}
$$

We will see below (Sec. IV) that these inequalities are fulfilled for the distance $r$, when one can neglect by the spread of the wave packet. This condition is usually implied in the time-dependent theory of collisions [13]. A detailed analysis of the fluxes will also be considered in Sec. IV, but now one can estimate the contribution of the "interference" zone to the integral scattering characteristics which in our case unlike the asymptotic analysis are finite values. Therefore, the ratio of the particle fluxes scattered into the "interference" and "near" zones can be estimated as

$$
\begin{align*}
\delta & =\frac{j_{\text {int }}}{j_{\text {dif }}} \simeq \int_{0}^{\theta_{\text {int }}} \sigma_{1}(\theta) d \theta / \int_{0}^{\theta_{0}} \sigma_{1}(\theta) d \theta \simeq\left(\frac{\theta_{\text {int }}}{\theta_{0}}\right)^{2} \simeq \frac{2 r}{k a^{2}} \\
& \ll 1 . \tag{22}
\end{align*}
$$

It remains small under standard conditions of the collision theory [13], and one can analyze the distribution of the flux density in the "near" zone neglecting its interference with the
incident flux. It permits one to find the leading terms of the differential scattering cross section at small angles using series (15)

$$
\begin{equation*}
\sigma_{1}(\theta) \simeq 8 \sqrt{2} \xi e^{\mp \pi \xi} \sinh (\pi \xi) x(\ln x)^{2} \frac{r^{3 / 2}}{\sqrt{k}} \tag{23}
\end{equation*}
$$

Figure 2 compares the accurate and asymptotic scattered (Rutherford) fluxes for different values of the variable $x$ and the parameter $\xi$. It must be kept in mind that the behavior of the nonasymptotic flux in the "near" zone for scattering by attractive and repulsive centers is quite different to that of the Rutherford cross section (1) which is independent of the potential sign for any value of $\xi$. One can see that the regularized differential cross section (17) in the "near" zone is, in fact, noninvariant relative to the sign of the charge if the parameter $\xi \geqslant 1$. It should be noted that the effect of a slightly different interaction of the charge carriers with the impurities of different signs is well known in the semiconductor physics. It is usually analyzed in terms of the Friedel sum rule [18] based on the partial expansion of the scattering amplitude in the series of orbital momenta.

As it follows from Eq. (23), the scattering flux in the case of the attractive potential varies rather slowly with the increase of the parameter $\xi$, but it increases exponentially in the case of the repulsion. Such behavior of the cross section takes place only over a narrow angle domain (21) and compensates the exponential decrease of the flux along the line $\theta=0$ which is well known for the repulsive potential [1].

## III. INTEGRAL CHARACTERISTICS FOR THE COULOMB SCATTERING PROBLEM

Let us now calculate the integral scattering characteristics for the problem under consideration. According to Eq. (17) the nonasymptotic expression for the total cross section is determined by the following integral:


$$
\begin{equation*}
\sigma_{t o t}=\int_{0}^{\pi} 2 \xi \sinh (\pi \xi) e^{\mp \pi \xi}\left|G_{1}( \pm i \xi, i z)\right|^{2} r^{2} \sin \theta d \theta \tag{24}
\end{equation*}
$$

One can use a new variable $z$ in this integral

$$
\begin{equation*}
\sigma_{t o t}=\int_{0}^{2 k r} \xi \sinh (\pi \xi) e^{\mp \pi \xi}\left|G_{1}( \pm i \xi, i z)\right|^{2} \frac{2 r}{k} d z \tag{25}
\end{equation*}
$$

and represent it as the sum of two integrals

$$
\begin{align*}
\sigma_{t o t}= & \frac{2 r}{k} \xi \sinh (\pi \xi) e^{\mp \pi \xi}\left\{\int_{0}^{\infty}\left|G_{1}( \pm i \xi, i z)\right|^{2} d z\right. \\
& \left.-\int_{2 k r}^{\infty}\left|G_{1}( \pm i \xi, i z)\right|^{2} d z\right\} \tag{26}
\end{align*}
$$

In the second integral the asymptotic representation for the function $G_{1}(13)$ can be used over the whole integration interval

$$
G_{1}( \pm i \xi, i z) \simeq \frac{e^{ \pm(\pi / 2) \xi} \Gamma(1 \mp i \xi)}{i z}
$$

thus leading to the following simple result:

$$
\begin{equation*}
I_{2}=\frac{2 r}{k} \xi e^{\mp \pi \xi} \sinh (\pi \xi) \int_{2 k r}^{\infty}\left|G_{1}( \pm i \xi, i z)\right|^{2} d z \simeq \frac{\pi \xi^{2}}{k^{2}} \tag{27}
\end{equation*}
$$

The order of this integral being $(k r)^{-1}$ in comparison with the first integral, its contribution to the total cross section can be neglected. This permits one to find how the value $\sigma_{\text {tot }}$ depends on the most essential parameters of the problem

$$
\begin{gather*}
\sigma_{t o t}=\frac{2 \pi r}{k} \xi^{2} I_{ \pm}(\xi) \\
I_{ \pm}(\xi)=e^{\mp \pi \xi} \int_{0}^{\infty}\left|U_{1}(1 \pm i \xi, 1, i z)\right|^{2} d z \tag{28}
\end{gather*}
$$

Here we again use the canonical form for the confluent hypergeometric function of the second genus [16], the universal functions $I_{ \pm}(\xi)$ depending only on the variable $\xi$. They are found by the converging integrals and can be easily calculated numerically. Figure 3 shows the results.

As distinct from the standard scattering theory for the short-range potentials, the regularized total cross section for the Coulomb field depends on the distance $r$ between the detector and scattering center. One can understand the physi-
cal meaning of this result if one takes into account that according to the above analysis [see Eq. (21)] the distance is restricted by the inequality $r<k a^{2}$ which is actually fulfilled for real experimental conditions [13]. As a result the maximal value of the total cross section is

$$
\begin{equation*}
\sigma_{\max }=2 \pi a^{2} \xi^{2} I_{ \pm}(\xi) \tag{29}
\end{equation*}
$$

It means that the maximal cross section is proportional to the area of the transversal section of the incident particles beam. It is quite natural because of a long range character of the Coulomb potential when finally all the particles of the beam are scattered with the probability depending on the dimensionless parameter $\xi$. When the detector is situated a smaller distance $r$ from the center, it will register a fewer number of the scattered particles depending on $r$.

It is important to emphasize that the considered peculiarities of the Coulomb problem should be taken into account only for small angle scattering experiments for the potential without screening and the processes depending on the integral scattering characteristics. In other cases our results completely coincide with the standard Rutherford consideration.

Now let us consider another integral characteristic of the scattering process, namely, the transport cross section which is a very important quantity for a lot of applications. It is determined by the formula

$$
\begin{equation*}
\sigma_{t r}=\int_{0}^{\pi} 2 \xi \sinh (\pi \xi) e^{\mp \pi \xi}\left|G_{1}( \pm i \xi, i z)\right|^{2} r^{2} \sin \theta(1-\cos \theta) d \theta \tag{30}
\end{equation*}
$$

If one uses the variable $z$ in this integral and comes back to the hypergeometric function of the second genus, Eq. (30) transforms itself as follows:

$$
\begin{gather*}
\sigma_{t r}=\frac{2 \pi \xi^{2}}{k^{2}} e^{\mp \pi \xi} A_{ \pm}^{t r}(\xi) \\
A_{ \pm}^{t r}(\xi)=\int_{0}^{2 k r}|U(1 \pm i \xi, 1, i z)|^{2} z d z \tag{31}
\end{gather*}
$$

The integrand function for the transport cross section is essentially suppressed in the range of small angles in comparison with the total cross section. Therefore $\sigma_{t r}$ is determined only by the logarithm of the distance to the observation point whereas $\sigma_{t o t}$ is proportional to this distance. Besides, this function decreases rather slowly for large $z$ and one cannot use the trick analogous to Eq. (26) for $\sigma_{t r}$. Nevertheless, a series of transformations of the integral $I_{ \pm}^{t r}(\xi)$ permits one to find the analytical dependence on the coordi-


FIG. 4. Universal functions $I_{ \pm}^{t r}(\xi)$ for the transport cross section for the cases of attraction and repulsion. Solid line, the case of attraction; dashed line, the case of repulsion.
nate $r$ with the accuracy of the order $(k r)^{-1}$. Let us divide the integral into two parts in the following way:
$A_{ \pm}^{t r}(\xi)=\int_{0}^{1}|U(1 \pm i \xi, 1, i z)|^{2} z d z+\int_{1}^{2 k r}|U(1 \mp i \xi, 1, i z)|^{2} z d z$.
If one uses the asymptotic formula for the hypergeometric function [16]

$$
|U(1 \pm i \xi, 1, i z)|^{2} \simeq \frac{e^{ \pm \pi \xi}}{z^{2}}+O\left((z)^{-3}\right)
$$

the second term in this integral is identically transformed

$$
\int_{1}^{2 k r}\left[|U(1 \pm i \xi, 1, i z)|^{2}-\frac{e^{ \pm \pi \xi}}{z^{2}}\right] z d z+\int_{1}^{2 k r} \frac{e^{ \pm \pi \xi}}{z} d z
$$

Here the second integral is easily calculated analytically, but now the integrand expression in the first one decreases rather quickly and the estimation analogous to Eq. (26) can be used:

$$
\begin{align*}
\int_{1}^{\infty} & {\left[|U(1 \pm i \xi, 1, i z)|^{2}-\frac{e^{ \pm \pi \xi}}{z^{2}}\right] z d z-\int_{2 k r}^{\infty}\left[|U(1 \pm i \xi, 1, i z)|^{2}\right.} \\
& \left.-\frac{e^{ \pm \pi \xi}}{z^{2}}\right] z d z \\
\simeq & \int_{1}^{\infty}\left[|U(1 \pm i \xi, 1, i z)|^{2}-\frac{e^{ \pm \pi \xi}}{z^{2}}\right] z d z \\
& +O\left[(k r)^{-1}\right] \tag{32}
\end{align*}
$$

As a result the transport cross section is defined by wellconverged integrals:

$$
\begin{align*}
\sigma_{t r}= & \frac{2 \pi \xi^{2} e^{\mp \pi \xi}}{k^{2}}\left\{\int_{0}^{1}|U(1 \pm i \xi, 1, i z)|^{2} z d z\right. \\
& \left.+\int_{1}^{\infty}\left[|U(1 \pm i \xi, 1, i z)|^{2}-\frac{e^{ \pm \pi \xi}}{z^{2}}\right] z d z+e^{ \pm \pi \xi} \ln (2 k r)\right\} \\
= & \frac{2 \pi \xi^{2}}{k^{2}}\left(I_{ \pm}^{t r}(\xi)+\ln (2 k r)\right) \\
& I_{ \pm}^{t r}(\xi)= \\
& +e^{\mp \pi \xi}\left(\int _ { 0 } ^ { \infty } \left[|U(1 \pm i \xi, 1, i z)|^{2} z d z\right.\right.  \tag{33}\\
& {\left.\left[\left.U(1 \pm i \xi, 1, i z)\right|^{2}-\frac{e^{ \pm \pi \xi}}{z^{2}}\right] z d z\right) }
\end{align*}
$$

Figure 4 shows the results of a numerical calculation of
the universal functions $I_{ \pm}^{t r}(\xi)=\left[\left(k^{2} / 2 \pi \xi^{2}\right) \sigma_{t r}-\ln (2 k r)\right]$.

## IV. SCATTERING OPERATOR AND CONSERVATION OF THE FLUX WITHIN SCOPE OF THE STATIONARY THEORY

As it follows from the results of the preceding section the integral scattering characteristics calculated on the basis of a nonasymptotic consideration increase with the distance $r$ from the center to the observation point. At the first sight it seems that this can contradict the conservation of the particle total flux when $r$ becomes rather large. However, let us show that this dependence expresses only the fact that the potential influences the scattering process at any distance from the center but the scattering flux remains considerably less than the integral incident flux at any $r$. For a qualitative analysis one should take into account that within the scope of the stationary scattering theory the quantum state of the incident particle is described by a plane wave. Then the total incident flux $J_{0}$ through the sphere of radius $r$ corresponding to the observation point can be estimated as follows:

$$
J_{0} \simeq j_{0} \pi r^{2}
$$

Then the ratio of the scattering and incident integral fluxes is

$$
\begin{equation*}
\frac{j_{s c}^{t o t}}{j_{0}} \simeq \frac{\sigma_{t o t}}{r^{2}}=\frac{2 \pi}{k r} \xi^{2} I_{ \pm} \ll 1 \tag{34}
\end{equation*}
$$

It is also important to consider this problem more precisely. It is known [1] that in the quantum theory of scattering with short-range potentials the "optical" theorem is the consequence of the total flux conservation when the amplitude of scattering at a zero angle is a finite value. We use the same approach [1] in order to find the consequence of this condition for the case of a nonasymptotic analysis of the Coulomb scattering.

Let us represent the general solution of the Schrödinger equation for the case of the elastic scattering as the linear combination of the functions (12) with arbitrary coefficients $\Phi(\vec{n})$ which determine the probability amplitudes to find the state with the wave vector $\vec{k}=k \vec{n}$ in the initial packet:

$$
\begin{aligned}
\Psi(\vec{r}) & =\int \Phi(\vec{n}) \psi_{k}(\vec{r}) d \Omega_{\vec{n}} \\
& =N \int \Phi(\vec{n}) e^{i k r \vec{n} \cdot \vec{n}^{\prime}} F\left( \pm i \xi, 1, i k r\left(1-\vec{n} \cdot \vec{n}^{\prime}\right)\right) d \Omega_{\vec{n}} \\
& =\int \Phi(\vec{n})\left[(z)^{ \pm i \xi} \frac{e^{i k r}}{\Gamma( \pm i \xi)} G_{1}( \pm i \xi, i z)\right.
\end{aligned}
$$

$$
\begin{gather*}
\left.+(z)^{\mp i \xi} \frac{e^{i k r \vec{n}^{\prime} \cdot \vec{n}^{\prime}}}{\Gamma( \pm i \xi)} G_{2}( \pm i \xi, i z)\right] d \Omega_{\vec{n}}, \\
\vec{n}^{\prime}=\frac{\vec{r}}{r}, \quad z=k r\left(1-\vec{n} \cdot \vec{n}^{\prime}\right), \tag{35}
\end{gather*}
$$

where $d \Omega_{\vec{n}}$ is the element of the solid angle in the direction of the vector $\vec{n}$.

In accordance with the physical interpretation of the contributions made by the functions $G_{1}, G_{2}$ to the total wave function (12), the first term in Eq. (35) describes that part of the integral scattering operator [1] which corresponds to the formation of the scattering wave. The term, proportional to the function $G_{2}$, describes the deformation of the wave packet conditioned by changing the plane wave in the Coulomb field. One can estimate the second term by the same method that was used for proving the "optical" theorem in the case of a short-range potential [1]. If the condition $k r$ $>1$ is fulfilled, the main contributions to this integral are made by small intervals near the points of stationary phases when integrating over $\vec{n}$. These points correspond to the vectors $\vec{n}_{1}=-\vec{n}^{\prime}$ and $\vec{n}_{2}=\vec{n}^{\prime}$. Near the first point the variable $z$ $\simeq 2 k r$ is very large. Therefore one can use the asymptotic expression for the function $G_{2}( \pm i \xi, i z)$ and the integrand has no singularities in this case. As a result the contribution to the integral from the domain close to this point defines the converged spherical wave with a standard logarithmic distortion of its phase [1]

$$
\sim 2 \pi i \frac{e^{-i k r \mp i \xi \ln 2 k r}}{k r} \Phi(-\vec{n}) .
$$

When estimating the contribution to the integral from the second point of the stationary phase corresponding to the scattering at small angles one should take into account that the function $G_{2}( \pm i \xi, i z)$ has a logarithmic singularity at the point $z=0$. Nevertheless, rather a smooth weight function $\Phi(\vec{n})$ can be removed from the integral at the point $\vec{n}=\vec{n}^{\prime}$. It leads to the following estimation:

$$
\begin{aligned}
& \sim 2 \pi \Phi(\vec{n}) e^{\mp(\pi / 2) \xi} \frac{e^{i k r}}{k r \Gamma( \pm i \xi)}\left[\int_{0}^{\infty}(z)^{\mp i \xi} e^{-i z} G_{2}( \pm i \xi, i z) d z\right. \\
& \left.\quad-\int_{2 k r}^{\infty}(z)^{\mp i \xi} e^{-i z} G_{2}( \pm i \xi, i z) d z\right]
\end{aligned}
$$

The second integral in this expression can be omitted within the limit $k r \gg 1$ and the initial wave function is represented in the form:

$$
\begin{aligned}
\Psi(\vec{r}) \simeq & 2 \pi i \frac{e^{-i k r \mp i \xi \ln 2 k r}}{k r} \Phi\left(-\vec{n}^{\prime}\right)-2 \pi i \frac{e^{i k r}}{k r}\left[A \Phi\left(\vec{n}^{\prime}\right)\right. \\
& \left.+\int \hat{f}\left(\vec{n}, \vec{n}^{\prime}\right) \Phi(\vec{n}) d \vec{n}\right] \\
A & =\frac{i e^{\mp(\pi / 2) \xi}}{\Gamma( \pm i \xi)} \int_{0}^{\infty}(z)^{\mp i \xi} e^{-i z} G_{2}( \pm i \xi, i z) d z
\end{aligned}
$$

$$
\begin{align*}
\hat{f}\left(\vec{n}, \vec{n}^{\prime}\right)= & \frac{i k r}{2 \pi \Gamma( \pm i \xi)} e^{\mp(\pi / 2) \xi} e^{ \pm i \xi \ln k r}(1 \\
& \left.-\vec{n} \cdot \vec{n}^{\prime}\right)^{ \pm i \xi} G_{1}\left[ \pm i \xi, i k r\left(1-\vec{n} \cdot \vec{n}^{\prime}\right)\right] . \tag{36}
\end{align*}
$$

It is more convenient to rewrite this expression in terms of the hypergeometric function of the second genus

$$
\begin{gather*}
A=i e^{\mp(\pi / 2) \xi} \int_{0}^{\infty} e^{-i z} U( \pm i \xi, 1, i z) d z \\
\hat{f}\left(\vec{n}, \vec{n}^{\prime}\right)=-\frac{i k r \Gamma(1 \mp i \xi)}{2 \pi \Gamma( \pm i \xi)} e^{\mp(\pi / 2) \xi} U\left(1 \mp i \xi, 1,-i k r\left(1-\vec{n} \cdot \vec{n}^{\prime}\right)\right) . \tag{37}
\end{gather*}
$$

Now the function is represented as the superposition of the incoming and outgoing spherical waves and this permits one to introduce the scattering matrix [1] as the following integral operator:

$$
\begin{equation*}
\hat{S}\left(\vec{n}, \vec{n}^{\prime}\right) \simeq A \delta_{\vec{n}, \vec{n}^{\prime}}+\hat{f}\left(\vec{n}, \vec{n}^{\prime}\right) \tag{38}
\end{equation*}
$$

Here $\delta_{\vec{n}, \vec{n}^{\prime}}$ is the unit operator which corresponds to the wave passed without any scattering and the parameter $A$ defines the change in its amplitude (in the case of a short-range potential $A=1$ [1]). The integral over the angles from the scattering operator $\int \hat{f}^{*}\left(\vec{n}, \vec{n}^{\prime}\right) \hat{f}\left(\vec{n}^{\prime}, \vec{n}\right) d \vec{n}^{\prime}$ exactly coincides with the expression for the total cross section (28), multiplied by $k^{2} / 4 \pi^{2}$. A long-range character of the potential is reflected in the fact that the scattering matrix elements depend on the coordinate $r$ due to the distortion of the front of a spherical wave. However, it is very important to introduce this operator because it defines the kernel of the collision integral in the kinetic equations describing various transport processes [20]. But if one uses such operator in the collision integral for one-particle distribution function the additional averaging over the coordinate should be fulfilled. The dependence of the function $f\left(\vec{n}^{\prime}, \vec{n}\right)$ on the coordinate is rather smooth, therefore the value $r$ in this function can be substituted as an average distance between the scattering centers, if the correlation between these centers can be neglected (see below Sec. VI). An analogous substitution was used in some generally accepted models for the regularization of the transport cross section of the scattering by charged impurities in semiconductors [5,6].

The unitary property of the matrix $\hat{S}\left(\vec{n}, \vec{n}^{\prime}\right)$ leads to the "optical" theorem for short-range potentials [1]. But if one uses this condition for the Coulomb potential, because the operator $\hat{f}\left(\vec{n}, \vec{n}^{\prime}\right)$ has a logarithmic singularity at coinciding arguments one should define the method for calculating the integral from the product of singular functions $\hat{f}\left(\vec{n}, \vec{n}^{\prime}\right)$ and $\delta_{\vec{n}, \vec{n}^{\prime}}$ in the operator $\hat{S} \hat{S}^{+}$. It means actually that the asymptotic estimation of the integral in Eq. (36) is unacceptable for the operator which is quadratic over the scattering matrix. Therefore, let us analyze separately the flux conservation considering the following integral:

$$
I=\int d V[\vec{\nabla} \cdot \vec{j}(\vec{r})] \equiv \int[\vec{r} \cdot \vec{j}(\vec{r})] r d \Omega_{\vec{n}}
$$

$$
\begin{equation*}
\vec{j}(\vec{r})=\frac{\hbar}{2 m i}\left\{\Psi^{*}(\vec{r}) \vec{\nabla} \Psi(\vec{r})-\Psi(\vec{r}) \vec{\nabla} \Psi^{*}(\vec{r})\right\}, \tag{39}
\end{equation*}
$$

with the total wave function (35).
Using the superposition (35) in formula (39) one can take into account the completeness of the coefficients $\Phi(\vec{n})$. Then the integration along all directions in this integral is equivalent to the integral from the flux $\vec{j}_{s t}$ calculated by means of a general formula (39) but with stationary wave functions $\psi_{k}^{\vec{k}}(\vec{r})$ defined by Eq. (12) (for definiteness, let us consider the attractive potential)

$$
\begin{gather*}
\vec{j}_{s t}(\vec{r})=\frac{\hbar \pi \xi e^{\pi \xi}}{m \sinh \pi \xi}\left\{\vec{k}|F(i \xi, 1, i(k r-\vec{k} \cdot \vec{r}))|^{2}\right. \\
\left.\quad-\xi\left(\vec{k}-k_{r}^{-} \begin{array}{r}
r \\
r
\end{array}\right) \operatorname{Im}\left(F F_{1}^{*}\right)\right\}, \\
\left.\begin{array}{rl}
\vec{\nabla} F(i \xi, 1, i(k r-\vec{k} \cdot \vec{r})) & =\xi\left(\vec{k}-k \frac{\vec{r}}{r}\right. \\
r
\end{array}\right) F(i \xi+1,2, i(k r-\vec{k} \cdot \vec{r})) \\
\equiv \xi\left(\vec{k}-k \begin{array}{r}
\vec{r} \\
r
\end{array}\right) F_{1} . \tag{40}
\end{gather*}
$$

Generally speaking, the value $I$ is equal to zero identically because of the flux conservation for the stationary scattering problem. The "optical" theorem follows from this condition if an asymptotic form (5) for the wave function can be used [1]. But in the considered problem this condition means that the flux directed along the vector $\vec{k}$ (it determines the change in the intensity of the incident wave), and the scattering flux along the vector $\vec{r}$ are related as follows:

$$
\begin{align*}
& \int d \Omega_{\vec{n}}(\vec{k} \cdot \vec{n})|F(i \xi, 1, i(k r-\vec{k} \cdot \vec{r}))|^{2} \\
& \quad=\xi \int d \Omega_{\vec{n}}(\vec{k} \cdot \vec{n}-k) \operatorname{Im}\left(F F_{1}^{*}\right) . \tag{41}
\end{align*}
$$

As it is shown above, the integrals over the angles for the Coulomb scattering problem include an essential contribution defined by the "near" zone. Therefore, both parts of Eq. (41) depend on the coordinate $r$ and the standard asymptotic expressions for the "optical" theorem are unacceptable because the total cross section and the scattering amplitude at zero angle tend to infinity in this case. But if one shows that the leading terms of Eq. (41) are equal within the limit of large $r(k r \gg 1)$ it can be considered as the analog of the "optical" theorem for the Coulomb potential.

In order to prove this let us use a new variable for the integrals in Eq. (41)

$$
z=k r-\vec{k} \cdot \vec{r}, \quad \sin \theta d \theta=\frac{d z}{k r}
$$

and transform them as follows:

$$
\begin{align*}
\int_{0}^{2 k r}|F(i \xi, 1, i z)|^{2} d z= & \int_{0}^{2 k r} \frac{z}{k r}\left\{|F|^{2}+\xi \operatorname{Im}[F(-i \xi, 1,-i z) F(i \xi\right. \\
& +1,2, i z)]\} d z \tag{42}
\end{align*}
$$

One can estimate the integrals from the confluent hypergeometric functions within the limit $k r \gg 1$ by means of the following approach. The integral on the left side of Eq. (42) can be identically transformed

$$
\begin{align*}
J_{1}= & \int_{0}^{2 k r}|F(i \xi, 1, i z)|^{2} d z=\lim _{\delta \rightarrow 0}\left[\int_{0}^{\infty}|F|^{2} e^{-\delta z} d z\right. \\
& \left.-\int_{2 k r}^{\infty}|F|^{2} e^{-\delta z} d z\right] \tag{43}
\end{align*}
$$

The parameter $\delta \rightarrow 0$ is introduced for the regularization of both integrals at an upper limit. The asymptotic form of the function $F$ can be used in the second term and the first term can be expressed by the hypergeometric function $F(\alpha, \beta, \gamma, z)$ using the formula (see, for example [1])

$$
\begin{align*}
J(\lambda)= & \int_{0}^{\infty} e^{-\lambda z} z^{\gamma-1} F(\alpha, \gamma, k z) F\left(\alpha^{\prime}, \gamma, k^{\prime} z\right) d z \\
= & \Gamma(\gamma) \lambda^{\alpha+\alpha^{\prime}-\gamma}(\lambda-k)^{-\alpha}\left(\lambda-k^{\prime}\right)^{-\alpha^{\prime}} \\
& \times F\left[\alpha, \alpha^{\prime}, \gamma, \frac{k k^{\prime}}{(\lambda-k)\left(\lambda-k^{\prime}\right)}\right] \tag{44}
\end{align*}
$$

When the integrals from the functions with different second arguments are calculated, the following recursion relation can be used [16]:

$$
F(\alpha+1, \gamma+1, z)=\frac{\gamma}{z}[F(\alpha+1, \gamma, z)-F(\alpha, \gamma, z)] .
$$

Let us give also the leading terms of the asymptotic expansions for the functions $F$ and $F_{1}$ which are used for calculating the integrals with the limits $(2 k r, \infty)$

$$
\begin{aligned}
F(i \xi, 1, i z) \simeq & e^{-\pi \xi / 2}\left[\frac{z^{-i \xi}}{\Gamma(1-i \xi)}\left(1-\frac{i \xi^{2}}{z}+\frac{\xi^{2}(1+i \xi)^{2}}{2 z^{2}}\right)\right. \\
& \left.-\frac{i z^{i \xi} e^{i z}}{z \Gamma(i \xi)}\right] \\
F_{1}=F(i \xi+1,2, i z) \simeq & \frac{i e^{-\pi \xi / 2}}{z}\left[\frac{z^{-i \xi}}{\Gamma(1-i \xi)}\left(1-\frac{\xi(1+i \xi)}{z}\right)\right. \\
& \left.-\frac{z^{i \xi} e^{i z}}{\Gamma(1+i \xi)}\left(1-\frac{\xi(1-i \xi)}{z}\right)\right] .
\end{aligned}
$$

As a result the leading term on the left side of Eq. (42) is in the form

$$
\begin{align*}
J_{1} \simeq & e^{-\pi \xi} \frac{\sinh \pi \xi}{\pi \xi}\left\{2 k r+2 \xi-\frac{1}{k r}\left[\xi^{2}\right.\right. \\
& \left.\left.+\operatorname{Re}\left(\frac{\Gamma(1+i \xi) e^{-2 i k r-2 i \xi \ln 2 k r}}{\Gamma(-i \xi)}\right)\right]\right\}+O\left(\frac{1}{(k r)^{2}}\right) \tag{45}
\end{align*}
$$

This value determines the variation of the flux directed along the incident wave vector and it increases linearly with the distance from the scattering center similarly to the total cross section. As mentinoed above [Eq. (40)], this increase is
not connected with the increase of the particle flux but only describes the distorted part of the wave front which extends together with $r$ because of a long-range character of the potential.

Calculating the integral

$$
J_{2}=\frac{1}{k r} \int_{0}^{2 k r}|F(i \xi, 1, i z)|^{2} z d z
$$

by a similar method leads to the following result:

$$
\begin{align*}
J_{2} \simeq & e^{-\pi \xi} \frac{\sinh \pi \xi}{\pi \xi}\left\{2 k r+\frac{2}{k r}\left[\xi ^ { 2 } \left(-\frac{3}{2}-\operatorname{Re} \psi(1+i \xi)\right.\right.\right. \\
& \left.\left.+\ln 2 k r)-\operatorname{Re}\left(\frac{\Gamma(1+i \xi) e^{-2 i k r-2 i \xi \ln 2 k r}}{\Gamma(-i \xi)}\right)\right]\right\} \\
& +O\left[\frac{1}{(k r)^{2}}\right] \tag{46}
\end{align*}
$$

where $\psi(x)$ is the logarithmic derivative of $\Gamma$ function [16].
The last integral in Eq. (42)

$$
\begin{align*}
J_{3} & =\frac{\xi}{k r} \int_{0}^{2 k r} z \operatorname{Im}[F(-i \xi, 1,-i z) F(i \xi+1,2, i z)] d z \\
& =-\frac{\xi}{k r} \int_{0}^{2 k r} \operatorname{Re}[F(-i \xi, 1,-i z) F(i \xi+1,1, i z)] d z \tag{47}
\end{align*}
$$

transforms itself as follows:

$$
\begin{align*}
J_{3} \simeq & \frac{2}{k r} e^{-\pi \xi} \frac{\sinh \pi \xi}{\pi \xi}\left\{\xi^{2}[1+\operatorname{Re} \psi(1+i \xi)-\ln 2 k r]\right. \\
& \left.+\frac{1}{2} \operatorname{Re}\left(\frac{\Gamma(1+i \xi) e^{-2 i k r-2 i \xi \ln 2 k r}}{\Gamma(-i \xi)}\right)+\xi k r\right\}+O\left[\frac{1}{(k r)^{2}}\right] \tag{48}
\end{align*}
$$

Substituting Eqs. (45)-(48) for Eq. (42) shows that the latter is satisfied with the considered accuracy. Besides, one can see that the left side of Eq. (42) corresponds to the total cross section (28), and the right side of Eq. (42) corresponds to the imaginary part of the scattering operator (38) with $\vec{n}$ $=\vec{n}^{\prime}$. So, one can consider this calculation as the proof of the "optical" theorem for the Coulomb scattering problem.

## V. THE WAVE PACKET PROPAGATION IN THE COULOMB FIELD

As it follows from the results of the preceding sections, the regularization of the Rutherford cross section is determined by the characteristic angle

$$
\begin{equation*}
\theta_{0}=\sqrt{\frac{2}{k r}} \tag{49}
\end{equation*}
$$

which corresponds to the boundary of the "near" zone and is consider as the kinematic parameter (KP) of the system. However, in real scattering experiments the incident particle is actually represented by the localized wave packet [13]. Besides, the Coulomb potential is screened at some distance
$R_{s}$, depending on the properties of the medium where the collision occurs. Therefore, in the general case the problem is characterized by some additional parameters that can be considered as external parameters (EP). So, one should estimate the conditions under which KP are more important for the cross section regularization than EP. One will take into account the two most essential EP: the screening angle $\theta_{s}$ and the incident angle parameter $\theta_{\text {int }}$, depending on the wave packet transversal width $a$ and defining the interference zone between the incident and scattered waves (see also Sec. II). A simple estimation of these parameters leads to

$$
\begin{equation*}
\theta_{s}=\frac{1}{k R_{s}}, \quad \theta_{\text {int }}=\frac{1}{k a} . \tag{50}
\end{equation*}
$$

The kinematic regularization is evidently most essential if the angle width of the "near" zone is larger than the characteristic angle intervals connected with EP, i.e., the following conditions are fulfilled

$$
\begin{equation*}
\theta_{0}>\theta_{s}, \quad \frac{k R_{s}^{2}}{r}>1, \quad \theta_{0}>\theta_{\text {int }}, \quad \frac{k a^{2}}{r}>1 \tag{51}
\end{equation*}
$$

The first inequality depends on the screening mechanism and should be analyzed for each concrete system as it will be shown below (Sec. VI) for the scattering by impurities in semiconductors. In order to take into account the finite size of the wave packet in the second inequality in Eq. (51) one should use the time-dependent theory of collisions [13,12], which will be considered in this section.

Let us suppose that the initial state of the particle at the moment $t=0$ is defined by the wave packet in the following form:

$$
\begin{gather*}
\Psi_{k}(\vec{r}, 0)=\int d \vec{q} \Phi(\vec{q}-\vec{k}) e^{i \vec{q} \cdot\left(\vec{r}-\vec{r}_{0}\right)} \equiv e^{i \vec{k} \cdot\left(\vec{r}-\vec{r}_{0}\right)} G\left(\left|\vec{r}-\vec{r}_{0}\right|\right), \\
G(\rho)=\int d \vec{p} \Phi(\vec{p}) e^{i \vec{p} \cdot \vec{p}} \tag{52}
\end{gather*}
$$

where $\vec{r}_{0}$ is the coordinate corresponding to the initial position of the wave packet; $\Phi(\vec{p})$ are the probability amplitudes of the wave vector distribution near the center $\vec{k}$ in the initial state; $G(\rho)$ is the function which describes the form of the localized wave packet in the coordinate space [13].

In order to describe the evolution of the wave packet (52) it should be expanded in the solutions of the stationary Schrödinger equation with the Coulomb potential [12] (for definiteness let us consider the attractive potential)

$$
\psi_{\vec{k}}(\vec{r})=N e^{i \vec{k} \cdot \vec{r}} F\left[i \xi_{k}, 1, i(k r-\vec{k} \cdot \vec{r})\right] .
$$

In standard scattering experiments (Fig. 5) the initial position of the wave packet corresponds to the condition $z_{0}$ $\rightarrow-\infty$. In this case the stationary wave function $\psi_{k}(\vec{r})$ coincides with the plane wave [13] and the expansion of $\Psi_{k}^{\vec{k}}(\vec{r}, 0)$ in the functions $\psi_{\vec{k}}(\vec{r})$ includes the same coefficients as in the formula (52), with the accuracy of the terms being of the order $\left|z_{0}\right|^{-1}$, due to the logarithmic distortion of the wave


FIG. 5. Sketch of distribution of the probability density corresponding to the wave packet (56) at some moment $t$.
front in the Coulomb field [1]. As a result the wave function describing the wave packet state of an arbitrary moment of time is of the following form:

$$
\begin{align*}
\Psi_{k}(\vec{r}, t)= & \int d \vec{q} \Phi(\vec{q}-\vec{k}) e^{i \vec{q} \cdot \vec{r}} e^{-i \vec{q} \cdot \vec{r}_{0}} e^{\pi \xi_{q} / 2} \Gamma\left(1-i \xi_{q}\right) F\left(i \xi_{q}, 1, i(q r\right. \\
& -\vec{q} \cdot \vec{r})) e^{-i \hbar q^{2} t / 2 m} \tag{53}
\end{align*}
$$

As it is thoroughly analyzed in the monograph [13] the wave packet extension (diffraction) can be neglected during the interaction in real scattering experiments. This corresponds to the following approximation in the integrand expression in formula (53):

$$
\begin{gather*}
\vec{q}-\vec{k}=\vec{p}, \quad p \ll k, \quad \frac{\hbar q^{2}}{2 m} \simeq \frac{\hbar k^{2}}{2 m}+(\vec{p} \cdot \vec{v}), \quad \xi_{q} \simeq \xi=\frac{\alpha}{\hbar v}, \\
q \simeq k+\frac{(\vec{p} \cdot \vec{k})}{k}, \tag{54}
\end{gather*}
$$

where $\vec{v}=\hbar \vec{k} / m$ is the group velocity of the center of the wave packet coinciding with the velocity of classical particles.

Let us briefly remember the results of the time-dependent collision theory for the case of a short-range potential when the asymptotic form (5) of the stationary wave function can be used for analyzing the wave packet evolution [13]

$$
\begin{equation*}
\Psi_{\vec{k}}(\vec{r}, t)=\int d \vec{q} \Phi(\vec{q}-\vec{k}) e^{i \vec{q} \cdot \vec{r}_{0}}\left[e^{-i \vec{q} \cdot \vec{r}}+f\left(\theta_{q}\right) \frac{e^{i q r}}{r}\right] e^{-i \hbar q^{2} t / 2 m}, \tag{55}
\end{equation*}
$$

where $\theta_{q}$ is the angle between the vectors $\vec{q}$ and $q \vec{r} / r$.
Now one can use expansions (54) and find the following result for the function $\Psi_{k}(\vec{r}, t)$

$$
\begin{align*}
\Psi_{\vec{k}}(\vec{r}, t) \simeq & \left\{e^{i \vec{k} \cdot \vec{r}} G\left(\left|\vec{r}-\vec{r}_{0}-\vec{v} t\right|\right)+f\left(\theta_{k}\right) \frac{e^{i k r}}{r} G\left(\left\lvert\, r \frac{\vec{k}}{k}-\vec{r}_{0}\right.\right.\right. \\
& -\vec{v} t \mid)\} e^{-i \vec{k} \cdot \vec{r}_{0}} e^{-i \hbar k^{2} t / 2 m} \tag{56}
\end{align*}
$$

Figure 5 shows schematically the distribution of the probability density corresponding to the wave packet (56) at
some moment $t$. It demonstrates two essential results which actually represent the basis for using the quantum mechanical stationary scattering theory for describing the collisions between real particles [13]. First, the overlapping of the fluxes corresponding to the incident [the first term in formula (56)] and scattering particles should be taken into account if they are indistinguishable because of the uncertainty correlation for the incident wave packet $\theta_{\text {int }}=1 / k a$. It means that the width $\theta_{0}$ of the "near" zone should be greater than this value. Besides, the scattering flux is localized in the spherical layer with the average radius $r \simeq\left|\vec{r}_{0}+\vec{v} t\right|$ and width $\sim a$. The angular distribution of the scattering particle within the limits of this layer is fully determined by the scattering amplitude $f\left(\theta_{k}\right)$ calculated on the basis of the stationary theory.

The expansions (54) can be used in the integral (55) if the integrand has no singularities in the range of the variable variation. This condition is not satisfied for the asymptotic form (5) in the case of the Coulomb field because the Rutherford amplitude includes unintegrable singularity. Let us show, however, that the representation of the wave packet similar to formula (56) also holds for the Coulomb problem if the expansion (56) is made on the basis of nonasymptotic representation (13) for the confluent hypergeometric function:

$$
\begin{align*}
\Psi_{k}(\vec{r}, t)= & \int d \vec{q} \Phi(\vec{q} \\
& -\vec{k}) e^{-i \vec{q} \cdot \vec{r}_{0}} e^{\mp(\pi / 2) \xi_{q}}\left[\left(z_{q}\right)^{i \xi_{q}} \frac{e^{i q r}}{\Gamma\left(i \xi_{q}\right)} G_{1}\left(i \xi_{q}, i z_{q}\right)\right. \\
& \left.+\left(z_{q}\right)^{-i \xi \xi_{q}} \frac{e^{i \vec{q} \cdot \vec{r}}}{\Gamma\left(i \xi_{q}\right)} G_{2}\left(i \xi_{q}, i z_{q}\right)\right] e^{-i \hbar q^{2} t / 2 m} \\
z_{q}= & q r-\vec{q} \cdot \vec{r} \tag{57}
\end{align*}
$$

The functions $G_{1,2}$ are rather smooth and integrable. One can use expansion (54) for their arguments if the following condition is satisfied within the region $z_{q} \leqslant 1$, the latter being of the most essential variation of these functions:

$$
\begin{gather*}
z_{k} \geqslant \vec{p} \cdot\left(r \frac{\vec{k}}{k}-\vec{r}\right) \simeq \operatorname{pr} \theta_{p}  \tag{58}\\
\theta^{2} \simeq \frac{1}{k r} \geqslant\left(\frac{1}{k a}\right)^{2}, \quad \frac{k a^{2}}{r} \leqslant 1 \tag{59}
\end{gather*}
$$

It coincides with the above mentioned estimation (51) made on the basis of the qualitative analysis. It should also be emphasized that the same inequality permits one to neglect the extension of the wave packet during the collision [13]:

$$
\begin{equation*}
\theta^{2} \simeq \frac{1}{k r} \geqslant\left(\frac{a}{r}\right)^{2}, \quad \frac{k a^{2}}{r} \leqslant 1 \tag{60}
\end{equation*}
$$

As a result the functions $G_{1,2}$ in formula (57) can be removed out of the integral with the arguments corresponding to the center of the wave packet and this leads to the expression

$$
\begin{align*}
\Psi_{k}(\vec{r}, t)= & {\left[\left(z_{k}\right)^{i \xi_{k}} \frac{e^{i k r}}{\Gamma\left(i \xi_{k}\right)} G_{1}\left(i \xi_{k}, i z_{k}\right) G\left(\left|r \frac{\vec{k}}{k}-\vec{r}_{0}-\vec{v} t\right|\right)\right.} \\
& +\left(z_{k}\right)^{-i \xi_{k}} \frac{e^{i \vec{k} \cdot \vec{r}}}{\Gamma\left(i \xi_{k}\right)} G_{2}\left(i \xi_{k}, i z_{k}\right) G\left(\mid \vec{r}-\vec{r}_{0}\right. \\
& -\vec{v} t \mid)] e^{\mp(\pi / 2) \xi_{k}} e^{i-\vec{k} \cdot \vec{r}_{0}} e^{-i \hbar k^{2} t / 2 m}, \quad z_{k}=k r-\vec{k} \cdot \vec{r} . \tag{61}
\end{align*}
$$

It means that the scattering process in the Coulomb field can be considered on the basis of the stationary theory as it takes place in the case of a short-range potential. Besides, the incident and scattered wave packets are extending in space separately excluding an unessential domain of their overlapping.

## VI. CALCULATION OF CHARGE CARRIER MOBILITY IN EXTRINSIC SEMICONDUCTORS

It is important to consider a specific physical system where the described peculiarities of the scattering process in the Coulomb field can appear for some observed characteristics. According to the estimation (51), they are possible if the following inequality is fulfilled:

$$
\begin{equation*}
\frac{k R_{s}^{2}}{r}>1 \tag{62}
\end{equation*}
$$

Here $R_{s}$ is the screening radius of the Coulomb potential in a medium and it depends on the screening mechanism in the system. The value $r$ is defined by the distance between the scattering center and the detector or by the average distance between two subsequent collisions if the scattering operator (32) is used for describing of kinetic processes in the system.

In the present paper the nonasymptotic scattering theory will be used for analyzing of charge carrier mobility in extrinsic semiconductors at low temperature. In this case the concentration of the impurity centers determines both the type of the carriers and their concentration and also the main contribution to the resistance of the semiconductor [17]. The problem has been recently analyzed in detail in paper [7] and the results of various phenomenological models for regularization of the Rutherford cross section are compared with experimental data [7]. It is shown that the widely used models of Brooks-Herring [5], and Conwell-Weisskopf [6] do not completely describe the experimental dependence of the mobility on temperature and impurity concentration. The authors of paper [7] fitted the experimental data much better by means of an additional phenomenological parameter, having the physical meaning of the characteristic collision time. Such parameter seems to take into account partly the influence of the "near" zone (see Sec. II) on the formation of the scattered flux. So, the regularization of the scattering problem in the Coulomb field is of interest not only as the methodological problem but also as the applied one.

Let us consider an extrinsic semiconductor with the donor concentrations $n_{1}$ and acceptor $n_{2}$ in the charge states $Z_{1} e$ and $Z_{2} e$, respectively (in most real structures the impurities
with the charge $\left|Z_{1,2}\right|=1$ are important), $e$ being the absolute value of the electron charge.

In general case the value $n_{e}$ is determined by both thermally excited carriers and carriers due to impurities. Semiconductors with a wide forbidden zone are analyzed in paper [7] and the value $n_{e}$ can be estimated as

$$
n_{e} \simeq Z_{1} n_{1}-Z_{2} n_{2}=n,
$$

for the considered low temperature.
Let us also introduce another parameter which is more common in semiconductor physics: $K$ is compensation and usually has quite a small value $K \simeq 0.1$ [7]

$$
\begin{equation*}
n_{1}=\frac{n}{Z_{1}-K Z_{2}}, \quad n_{2}=\frac{n K}{Z_{1}-K Z_{2}}, \quad K=\frac{n_{2}}{n_{1}} \tag{63}
\end{equation*}
$$

It is well known [17] that the Coulomb potential screening in semiconductors is defined by several factors. On the one hand, there is a static dielectric constant $\epsilon$ conditioned by the electrons from the valency band which does not change a long-range character of the potential. On the other hand, the Debye screening of the potential by free electrons (or holes) leads to its cut off at the distance [17]

$$
\begin{equation*}
R_{s} \simeq \sqrt{\frac{\epsilon k_{B} T}{4 \pi e^{2} n_{e}}} \tag{64}
\end{equation*}
$$

where $k_{B}$ is Boltzmann constant; $T$ is the crystal temperature; $n_{e}$ is the concentration of free charge carriers (electrons in the conduction band for $n$-type semiconductors or holes in the valence band for $p$-type semiconductors).

The average distance $r$ between scattering centers and the characteristic were vector for the carriers in formula (62) can be estimated as

$$
r \simeq n^{-1 / 3}, \quad k=\frac{\sqrt{2 m^{*} E}}{\hbar} \simeq \frac{\sqrt{3 m^{*} k_{B} T}}{\hbar}
$$

with $m^{*}$ being the carrier effective mass.
As a result condition (62) leads to the following inequality:

$$
\begin{equation*}
\frac{\left(3 \epsilon m^{*}\right)^{1 / 2}\left(k_{B} T\right)^{3 / 2}}{4 \pi e^{2} \hbar n^{2 / 3}}>1 \tag{65}
\end{equation*}
$$

which is fulfilled in the entire range of the density and temperature considered in [7].

In most applications the theoretical estimation of the carrier mobility is based on the approximation of the relaxation time $\tau$ and Maxwell's velocity distribution. It leads to the following formula (for definiteness $n$-type semiconductors are considered) [17]:

$$
\begin{gather*}
\mu=\frac{e}{m^{*}}\langle\tau\rangle,  \tag{66}\\
\langle\tau\rangle=\left[\int_{0}^{\infty} E^{3 / 2} e^{-E / k_{B} T}\right]^{-1} \int_{0}^{\infty} \tau(E) E^{3 / 2} e^{-E / k_{B} T} . \tag{67}
\end{gather*}
$$

Here the relaxation time is supposed to be averaged on the energy of carriers with Maxwell's distribution.

It is known [19] that if several scattering mechanisms take place (e.g., the scattering by donors and acceptors), to obtain a more accurate result the additional averaging on the types of scattering centers should be fulfilled:

$$
\begin{align*}
& \tau(E)=\frac{\tau_{1}(E) \tau_{2}(E)}{\tau_{1}(E)+\tau_{2}(E)}, \\
& \tau_{1,2}(E)=\frac{1}{n_{1,2} v \sigma_{t r 1,2}}, \tag{68}
\end{align*}
$$

where the indexes 1,2 correspond to the scattering by donors and acceptors; $\sigma_{t r 1,2}$ is the transport cross section for the cases of attraction and repulsion. In accordance with Sec. III these values are defined by the formulas

$$
\begin{equation*}
\sigma_{t r 1,2}=\frac{2 \pi \xi_{1,2}^{2} e^{\mp \pi \xi_{1,2}}}{k^{2}} \int_{0}^{2 k r_{1,2}}\left|U\left(1 \pm i \xi_{1,2}, 1, i z\right)\right|^{2} z d z \tag{69}
\end{equation*}
$$

The more accurate formula than in Eq. (33) is used here because in this case the condition $k r \gg 1$ cannot be fulfilled.

The interaction parameters between carriers and scattering centers in the considered cases are the following:

$$
\xi_{1,2}(E)=\frac{Z_{1,2} e^{2}}{\epsilon \hbar v}
$$

and the static dielectric constant of the crystal is taken into account.

According to formulas (69) the transport cross section depends on the potential charge as distinct from its calculation with the Rutherford cross section. A similar effect ("phase shift") is well known for extrinsic semiconductors and is considered usually by means of the Fridel sum rule [18]. An indefinite parameter $r$ is included in Eq. (69). If the value $\mu$ is calculated in the totally microscopic way it should be averaged on the space distribution of the impurities in the sample. It is equivalent to the integration of expression (66) by $r$ taking into account Eq. (69). However, the transport cross section has a smooth logarithmic behavior at $r$ which can be substituted in Eq. (69) as the average distance between the impurities with the considered accuracy. Then the value $r=0.5 n_{i}^{-1 / 3}$ can be used in Eq. (69) similar to both models [5] and [6].

It is convenient to define the auxiliary value $\sigma_{t r}^{\prime}$ so that

$$
\sigma_{t r}=2 \pi \frac{\xi^{2}}{k^{2}} \sigma_{t r}^{\prime}
$$

Then a nonasymptotic calculation leads to

$$
\begin{equation*}
\sigma_{t r 1,2}^{\prime}=e^{\mp \pi \xi_{1,2}} \int_{0}^{2 k r_{1,2}}\left|U\left(1 \pm i \xi_{1,2}, 1, i z\right)\right|^{2} z d z \tag{70}
\end{equation*}
$$

with the values

$$
r_{1}=\frac{\left(Z_{1}-K Z_{2}\right)^{1 / 3}}{2 n^{1 / 3}}, \quad r_{2}=\frac{\left(Z_{1}-K Z_{2}\right)^{1 / 3}}{2(n K)^{1 / 3}}
$$

which are defined by one-half of the average distance between donors and acceptors, respectively.

As a result the following expression for carrier mobility can be obtained:

$$
\begin{equation*}
\mu=\frac{2^{5 / 2} \epsilon^{2}\left(k_{B} T\right)^{3 / 2}}{3 \pi^{3 / 2} e^{3} m^{* 1 / 2} n} \int_{0}^{\infty} \frac{x^{3} e^{-x}}{Z_{1}^{2} \sigma_{t r 1}^{\prime}(x)+K Z_{2}^{2} \sigma_{t r 2}^{\prime}(x)} d x \tag{71}
\end{equation*}
$$

The integrals over energies can be estimated in a standard way [6]: smoothly changing functions can be taken out of the integrals with the argument $x=3$ when the energy distribution function has its maximum value. This leads to the following analytical expression for the mobility:

$$
\begin{equation*}
\mu=\frac{2^{7 / 2} \epsilon^{2}\left(Z_{1}-K Z_{2}\right)\left(k_{B} T\right)^{3 / 2}}{\pi^{3 / 2} e^{3} m^{* 1 / 2} n\left[Z_{1}^{2} \sigma_{t r 1}^{\prime}\left(3 k_{B} T\right)+K Z_{2}^{2} \sigma_{t r 2}^{\prime}\left(3 k_{B} T\right)\right]} . \tag{72}
\end{equation*}
$$

If $Z_{1}=Z_{2}=1$ it transforms as follows:

$$
\begin{equation*}
\mu=\frac{2^{7 / 2} \epsilon^{2}(1-K)\left(k_{B} T\right)^{3 / 2}}{\pi^{3 / 2} e^{3} m^{* 1 / 2} n\left[\sigma_{t r 1}^{\prime}\left(3 k_{B} T\right)+K \sigma_{t r 2}^{\prime}\left(3 k_{B} T\right)\right]} \tag{73}
\end{equation*}
$$

We can compare this with the analogous formula in the framework of Conwell-Weisskopf model [6]

$$
\begin{equation*}
\mu_{C W}=\frac{2^{7 / 2} \epsilon^{2}(1-K)\left(k_{B} T\right)^{3 / 2}}{\pi^{3 / 2} e^{3} m^{* 1 / 2} n(1+K) \ln \left(1+\left(\frac{3 \epsilon k_{B} T(1-K)^{1 / 3}}{Z e^{2}[n(1+K)]^{1 / 3}}\right)^{2}\right)} . \tag{74}
\end{equation*}
$$

The results of the calculation using Eqs. (73) and their comparison with Conwell-Weisskopf model results are shown in Fig. 6. The same figure shows that the dependence of the mobility on the temperature and the compensation $K$ in our consideration differs greatly from the results of Conwell-Weisskopf model [6] based on the Rutherford cross section with the phenomenological regularization. In principle, such difference can be revealed in some experiments.

## VII. CONCLUSIONS

In this paper we have studied the question whether the nonintegrable singularity of the Rutherford scattering cross section is an intrinsic feature of the Coulomb problem or one could avoid it following the rigorous rules of the quantum mechanical scattering theory. The reason for this question is in the obvious contradiction between the behavior of the exact wave function of the particle in the Coulomb field

$$
\psi_{\vec{k}}(\vec{r})=e^{ \pm(\pi / 2) \xi} \Gamma(1 \mp i \xi) e^{i \vec{k} \cdot \vec{r}} F[ \pm i \xi, 1, i(k r-\vec{k} \cdot \vec{r})]
$$

and its asymptotic form

$$
\psi_{\vec{k}}(\vec{r}) \simeq e^{i \vec{k} \cdot \vec{r}}+f(\theta) \frac{e^{i k r}}{r}
$$

which is used in the standard scattering theory.
The former expression is finite within the whole space in contrast to the latter one which tends to infinity along the line $\theta=0$. The answer to the above question is the following: the reason for the singularity in the cross section for a long range Coulomb potential is not physical but is due to an improper mathematical use of the asymptotic representation for the


FIG. 6. Comparison of the mobilities calculated with the nonasymptotic transport cross section (solid line) and in the framework of the Conwell-Weisskopf model (dashed line). (a) Dependence on the impurity concentration $n$, (b) on the compensation $K$, and (c) on the temperature $T$. The following parameters are used: $T=78, \epsilon=10$, $m=0.2 m_{0}$, and $K=0.15$.
wave function in the "near" zone which is determined by the cone with the angle $\theta_{0} \simeq \sqrt{2 / k r}$ along $\vec{k}$ (Fig. 1). If one calculates the flux of the scattered particles with the exact wave function, the cross section remains finite in the entire range
of angles. This leads to the regularization of the Coulomb scattering problem and permits one to calculate the finite value for the total and transport cross sections and consider the analog of the "optical" theorem for this case. One of the main results of the paper is expressed in formula (28) for the total cross section that is different for attractive and repulsive potentials

$$
\sigma_{\mathrm{tot}}=\frac{2 \pi r}{k} \xi^{2} I_{ \pm}(\xi)
$$

with well-defined functions $I_{ \pm}(\xi)$ of the dimensionless parameter of the Coulomb interaction $\xi=e^{2} / \hbar v$.

The most unusual feature of the regularized cross section is its dependence on the distance $r$ between the detector and the scattering center. The physical meaning of this result becomes clear if one takes into account than in real scattering experiments the flux of incident particles is represented by the wave packet with the transversal width $a$, and the standard interpretation of the scattering data is possible under the condition that the diffraction extension of the wave packet is negligible [13]. This leads to the restriction for the distance $r<k a^{2}$ which is actually fulfilled for real experimental conditions [13]. As a result the maximal value of the total cross section is

$$
\sigma_{\max }=2 \pi a^{2} \dot{\xi}^{2} I_{ \pm}(\xi)
$$

It means that the maximal cross section is proportional to the area of the transversal section of the incident particles beam: because of a long range character of the Coulomb potential all particles of the beam are eventually scattered with the probability depending on the parameter $\xi$. So, it is quite natural that when the detector is situated at a smaller distance $r$ from the center, it will register a fewer number of the scattered particles depending on $r$.

It is important to emphasize that the considered peculiarities of the Coulomb problem should be taken into account only for the small angle scattering experiments for the potential without any screening and the processes depending on the integral scattering characteristics. In other cases our results completely coincide with the standard Rutherford consideration.
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