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The infinite horizon stochastic control problem on network with expected total 
discounted cost optimization criterion is studied. A linear programming approach for 
solving this problem on networks is developed. Moreover, a polynomial time 
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algorithm for determining the optimal stationary strategies in the considered problem 
is proposed and grounded.  
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INTRODUCTION  AND  PROBLEM  FORMULATION 
 

In this paper we consider the infinite horizon stochastic control problem with 
expected total discounted cost optimization criterion. We formulate and study this problem 
on networks. 

Let L  be a time-discrete system with finite set of states X . At every discrete 
moment of time 0,1,2,=t  the state of the dynamical system is Xtx ∈)( . Two states 

Xxx f ∈,0  are given where (0)=0 xx  is the staring state of L  and fx  is the state in which 

the dynamical system must be brought. The dynamics of system L  is described by a 
directed graph ),(= EXG  in which the set of vertices X  corresponds to the set of states of 
system L  and a directed edge Eyxe ∈),(=  signifies the possibility of system L  to pass 
from the state Xtxx ∈)(=  to the state Xtxy ∈+1)(=  for arbitrary discrete moment of 
time 0,1,2,=t . Thus the set of edges }|),(={=)( XyEyxexE ∈∈  corresponds to the 
set of feasible controls in the state )(= txx  . On edge set E  is defined a function REc →:  

which gives to each directed edge ),(= yxe  a cost , ,= , i. е.e x y x yc c c  expresses the cost of 

system's transition from the state )(= txx  to the state )(= txy  for arbitrary 0,1,2,=t . 
The transitions costs of the dynamical system we consider with given discount factor γ  
which means that if the system at the moment of time t  passes from the state )(= txx  to 

the state 1)(= +txy  then the the cost yxc ,  is multiplied by tγ , i.e. the cost of system's 

transition from the state )(= txx  at the moment of time t  to the state 1)(= +txy  is equal 

to ,
t

x ycγ . 

For the control problem on network we have the following behavior of the dynamical 
system. If 1(0) Xx ∈  then the decision maker select a transition to the state 1=(1) xx  and 

we obtain the state 1x  at the moment of time 1=t ; in the case 2(0) Xx ∈  the system passes 

from (0)x  to a state (1)x  in the random way. If at the moment of time 1=t  the state fx  is 

reached ( fxx =1 ), then the dynamical system stops transitions. In general case, if at the 

moment of time t  the system is in the state 1)( Xtx ∈  and fxtx ≠)(  then the decision maker 

select the transition to the next state 1)( +tx ; if 2)( Xtx ∈  then the system passes to to a 

state 1)( +tx  in the random way. The dynamical system stops transitions if fxtx =)( . It is 

evident that the final states fx  in this process can be reached with the probability that 

depends on probability distribution functions in uncontrollable states as well on control in 
controllable states. We assume that G  possesses the property that the final state fx  can be 

reached with the probability equal to 1 for an arbitrary control and consider the problem of 
determining the control with with minimal expected total discounted cost. In general case 
we can estimate the optimal expected total discounted cost if the system have been reached 
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the final state. Additionally we assume that the decision maker uses the stationary control 
(stationary strategy). A stationary strategy we define as a map  

},{\)(: 11 fxXxforxXyxs ∈∈→  

which uniquely determine the transitions from the states }{\)(= 1 fxXtxx ∈  to the states 

Xxsy ∈)(=  for arbitrary discrete moment of time 0,1,2,=t . In the terms of stationary 
strategies the discounted stochastic control problem on network can be formulated in the 
following way. 

Let s  be an arbitrary stationary strategy. We define the graph ),(= 2EEXG ss ∪ , 

where 1= { = ( , ) | , = ( )}sE e x y E x X y s x∈ ∈ , 2 2= { = ( , ) | , }E e x y x X y X∈ ∈ . This graph 

corresponds to a Markov process with the probability matrix ),(= ,
s

yx
s pP  where  

, 2

, 1

1

, = ;

= 1, = ( );

0, ( ).

x y
s
x y

p if x X and y X

p if x X and y s x

if x X and y s x

∈⎧
⎪ ∈⎨
⎪ ∈ ≠⎩

 

For this Markov process with transition costs Eece ∈,  we define the expected total 

discounted cost 
0
( )x sγσ . We consider the problem of determining the strategy *s  for which  

0 0

*( ) = ( ).minx x
s

s sγ γσ σ  

We show that this problem can be formulated as linear programming problem and the 
optimal stationary strategies can be found using a polynomial time algorithm. 

 
THE  MAIN  RESULTS 

 
To study and solve the considered stochastic control problem on networks we use the 

framework of discounted Markov decision process ),,,( pcAX  with given discount factor 
(0 < < 1),γ γ  where X  is the set of states of the system, A  is the set of actions, 

RXXc →×:  is the transition cost function that gives the costs yxc ,  of system's transitions 

from the states Xx∈  to Xy ∈  and [0,1]: →×× AXXp  is the transition probability 

function that satisfy the condition )(,1,=, xAaXxpa
yxXy

∈∈∀∑ ∈
 (see [3]). Here )(xA  is 

the set of actions in the state Xx∈ . A stationary strategy (a policy) in this Markov 
decision process we define as a map AXs →:  that determines for each Xx∈  an action 

)(xAa ∈ . We consider a Markov decision processes with given absorbing state fx ,where 

0=, fxfxc . For such Markov processes we consider the problem of determining the 

stationary strategy *s  that provide optimal expected total discounted costs for an arbitrary 
starting state. We sow that optimal solution of the problem can be found by solving the 
following linear programming problem: 
Minimize  

 , ,
( )

( , ) = x a x a
x X a A x∈ ∈

ϕ α β μ α∑ ∑  (1) 
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subject to  

 

, ,
( )

,
( )

,

1, ;

= , \{ };

0, \{ }; 0, \{ }, ( ).

a
y x y x a

x X a A x

x a x f
a A x

y f x a f

p y X

x X x

y X x x X x a A x

∈ ∈

∈

⎧β − γ α ≥ ∈
⎪
⎪ α β ∀ ∈⎨
⎪
⎪β ≥ ∀ ∈ α ≥ ∀ ∈ ∈⎩

∑ ∑
∑  (2) 

The optimal stationary strategy *s  for the problem with absorbing state Xz ∈  is 
determined as follows: for }{\ fxXx ∈  fix )(= * xsa  if *

, 0x aα ≠ . Using the dual lineal 

programming model for problem (1), (2) we show that for determining the optimal 
stationary strategies in the discounted stochastic control problem can be used the following 
linear programming problem: 
Maximize  

 ( ) = x
x X∈

ϕ σ σ∑  (3) 

subject to 

 
, 1

, 2

, , ( );

, \{ }.
x y x y

x x y y x
y X

c x X y X x

p x X z
∈

σ − γσ ≤ ∀ ∈ ∈⎧⎪
⎨σ − γ σ ≤ μ ∀ ∈
⎪⎩

∑  (4) 

The optimal stationary strategy for the problem on network can be determined by fixing 
AzXs →}{\:*  such that }{\)(=)( 1

** zXxxXyxs ∈∀∈ , where *( ) = { ( ) |X x y X x∈  

,= }x y x ycσ − γσ . Note that the considered model is valid also for = 1γ . It is easy to observe 

that the linear programming model (3), (4) in the case 2 = , = 1X ∅ γ  is transformed in the 

linear programming model for minimum cost problem in a weighted directed graph with 
fixed sink vertex fx . Based on results from [1, 2] we have elaborated an iterative algorithm 

for determining the optimal stationary strategy for control problem on network with 
positive costs. 
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