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#### Abstract

Data distribution functions are introduced. They are matched with scheduling functions. The processors and iterations are determined that use an array element at its fixed position in a statement. This makes it possible to obtain the initial data distribution and also information on the data volume for every processor and on the structure of required communications.
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## INTRODUCTION

In adapting a sequential algorithm to an implementation on parallel computers with distributed memory, two major problems should be solved.

The first problem consists of the distribution of the operations of the algorithm among processors and establishment of a new order of their execution. The main issue arising in solving this problem consists of the preservation of the order of execution of informationally connected operations, i.e., the fulfillment of the conditions of preservation of dependencies of the algorithm. Many publications (in particular, [1-5]) are devoted to the investigation of this problem, and various methods of solving it are proposed in them.

The second problem lies in distributing data of the algorithm among processors and the establishing a data exchange scheme for executing the obtained parallel algorithm. The main issue that arises in solving this problem consists of the necessity to fix, at a definite instant of time, the location of a data item required for the execution of an operation and to supplement the computational algorithm with new operations of data transmission and reception. At the same time, one should take into account that the realization of communications on a parallel computer with distributed memory requires considerable expenditures. Since the objective of using parallel computers is the decrease in the time of solving problems, in parallelizing an algorithm one should strive to decrease communication expenditures for its implementation.

In contrast to the first problem, the second problem is less investigated. We will briefly review approaches to the solution of this problem.

An obvious approach to data distribution and minimization of communication expenditures lies in partitioning an algorithm into independently computed blocks [1, 6-9]. In this case, data are distributed according to the distribution of operations that use these data and, hence, all processors of a parallel computing system can work independently without the need for data exchange. As is obvious, this approach simplifies the problem of data distribution among processors and eliminates the problem of data exchange, but, in practice, algorithms seldom allows for a decomposition into independent fragments.

Another approach lies in obtaining block versions of an algorithm, i.e., partitioning the iteration space of loop nests in a special way [1, 10-13]. The objective of such a partitioning is the increase in the size of packages of transferred data and

[^0]decrease in the frequency of communications. The approach is directed towards the minimization of overheads for data exchanges irrespective of the problem of data array distribution.

There also is the approach lying in the establishment of a fixed (specified before the beginning of the execution of a program and invariable during its execution) distribution of data among processors of a computing system [4, 14-19]. The search for such a data distribution is carried under the condition of minimization of data exchanges between the processors whose local memories store data and the processors in which these data are computed or are used as arguments for computations during the execution of a parallel algorithm. Within the framework of this approach, algorithms of joint distribution of operations and data of an algorithm among processors are proposed in [4, 16, 17]. In [18, 19], conditions are considered whose fulfillment makes it possible to organize structured communications that are realized between a group of processors and can be performed more quickly than the corresponding collection of communications between pairs of processors. An advantage of this approach is a simplification of the data exchange scheme (an exchange always begins with the processor that uses a data item as a result of computations to the processor whose local memory stores this data item and vice versa, i.e., from the processor whose local memory stores a data item to another processor that uses this data item as an argument for computations). The possibility of joint determination of a distribution of operations and data that is directed towards the decrease in communications required for the realization of an algorithm is also among advantages of this approach.

However, in many computational algorithms, array elements are redefined over the entire period of their execution. In this case, this approach will lead to the organization of a large number of redundant communications between the processors that use an array element for computations and the processor that stores it rather than to directly transfer it in turn between the processors using this element. To reveal this situation and to change the data exchange scheme within the framework of the approach being considered, the corresponding algorithm should be additionally investigated as is shown in [18]. Other solutions to this problem are proposed in [20, 21].

In the present article, a new approach to the search for the distribution of data of an algorithm among processors and iterations of a parallel algorithm is considered. In this case, taking into account that the distribution of operations of the algorithm among processors and iterations of the parallel algorithm is already found, processors and iterations are determined that use an array element at its fixed position in an operator during program execution. This information makes it possible to obtain an initial distribution of arrays (including the distribution leading to the use of each array element by only one processor) and information on the size of the arrays used in each processor (which is necessary for the reservation of processor memory in writing a program), to establish the communications required for a given distribution of operations, and to determine the possibility of structurization of communications. The obtained results are suitable for automation, which makes it possible to use them for the development of software systems destined for parallelizing sequential algorithms.

## BASIC DENOTATIONS

Let an algorithm be specified by an affine loop nest, i.e., the index expressions of variables and boundaries of changing the loop parameters of the algorithm are affine functions of loop parameters and external variables.

Let, in a loop nest, there be $K$ operators $S_{\beta}$ to be executed, and let $L$ arrays $a_{l}$. be used. Simple variables are considered to be arrays of dimension $0 ; V_{\beta} \subset \mathbf{Z}^{n_{\beta}}$ is the range of variation of the parameters of the loop nest for an operator $S_{\beta}$, where $n_{\beta}$ is the number of loops enveloping the operator $S_{\beta} ; W_{l} \subset \mathbf{Z}^{v_{l}}$ is the range of variation of indices of the $l$ th array, where $v_{l}$ is the dimension of the $l$ th array; $N \in \mathbf{Z}^{e}$ is the vector of external variables of the algorithm, where $e$ is the number of external variables. We call a realization of the operator $S_{\beta}$ for a concrete value of the vector of parameters of loops $J$ an operation and denote it by $S_{\beta}(J)$. The execution of all operations dependent on $J$ is called the $J$ th iteration.

An occurrence $(l, \beta, q)$ is understood to be the $q$ th occurrence of an array $a_{l}$ in the operator $S_{\beta}$. In other words, the occurrence $(l, \beta, q)$ is the $q$ th access in a sequence of accesses to elements of the array $a_{l}$ during the next execution of the operator $S_{\beta}$. For the sake of obviousness, along with $(l, \beta, q)$, we will also use the denotation $\left(a_{l}, S_{\beta}, q\right)$. We denote the variation range for indices of elements of an array $a_{l}(F)$ that are connected with the occurrence $(l, \beta q)$ by $W_{l, \beta, q}$. We denote by $Q$ the set of occurrences $(l, \beta, q)$ of all arrays $a_{l}$ in all operators $S_{\beta}$ (the union of occurrences $(l, \beta, q)$ over all $l, \beta$, and $q$ is taken).

For the $l$ th array, the indices of its elements connected with an occurrence $(l, \beta, q)$ are expressed by an affine function $\bar{F}_{l, \beta, q}: V_{\beta} \rightarrow W_{l}$ of the form

$$
\begin{align*}
& \rightarrow W_{l} \text { ot the } \operatorname{torm}_{\bar{F}_{l, \beta, q}}(J)=F_{l, \beta, q} J+G_{l, \beta, q} N+f^{(l, \beta, q)}, \\
& J \in V_{\beta}, N \in \mathbf{Z}^{e}, F_{l, \beta, q} \in \mathbf{Z}^{v_{l} \times n_{\beta}}, G_{l, \beta, q} \in \mathbf{Z}^{v_{l} \times e}, f^{(l, \beta, q)} \in \mathbf{Z}^{v_{l}},(l, \beta, q) \in Q . \tag{1}
\end{align*}
$$

Example 1. Let $A$ be a left triangular matrix of order $N$ with diagonal elements equal to 1 . We consider the following algorithm for solving a system of linear algebraic equations $A x=b$ by the inverse substitution method:

$$
\begin{aligned}
& S_{1}: x(1)=b(1) \\
& \text { do } i=2, N \\
& \quad \begin{array}{l}
S_{2}: x(i)=b(i) \\
\text { do } j=1, i-1 \\
\quad S_{3}: x(i)=x(i)-a(i, j) x(j)
\end{array}
\end{aligned}
$$

enddo
enddo
The loop nest contains three operators $S_{1}, S_{2}$, and $S_{3}$ and elements of three arrays $x, b$, and $x$. In this case, $n_{1}=0$, $n_{2}=1, n_{3}=2, v_{1}=1, v_{2}=1, v_{3}=2, V_{1}=\{(1)\}, V_{2}=\{(i) \in \mathbf{Z} \mid 2 \leq i \leq N\}, V_{3}=\left\{(i, j) \in \mathbf{Z}^{2} \mid 2 \leq i \leq N, 1 \leq j \leq i-1\right\}, W_{1}=$ $W_{2}=\{(i) \in \mathbf{Z} \mid 1 \leq i \leq N\}$, and $W_{3}=V_{3}$.

Indices of array elements used by operators of the algorithm are expressed by functions $\bar{F}_{x, S_{1}, 1}(1)=1$, $\bar{F}_{x, S_{2}, 1}(i)=E^{(1)}(i), \bar{F}_{x, S_{3}, 1}(i, j)=\bar{F}_{x, S_{3}, 2}(i, j)=\left(\begin{array}{ll}1 & 0\end{array}\right)(i j)^{\mathrm{T}}, \bar{F}_{x, S_{3}, 3}(i, j)=\left(\begin{array}{ll}0 & 1\end{array}\right)(i j)^{\mathrm{T}}, \bar{F}_{b, S_{1}, 1}(1)=1, \bar{F}_{b, S_{2}, 1}(i)=E^{(1)}(i)$, and $\bar{F}_{a, S_{3}, 1}(i, j)=E^{(2)}(i j)^{\mathrm{T}}$.

An operation $S_{\beta}(J), J \in V_{\beta}$, depends on an operation $S_{\alpha}(I), I \in V_{\alpha}$, if [22]
(1) $S_{\alpha}(I)$ is executed before $S_{\beta}(J)$;
(2) $S_{\alpha}(I)$ and $S_{\beta}(J)$ use the same array element (i.e., $\bar{F}_{l, \alpha, p}(I)=\bar{F}_{l, \beta, q}(J)$ for some $l, p$, and $q$ ) and at least one of them redefines (changes) the element;
(3) this element is not redefined between the operations $S_{\alpha}(I)$ and $S_{\beta}(J)$.

This dependence can be true dependence (if an array element is first defined and then its value is used as an argument), can be antidependence (if the value of an array element is first used as an argument and then is redefined), and can be dependence with respect to output (if an array element is defined and then is redefined).

We denote the dependence of the operation $S_{\beta}(J)$ on the operation $S_{\alpha}(I)$ by $S_{\alpha}(I) \rightarrow S_{\beta}(J)$. Let $P=\left\{(\alpha, \beta) \mid \exists I \in V_{\alpha}, J \in V_{\beta}, S_{\alpha}(I) \rightarrow S_{\beta}(J)\right\}$ be a set that specifies pairs of dependent operators. For each pair $(\alpha, \beta) \in P$, we denote $V_{\alpha, \beta}=\left\{J \in V_{\beta} \mid \exists S_{\alpha}(I) \rightarrow S_{\beta}(J)\right\}$. Note that there can be more than one dependence between the operations $S_{\alpha}(I)$ and $S_{\beta}(J)$ if the equality $\bar{F}_{l, \alpha, p}(I)=\bar{F}_{l, \beta, q}(J)$ is fulfilled for more than one collection of $l$, $p$, and $q$. In this case, the denotation $S_{\alpha}(I) \xrightarrow{l, p, q} S_{\beta}(J)$ can be used.

Let the dependencies between operations of an algorithm be specified by functions $\bar{\Phi}_{\alpha, \beta}: V_{\alpha, \beta} \rightarrow V_{\alpha}$ in such a manner that if $S_{\alpha}(I) \rightarrow S_{\beta}(J), I \in V_{\alpha}, J \in V_{\alpha, \beta} \subseteq V_{\beta}$, then $I=\bar{\Phi}_{\alpha, \beta}(J)$. If a pair of operators $S_{\alpha}$ and $S_{\beta}$ generates more than one dependence, then upper indices are also used for the denotation of the functions $\bar{\Phi}_{\alpha, \beta}$. We call the functions $\bar{\Phi}_{\alpha, \beta}$ dependence functions and consider that they are affine,

$$
\begin{gather*}
\bar{\Phi}_{\alpha, \beta}(J)=\Phi_{\alpha, \beta} J+\Psi_{\alpha, \beta} N-\varphi^{(\alpha, \beta)}  \tag{2}\\
J \in V_{\alpha, \beta}, N \in \mathbf{Z}^{e}, \Phi_{\alpha, \beta} \in \mathbf{Z}^{n_{\alpha} \times n_{\beta}}, \Psi_{\alpha, \beta} \in \mathbf{Z}^{n_{\alpha} \times e}, \varphi^{(\alpha, \beta)} \in \mathbf{Z}^{n_{\alpha}}, \quad(\alpha, \beta) \in P
\end{gather*}
$$

Example 2 (a continuation of Example 1). The dependencies of a loop nest are described by the following functions [1, 6.8]: $\bar{\Phi}_{1,3}(i, 1)=\left(\begin{array}{ll}0 & 0\end{array}\right)(i 1)^{\mathrm{T}}+1, \quad(i, 1) \in V_{1,3}=\left\{(i, 1) \in \mathbf{Z}^{2} \mid 2 \leq i \leq N\right\}, \quad \bar{\Phi}_{2,3}(i, 1)=\left(\begin{array}{ll}1 & 0\end{array}\right)(i 1)^{\mathrm{T}}, \quad(i, 1) \in V_{2,3}=V_{1,3}, \bar{\Phi}_{3,3}^{(1)}(i, j)=$ $\left(\begin{array}{ll}0 & 1 \\ 0 & 1\end{array}\right)(i j)^{\mathrm{T}}-\left(\begin{array}{ll}0 & 1\end{array}\right)^{\mathrm{T}},(i, j) \in V_{3,3}^{(1)}=\left\{(i, j) \in \mathbf{Z}^{2} \mid 3 \leq i \leq N, 2 \leq j \leq i-1\right\}, \bar{\Phi}_{3,3}^{(2)}(i, j)=E^{(2)}(i j)^{\mathrm{T}}-\left(\begin{array}{ll}0 & 1\end{array}\right)^{\mathrm{T}},(i, j) \in V_{3,3}^{(2)}=V_{3,3}^{(1)}$.

Dependence functions form a convenient mathematical apparatus for the description of the fine information structure of an algorithm, i.e., for the description of information relations at the level of separate operations of the algorithm. Names of these functions can be different, for example, covering functions of graphs of algorithms [1] or $h$-transformations [23, 24]. It is proved (the V. V. Voevodin theorem on information covering [1, 25]) that all dependencies of algorithms presented by a sufficiently wide linear class of programs can be specified by functions linearly dependent on loop parameters and external variables. Each function is defined on a linear polyhedron; the number of functions is independent of external variables and is proportional to the number of assignment operators for real-life linear programs. The proportionality coefficient does not exceed several units.

We denote $n=\max _{1 \leq \beta \leq K} n_{\beta}$. Let us consider vector functions $\bar{t}^{(\beta)}: V_{\beta} \rightarrow \mathbf{Z}^{n}, 1 \leq \beta \leq K$. Let each function $\bar{t}^{(\beta)}$ associate with an operation $S_{\beta}(J)$ a vector $\bar{t}^{(\beta)}(J)=\left(t_{1}^{(\beta)}(J), \ldots, t_{n}^{(\beta)}(J)\right)$ with integer-valued coordinates. We assume that functions $t_{\xi}^{(\beta)}$ are affine,

$$
\begin{gather*}
t_{\xi}^{(\beta)}(J)=\tau^{(\beta, \xi)} J+b^{(\beta, \xi)} N+a_{\beta, \xi}  \tag{3}\\
J \in V_{\beta}, \tau^{(\beta, \xi)} \in \mathbf{Z}^{n_{\beta}}, b^{(\beta, \xi)}, N \in \mathbf{Z}^{e}, a_{\beta, \xi} \in \mathbf{Z}, 1 \leq \beta \leq K, 1 \leq \xi \leq n
\end{gather*}
$$

Functions $\bar{t}^{(\beta)}$ are called vector timing functions if the following conditions are fulfilled:

$$
\begin{gather*}
\operatorname{rank} T^{(\beta)}=n_{\beta}, 1 \leq \beta \leq K  \tag{4}\\
\bar{t}^{(\beta)}(J) \geq_{\text {lex }} \bar{t}^{(\alpha)}(I), J \in V_{\beta}, I \in V_{\alpha}, S_{\alpha}(I) \rightarrow S_{\beta}(J), \tag{5}
\end{gather*}
$$

where $T^{(\beta)}$ is a matrix whose rows are composed of vectors $\tau^{(\beta, 1)}, \ldots, \tau^{(\beta, n)}$ and the notation $\geq_{\text {lex }}$ means "lexicographically greater or equal to." It may be noted that, in the terminology of [1], functions $t_{\xi}^{(\beta)}$ are called unfoldings of the graph of an algorithm.

Vector timing functions specify transformation of loop nests. This means that the operation $S_{\beta}(J)$ executed at the $J$ th iteration of the initial loop nest will be executed at the $\bar{t}{ }^{(\beta)}(J)$ th iteration of the transformed loop nest. Thus, the components of the vector $\bar{t}^{(\beta)}$ are interpreted as parameters of the transformed loop nest for the operator $S_{\beta}$, i.e., $t_{1}^{(\beta)}$ is the parameter of the outermost loop and $t_{n}^{(\beta)}$ is the parameter of the innermost loop. The fulfillment of condition (4) guarantees the nondegeneracy of the transformation, and the fulfillment of condition (5) guarantees the preservation of the order of execution of informationally related operations of the algorithm, which provides the correctness of the transformation. A collection of vector functions $\bar{t}^{(1)}, \ldots, \bar{t}^{(K)}$ is called multidimensional timing.

Example 3 (a continuation of Example 2). Let us consider the following two-dimensional timing: $\bar{t}^{(1)}(1)=(1,1)$; $\bar{t}^{(2)}(i)=(i, 1), \quad 2 \leq i \leq N ; \bar{t}^{(3)}(i, j)=(i, j), \quad 2 \leq i \leq N, \quad 1 \leq j \leq i-1$. We transform the initial loop nest according to the following multidimensional timing:

```
do \(i=1, N\)
    do \(j=1, i-1\)
        if \((i=j=1) \quad S_{1}: x(1)=b(1)\)
        if \((i \geq 2, j=1) S_{2}: x(i)=b(i)\)
        if \((i \geq 2) \quad S_{3}: x(i)=x(i)-a(i, j) x(j)\)
        enddo
        enddo
```

We denote $\rho_{l, \beta, q}=\operatorname{rank} F_{l, \beta, q}$. Let us consider the basis of the space $\mathbf{Z}^{n_{\beta}}$ with base vectors $u_{i}^{\perp}, 1 \leq i \leq \rho_{l, \beta, q}$ and $u_{i}$, $1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}$, where $u_{i}$ are base vectors of the subspace $\operatorname{ker} F_{l, \beta, q}$; if $\rho_{l, \beta, q}=n_{\beta}$, then the vectors $u_{i}$ are absent. We denote the matrix whose columns are composed of vectors $u_{i}^{\perp}$ by $U_{l, \beta, q}^{\perp}$.

Let $F$ be an element of the set $W_{l}$. We denote by $V_{l, \beta, q}(F)$ the set of iterations of the initial loop nest whose occurrence $(l, \beta, q)$ uses the same array element $a_{l}(F)$,

$$
V_{l, \beta, q}(F)=\left\{J \in V_{\beta} \mid \bar{F}_{l, \beta, q}(J)=F\right\} .
$$

We denote by $\Lambda_{l, \beta, q}(F)$ the set specifying the coordinates of the projection of the set $V_{l, \beta, q}(F)$ onto the linear envelope of vectors $u_{i}$,

$$
\Lambda_{l, \beta, q}(F)=\left\{\left(\lambda_{1}, \ldots, \lambda_{n_{\beta}-\rho_{l, \beta, q}}\right) \mid J=J^{\perp}+\sum_{i=1}^{n_{\beta}-\rho_{l, \beta, q}} \lambda_{i} u_{i}, J \in V_{l, \beta, q}(F)\right\} ;
$$

in the case when $\rho_{l, \beta, q}=n_{\beta}$, the set $\Lambda_{l, \beta, q}(F)$ is empty.

## FUNCTIONS USING ARRAYS AT ITERATIONS OF LOOP NESTS

We introduce functions $\bar{d}^{(l, \beta, q)}: W_{l, \beta, q} \rightarrow \mathbf{Z}^{n},(l, \beta, q) \in Q$, with affine coordinate functions of the form

$$
\begin{gather*}
d_{\xi}^{(l, \beta, q)}(F)=\eta^{(l, \beta, q, \xi)} F+z^{(l, \beta, q, \xi)} N+y_{(l, \beta, q, \xi)}(F) \\
F \in W_{l, \beta, q}, \eta^{(l, \beta, q, \xi)} \in \mathbf{Z}^{v_{l}}, z^{(l, \beta, q, \xi)}, N \in \mathbf{Z}^{e}  \tag{6}\\
y_{l, \beta, q, \xi}(F) \in \mathbf{Z},(l, \beta, q) \in Q, 1 \leq \xi \leq n
\end{gather*}
$$

For each fixed $F \in W_{l, \beta, q}$, we require the fulfillment of the condition

$$
\begin{equation*}
d_{\xi}^{(l, \beta, q)}(F)=t_{\xi}^{(\beta)}(J), J \in V_{l, \beta, q}(F) \tag{7}
\end{equation*}
$$

Then each function $\bar{d}^{(l, \beta, q)}$ determines iterations of the transformed loop nest at which elements of the array $a_{l}$ connected with the occurrence $(l, \beta, q)$ are used. We call functions $\bar{d}^{(l, \beta, q)}$ functions using arrays at iterations of loop nests. We note that functions $d_{\xi}^{(l, \beta, q)}$ are multivalued in the general case.

THEOREM 1. The coordinates $d_{\xi}^{(l, \beta, q)}$ of functions using arrays at iterations of a loop nest are specified by formulas (6) in which $\eta^{(l, \beta, q, \xi)}$ is a solution to the following system of equations:

$$
\begin{equation*}
\eta^{(l, \beta, q, \xi)} F_{l, \beta, q} U_{l, \beta, q}^{\perp}=\tau^{(\beta, \xi)} U_{l, \beta, q}^{\perp} \tag{8}
\end{equation*}
$$

and vectors $z^{(l, \beta, q, \xi)}$ and quantities $y_{l, \beta, q, \xi}(F)$ are specified by the equalities

$$
\begin{gather*}
z^{(l, \beta, q, \xi)}=b^{(\beta, \xi)}-\eta^{(l, \beta, q, \xi)} G_{l, \beta, q}  \tag{9}\\
y_{l, \beta, q, \xi}(F)=a_{\beta, \xi}-\eta^{(l, \beta, q, \xi)} f^{(l, \beta, q)}+\sum_{i=1}^{n_{\beta}-\rho_{l, \beta, q}} \lambda_{i} \tau^{(\beta, \xi)} u_{i},\left(\lambda_{1}, \ldots, \lambda_{n_{\beta}-\rho_{l, \beta, q}}\right) \in \Lambda_{l, \beta, q}(F) . \tag{10}
\end{gather*}
$$

Proof. Let $F$ be an arbitrary fixed element of the set $W_{l, \beta, q}$. Then $F=\bar{F}_{l, \beta, q}(J), J \in V_{l, \beta, q}(F)$, and the fulfillment of condition (7) is equivalent to the fulfillment of the equality $t_{\xi}^{(\beta)}(J)-d_{\xi}^{(l, \beta, q)}\left(\bar{F}_{l, \beta, q}(J)\right)=0$ for any $J \in V_{l, \beta, q}(F)$.

We have

$$
\begin{gathered}
t_{\xi}^{(\beta)}(J)-d_{\xi}^{(l, \beta, q)}\left(\bar{F}_{l, \beta, q}(J)\right)=\tau^{(\beta, \xi)} J+b^{(\beta, \xi)} N+a_{\beta, \xi}-\left(\eta^{(l, \beta, q, \xi)} \bar{F}_{l, \beta, q}(J)\right. \\
\left.+z^{(l, \beta, q, \xi)} N+y_{l, \beta, q, \xi}\right)=\tau^{(\beta, \xi)} J+b^{(\beta, \xi)} N+a_{\beta, \xi}-\eta^{(l, \beta, q, \xi)}\left(F_{l, \beta, q} J+G_{l, \beta, q} N+f^{(l, \beta, q)}\right)-z^{(l, \beta, q, \xi)} N-y_{l, \beta, q, \xi} \\
=\left(\tau^{(\beta, \xi)}-\eta^{(l, \beta, q, \xi)} F_{l, \beta, q}\right) J+\left(b^{(\beta, \xi)}-\eta^{(l, \beta, q, \xi)} G_{l, \beta, q}-z^{(l, \beta, q, \xi)}\right) N+a_{\beta, \xi}-\eta^{(l, \beta, q, \xi)} f^{(l, \beta, q)}-y_{l, \beta, q, \xi}
\end{gathered}
$$

Equality (7) is fulfilled if the value of every quantity $\left(\tau^{(\beta, \xi)}-\eta^{(l, \beta, q, \xi)} F_{l, \beta, q}\right) J$, $\left(b^{(\beta, \xi)}-\eta^{(l, \beta, q, \xi)} G_{l, \beta, q}-z^{(l, \beta, q, \xi)}\right) N$, and $a_{\beta, \xi}-\eta^{(l, \beta, q, \xi)} f^{(l, \beta, q)}-y_{l, \beta, q, \xi}$ reaches zero.

The first of these quantities equals zero for any vector $J$ if the vector $\eta^{(l, \beta, q, \xi)}$ is determined as a solution of the following system of equations: $\eta^{(l, \beta, q, \xi)} F_{l, \beta, q}=\tau^{(\beta, \xi)}$. However, this system does not necessarily has a solution since the number of unknowns (coordinates of the vector $\eta^{(l, \beta, q, \xi)}$ ) is smaller than or equal to the number of equations ( $v_{l} \leq n_{\beta}$ ). To this end, we represent the vector $J$ in the form $J=J^{\perp}+J^{(0)}$, where $J^{\perp}=\sum_{i=1}^{\rho_{l, \beta, q}} \lambda_{i}^{\perp} u_{i}^{\perp}$ and $J^{(0)}=\sum_{i=1}^{n_{\beta}-\rho_{l, \beta, q}} \lambda_{i} u_{i}$. Then we obtain

$$
\begin{aligned}
& \left(\tau^{(\beta, \xi)}-\eta^{(l, \beta, q, \xi)} F_{l, \beta, q}\right) J=\left(\tau^{(\beta, \xi)}-\eta^{(l, \beta, q, \xi)} F_{l, \beta, q}\right)\left(J^{\perp}+J^{(0)}\right) \\
& =\left(\tau^{(\beta, \xi)}-\eta^{(l, \beta, q, \xi)} F_{l, \beta, q}\right) J^{\perp}+\tau^{(\beta, \xi)} J^{(0)} \\
& =\left(\tau^{(\beta, \xi)}-\eta^{(l, \beta, q, \xi)} F_{l, \beta, q}\right)+\sum_{i=1}^{\rho_{l, \beta, q}} \lambda_{i}^{\perp} u_{i}^{\perp}+\tau^{(\beta, \xi)} \sum_{i=1}^{n_{\beta}-\rho_{l, \beta, q}} \lambda_{i} u_{i} \\
& =\sum_{i=1}^{\rho_{l, \beta, q}} \lambda_{i}^{\perp}\left(\tau^{(\beta, \xi)} u_{i}^{\perp}-\eta^{(l, \beta, q, \xi)} F_{l, \beta, q} u_{i}^{\perp}\right)+\sum_{i=1}^{n_{\beta}-\rho_{l, \beta, q}} \lambda_{i} \tau^{(\beta, \xi)} u_{i}
\end{aligned}
$$

The number of unknowns of the system $\eta^{(l, \beta, q, \xi)} F_{l, \beta, q} u_{i}^{\perp}=\tau^{(\beta, \xi)} u_{i}^{\perp}$ is greater than or equal to the number of equations ( $v_{l} \geq \rho_{l, \beta, q}$ ). The system always has a solution since the rank of the extended matrix is equal to the rank of the matrix of the system.

$$
\begin{aligned}
& \text { Thus, we obtain } \\
& \qquad t_{\xi}^{(\beta)}(J)-d_{\xi}^{(l, \beta, q)}\left(\bar{F}_{l, \beta, q}(J)\right)=\sum_{i=1}^{\rho_{l, \beta, q}} \lambda_{i}^{\perp}\left(\tau^{(\beta, \xi)} u_{i}^{\perp}-\eta^{(l, \beta, q, \xi)} F_{l, \beta, q} u_{i}^{\perp}\right) \\
& +\sum_{i=1}^{n_{\beta}-\rho_{l, \beta, q}} \lambda_{i} \tau^{(\beta, \xi)} u_{i}+\left(b^{(\beta, \xi)}-\eta^{(l, \beta, q, \xi)} G_{l, \beta, q}-z^{(l, \beta, q, \xi)}\right) N+a_{\beta, \xi}-\eta^{(l, \beta, q, \xi)} f^{(l, \beta, q)}-y_{l, \beta, q, \xi} .
\end{aligned}
$$

Equality (7) is fulfilled for any $J \in V_{l, \beta, q}(F)$ if components of each vector $\eta^{(l, \beta, q, \xi)}$ are determined as a solution of a system of $\rho_{l, \beta, q}$ equations with $v_{l}$ unknowns,

$$
\begin{equation*}
\eta^{(l, \beta, q, \xi)} F_{l, \beta, q} u_{i}^{\perp}=\tau^{(\beta, \xi)} u_{i}^{\perp}, 1 \leq i \leq \rho_{l, \beta, q} \tag{11}
\end{equation*}
$$

and the matrix $z^{(l, \beta, q, \xi)}$ and functions $y_{l, \beta, q, \xi}(F)$ are specified by equalities (9) and (10), respectively. It may be noted that the system of equations (11) can be written in the form (8) and, for each fixed $F$, vectors $\left(\lambda_{1}, \ldots, \lambda_{n_{\beta}-\rho_{l, \beta, q}}\right)$ belong to the set $\Lambda_{l, \beta, q}(F)$.

In a special case (when the vector of external variables is not taken into account), Theorem 1 is proved in [26].
Example 4 (a continuation of Example 3). Let us find functions using arrays at iterations of the transformed loop nest. Note that the transformation has been carried out according to the following two-dimensional timing: $\bar{t}^{(1)}(1)=(1,1)$; $\bar{t}^{(2)}(i)=(i, 1), 2 \leq i \leq N ; \bar{t}^{(3)}(i, j)=(i, j), 2 \leq i \leq N, 1 \leq j \leq i-1$.

For the occurrences $\left(x, S_{1}, 1\right)$ and $\left(x, S_{2}, 1\right)$, according to equality (7), we obtain $\bar{d}^{\left(x, S_{1}, 1\right)}(1)=(1,1)$ and $\bar{d}^{\left(x, S_{2}, 1\right)}(i)=(i, 1)$.

Let us consider the occurrences $\left(x, S_{3}, 1\right)$ and $\left(x, S_{3}, 2\right)$. It suffices to take only one of these occurrences. We have $\tau^{(3,1)}=(1,0), \tau^{(3,2)}=(0,1), b^{(3,1)}=b^{(3,2)}=0, a_{3,1}=a_{3,2}=0 ; F_{x, S_{3}, 1}=(10), G_{x, S_{3}, 1}=0, f^{\left(x, S_{3}, 1\right)}=0 ; \rho_{x, S_{3}, 1}=1, n_{3}=2$; $u_{1}=(0,1)$ and $u_{1}^{\perp}=(1,0)$. For $\xi=1$, system (8) assumes the form $\eta^{\left(x, S_{3}, 1,1\right)}\left(\begin{array}{ll}1 & 0\end{array}\right)\binom{1}{0}=\left(\begin{array}{ll}1 & 0\end{array}\right)\binom{1}{0}$ and, hence, $\eta^{\left(x, S_{3}, 1,1\right)}=1$.

From relationships (9) and (10) we obtain $z^{\left(x, S_{3}, 1,1\right)}=0-1 \cdot 0=0$ and $y_{x, S_{3}, 1,1}(i)=0-1 \cdot 0+\lambda_{1}(1,0)(0,1)=0$. For $\xi=2$, we obtain $\eta^{\left(x, S_{3}, 1,2\right)}\left(\begin{array}{ll}1 & 0\end{array}\right)\binom{1}{0}=\left(\begin{array}{ll}1 & 0\end{array}\right)\binom{1}{0}$ and, hence, $\eta^{\left(x, S_{3}, 1,2\right)}=0 ; z^{\left(x, S_{3}, 1,2\right)}=0-0 \cdot 0=0$ and $y_{x, S_{3}, 1,2}(i)=0-0 \cdot 0+$ $\lambda_{1}(0,1)(0,1)=\lambda_{1}, \quad \lambda_{1} \in \Lambda_{x, S_{3}, 1}(i)$. For each $i=1, \ldots, N$ we define the set $V_{x, S_{3}, 1}(i)=\{(i, j) \mid 1 \leq j \leq i-1\}$. Hence, $\Lambda_{x, S_{3}, 1}(i)=\{j \mid 1 \leq j \leq i-1\}$ and $y_{x, S_{3}, 1,2}(i)=j, 1 \leq j \leq i-1$. We obtain $\bar{d}^{\left(x, S_{3}, 1\right)}(i)=\bar{d}^{\left(x, S_{3}, 2\right)}(i)=(i, j), 1 \leq j \leq i-1$.

Let us consider the occurrence $\left(x, S_{3}, 3\right)$. We have $F_{x, S_{3}, 3}=(01), G_{x, S_{3}, 3}=0$, and $f^{\left(x, S_{3}, 3\right)}=0 ; \rho_{x, S_{3}, 3}=1$; $u_{i}=(1,0)$ and $u_{1}^{\perp}=(0,1)$. For $\xi=1$, we obtain $\eta^{\left(x, S_{3}, 3,1\right)}(01)\binom{0}{1}=\left(\begin{array}{ll}1 & 0\end{array}\right)\binom{0}{1}$, whence $\eta^{\left(x, S_{3}, 3,1\right)}=0 ; z^{\left(x, S_{3}, 3,1\right)}=0-0 \cdot 0=0$ and $y_{x, S_{3}, 3,1}(j)=0-0+\lambda_{1}(1,0)(1,0)=\lambda_{1}, \lambda_{1} \in \Lambda_{x, S_{3}, 3}(j)$. For each $i=1, \ldots, N-1$, we define the $\operatorname{set} V_{x, S_{3}, 3}(j)=\{(i, j) \mid$ $j+1 \leq i \leq N\}$. Hence, $\quad \Lambda_{x, S_{3}, 3}(j)=\{i \mid j+1 \leq i \leq N\} \quad$ and $\quad y_{x, S_{3}, 1,1}(j)=i, j+1 \leq i \leq N$. For $\xi=2$, we obtain $\eta^{\left(x, S_{3}, 3,2\right)}\left(\begin{array}{ll}0 & 1\end{array}\right)\binom{0}{1}=\left(\begin{array}{ll}0 & 1\end{array}\right)\binom{0}{1}$, whence $\eta^{\left(x, S_{3}, 3,2\right)}=1 ; \quad z^{\left(x, S_{3}, 3,2\right)}=0-1 \cdot 0=0$ and $y_{x, S_{3}, 3,2}(j)=0-0+\lambda_{1}(0,1)(1,0)=0$. Thus, we have $\bar{d}^{\left(x, S_{3}, 2\right)}(j)=(i, j), j+1 \leq i \leq N$.

We obtain functions using the array $b$. For the occurrences $\left(b, S_{1}, 1\right)$ and $\left(b, S_{2}, 1\right)$, according to equality (7), we find $\bar{d}^{\left(b, S_{1}, 1\right)}(1)=(1,1)$ and $\bar{d}^{\left(b, S_{2}, 1\right)}(i)=(i, 1)$.

Let us determine the function using the array $a$ (the occurrence $\left.\left(a, S_{3}, 1\right)\right)$. We have $\tau^{(3,1)}=(1,0), \tau^{(3,2)}=(0,1)$, $b^{(3,1)}=b^{(3,2)}=0$, and $a_{3,1}=a_{3,2}=0 ; F_{a, S_{3}, 1}=E^{(2)}, G_{a, S_{3}, 1}=(00)^{\mathrm{T}}$, and $f^{\left(a, S_{3}, 1\right)}=(0,0) ; \rho_{a, S_{3}, 1}=\operatorname{rank} E^{(2)}=2$ and $n_{3}=2 ; u_{i}$ are absent, $u_{1}^{\perp}=(1,0)$, and $u_{2}^{\perp}=(0,1)$. For $\xi=1$, system (8) assumes the form $\eta^{\left(a, S_{3}, 1,1\right)} E^{(2)} E^{(2)}=(10) E^{(2)}$ and, hence, $\eta^{\left(a, S_{3}, 1,1\right)}=(1,0)$. From relationships (9) and (10) we obtain $z^{\left(a, S_{3}, 1,1\right)}=0-(10)(00)^{\mathrm{T}}=0$ and $y_{a, S_{3}, 1,1}(i, j)=0-(10)(00)^{\mathrm{T}}=0$. Similarly, for $\xi=2$, we have $\eta^{\left(a, S_{3}, 1,2\right)} E^{(2)} E^{(2)}=(01) E^{(2)}$, whence $\eta^{\left(a, S_{3}, 1,2\right)}=(0,1)$, $z^{\left(a, S_{3}, 1,2\right)}=0-(01)(00)^{\mathrm{T}}=0$, and $y_{a, S_{3}, 1,2}(i, j)=0-(01)(00)^{\mathrm{T}}=0$. Accordingly, we obtain $\bar{d}^{\left(a, S_{3}, 1\right)}(i, j)=(i, j)$.

THEOREM 2. If $\rho_{l, \beta, q}<n_{\beta}$, then each array element connected with the occurrence $(l, \beta, q)$ is used at iterations $\bar{d}^{(l, \beta, q)}(F)$ differing from one another in linear combinations of vectors $T^{(\beta)} u_{i}, 1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}$. If $\rho_{l, \beta, q}=n_{\beta}$, then the corresponding array element is used at a fixed iteration.

Proof. We first show that, for any value of $\eta^{(l, \beta, q, \xi)}$ that is a solution to system (8), for a fixed $F$, the quantity $\eta^{(l, \beta, q, \xi)} F-\eta^{(l, \beta, q, \xi)} G_{l, \beta, q} N-\eta^{(l, \beta, q, \xi)} f^{(l, \beta, q)}$ assumes the same value. Any vector $J$ for which $F_{l, \beta, q} J+G_{l, \beta, q} N+f^{(l, \beta, q)}=F$ can be represented in the form $J=J^{\perp}+J^{(0)}$, where $J^{(0)} \in \operatorname{ker} F_{l, \beta, q}$ and $J^{\perp}$ is the normal solution of the system of equations $F_{l, \beta, q} J=F-G_{l, \beta, q} N-f^{(l, \beta, q)}, J^{\perp}=\sum_{i=1}^{\rho_{l, \beta, q}} \lambda_{i}^{\perp} u_{i}^{\perp}$. With allowance for the proof of Theorem 1, we obtain the value

$$
\begin{gathered}
\eta^{(l, \beta, q, \xi)} F-\eta^{(l, \beta, q, \xi)} G_{l, \beta, q} N-\eta^{(l, \beta, q, \xi)} f^{(l, \beta, q)} \\
=\eta^{(l, \beta, q, \xi)}\left(F_{l, \beta, q} J+G_{l, \beta, q} N+f^{(l, \beta, q)}\right)-\eta^{(l, \beta, q, \xi)} G_{l, \beta, q} N-\eta^{(l, \beta, q, \xi)} f^{(l, \beta, q)} \\
=\eta^{(l, \beta, q, \xi)} F_{l, \beta, q} J=\eta^{(l, \beta, q, \xi)} F_{l, \beta, q}\left(J^{\perp}+J^{(0)}\right) \\
=\eta^{(l, \beta, q, \xi)} F_{l, \beta, q} \sum_{i=1}^{\rho_{l, \beta, q}} \lambda_{i}^{\perp} u_{i}^{\perp}=\sum_{i=1}^{\rho_{l, \beta, q}} \lambda_{i}^{\perp} \eta^{(l, \beta, q, \xi)} F_{l, \beta, q} u_{i}^{\perp}=\sum_{i=1}^{\rho_{l, \beta, q}} \lambda_{i}^{\perp} \tau^{(\beta, \xi)} u_{i}^{\perp}=\tau^{(\beta, \xi)} J^{\perp}
\end{gathered}
$$

that is a constant.

By Theorem 1, the coordinates of functions using arrays at iterations of loop nests are specified in the form

$$
\begin{aligned}
& d_{\xi}^{(l, \beta, q)}(F)=\eta^{(l, \beta, q, \xi)} F+\left(b^{(\beta, \xi)}-\eta^{(l, \beta, q, \xi)} G_{l, \beta, q}\right) N+a_{\beta, \xi}-\eta^{(l, \beta, q, \xi)} f^{(l, \beta, q)} \\
& \quad+\sum_{i=1}^{n_{\beta}-\rho_{l, \beta, q}} \lambda_{i} \tau^{(\beta, \xi)} u_{i}=J^{\perp}+b^{(\beta, \xi)} N+a_{\beta, \xi}+\sum_{i=1}^{n_{\beta}-\rho_{l, \beta, q}} \lambda_{i} \tau^{(\beta, \xi)} u_{i}
\end{aligned}
$$

Hence, if $\rho_{l, \beta, q}<n_{\beta}$, then the iterations at which the element $a_{l}(F)$ connected with the occurrence $(l, \beta, q)$ is used can differ only in linear combinations of vectors $T^{(\beta)} u_{i}, 1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}$.

If $\rho_{l, \beta, q}=n_{\beta}$, then the sum $\sum_{i=1}^{n_{\beta}-\rho_{l, \beta, q}} \lambda_{i} \tau^{(\beta, \xi)}$ is absent (the set $\Lambda_{l, \beta, q}(F)$ is empty) and the value of $d_{\xi}^{(l, \beta, q)}(F)$ becomes fixed.

Let us consider a set $\Xi_{f i x}=\left\{\xi_{1}, \ldots, \xi_{\theta}\right\} \subset\{1, \ldots, n\}$ composed of $\theta$ arbitrary elements of a set $\{1, \ldots, n\}$. We choose $\theta$ coordinates of multidimensional timing $t_{\xi_{i}}^{(\beta)}, \xi_{i} \in \Xi_{f i x}$, and denote by $\bar{t}_{f i x}^{(\beta)}$ a vector function composed of the chosen coordinates $t_{\xi_{1}}^{(\beta)}, \ldots, t_{\xi_{\theta}}^{(\beta)}$.

We denote by $T_{f i x}^{(\beta)}$ a matrix whose rows are composed of vectors $\tau^{\left(\beta, \xi_{i}\right)}, \xi_{i} \in \Xi_{f i x} ; \rho_{l, \beta, q}^{f i x}=\operatorname{rank}\binom{F_{l, \beta, q}}{T_{f i x}^{(\beta)}}$. We denote by $u_{i}^{f i x}, 1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}^{f i x}$, base vectors of the intersection of the subspace $\operatorname{ker}\binom{F_{l, \beta, q}}{T_{f i x}^{(\beta)}}$ and $\mathbf{Z}^{n_{\beta}}$; vectors $u_{i}^{f i x}$ can be absent. Let us consider the basis of the space $\mathbf{Z}^{n_{\beta}}$ with base vectors $u_{i}^{\perp, f i x}, 1 \leq i \leq \rho_{l, \beta, q}^{f i x}$, and $u_{i}^{f i x}, 1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}^{f i x}$. We denote the matrix whose columns are composed of vectors $u_{i}^{\perp, f i x}$ by $U_{l, \beta, q}^{\perp, f i x}$.

We assume that $T_{f i x}$ is an arbitrary fixed element of the set of values of the function $\bar{t}_{f i x}^{(\beta)}$ and consider the set

$$
V_{\beta}^{f i x}\left(T_{f i x}\right)=\left\{J \in V_{\beta} \mid \bar{t}_{f i x}^{(\beta)}(J)=T_{f i x}\right\} .
$$

Let us consider the set $V_{l, \beta, q}(F) \cap V_{\beta}^{f i x}\left(T_{f i x}\right)$ of iterations of the initial loop nest whose occurrence $(l, \beta, q)$ uses the same data item $a_{l}(F)$ and that are realized in the transformed loop nest at iterations with the fixed value of the function $\bar{t}_{f i x}^{(\beta)}$ equal to $T_{f i x}$. We denote by $\Lambda_{l, \beta, q}^{f i x}\left(F, T_{f i x}\right)$ the set specifying the coordinates of the projection of the set $V_{l, \beta, q}(F) \cap V_{\beta}^{f i x}\left(T_{f i x}\right)$ onto the linear envelope of vectors $u_{i}^{f i x}$,

$$
\Lambda_{l, \beta, q}^{f i x}\left(F, T_{f i x}\right)=\left\{\left(\lambda_{1}^{f i x}, \ldots, \lambda_{n_{\beta}-\rho_{l, \beta, q}^{f i x}}^{f i x}\right) \mid J=J^{\perp, f i x}+\sum_{i=1}^{n_{\beta}-\rho_{l, \beta, q}^{f i x}} \lambda_{i}^{f i x} u_{i}^{f i x}, J \in V_{l, \beta, q}(F) \cap V_{\beta}^{f i x}\left(T_{f i x}\right)\right\}
$$

in the case when $\rho_{l, \beta, q}^{f i x}=n_{\beta}$, the set $\Lambda_{l, \beta, q}^{f i x}\left(F, T_{f i x}\right)$ is empty.
THEOREM 3. Iterations of the transformed loop nest that use an array element $a_{l}(F), F \in W_{l, \beta, q}$, with the fixed value of the function $\bar{t}_{f i x}^{(\beta)}$ equal to $T_{f i x}$ are determined by values of functions $d_{\xi}^{(l, \beta, q)}$ that are specified by formulas (6), where $\eta^{(l, \beta, q, \xi)}$ is a solution of the system of equations

$$
\begin{equation*}
\eta^{(l, \beta, q, \xi)} F_{l, \beta, q} U_{l, \beta, q}^{\perp, f i x}=\tau^{(\beta, \xi)} U_{l, \beta, q}^{\perp, f i x}, \tag{12}
\end{equation*}
$$

and the matrices $z^{(l, \beta, q, \xi)}$ and quantities $y_{l, \beta, q, \xi}(F)$ are specified, respectively, by equality (9) and the following equality:

$$
\begin{gather*}
y_{l, \beta, q, \xi}(F)=a_{\beta, \xi}-\eta^{(l, \beta, q, \xi)} f^{(l, \beta, q)}+\sum_{i=1}^{n_{\beta}-\rho_{l, \beta, q}^{f i x}} \lambda_{i}^{f i x} \tau^{(\beta, \xi)} u_{i}^{f i x},  \tag{13}\\
\left(\lambda_{1}^{f i x}, \ldots, \lambda_{\substack{f i x}}^{f \rho_{l, \beta, q}}\right) \in \Lambda_{l, \beta, q}^{f i x}\left(F, T_{f i x}\right) .
\end{gather*}
$$

THEOREM 4. If $\rho_{l, \beta, q}^{f i x}<n_{\beta}$, then, in the transformed loop nest with a fixed value of the function $\bar{t}_{f i x}^{(\beta)}$, each array element connected with the occurrence $(l, \beta, q)$ is used at iterations differing from one another in linear combinations of vectors $T_{f i x}^{(\beta)} u_{i}^{f i x}, 1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}^{f i x}$, where $T_{f i x}^{(\beta)}$ is a matrix whose rows are composed of vectors $\tau^{\left(\beta, \xi_{i}\right)}$, $\xi_{i} \in\{1, \ldots, n\} \backslash \Xi_{f i x}$. If $\rho_{l, \beta, q}^{f i x}=n_{\beta}$, then, when the value of the function $\bar{t}_{f i x}^{(\beta)}$ is fixed, an array element is used only once.

In essence, the proofs of Theorems 3 and 4 repeat the proofs of Theorems 1 and 2, respectively, if $F$ and $T_{f i x}$ are fixed.

## distribution of operations and data among processors AND ITERATIONS

We introduce a set $\Xi_{s}=\left\{\xi_{1}, \ldots, \xi_{r}\right\} \subset\{1, \ldots, n\}$ composed of $r$ arbitrary elements of a set $\{1, \ldots, n\}$ and a set $\Xi_{t}=$ $=\left\{\xi_{r+1}, \ldots, \xi_{n}\right\} \subset\{1, \ldots, n\} \backslash \Xi_{s}$. For convenience, we consider that the sets $\Xi_{s}$ and $\Xi_{t}$ are ordered as follows: $\xi_{i}<\xi_{j}$ if $i<j$ (for every $\xi_{i}, \xi_{j} \in \Xi_{s}$ and $\xi_{i}, \xi_{j} \in \Xi_{t}$ ).

We introduce the following vector functions: $\bar{t}_{s}^{(\beta)}$ is composed of functions $t_{\xi_{i}}^{(\beta)}, \xi_{i} \in \Xi_{s}$, and $\bar{t}_{t}^{(\beta)}$ is composed of functions $t_{\xi_{i}}^{(\beta)}, \xi_{i} \in \Xi_{t} ; \bar{d}_{s}^{(l, \beta, q)}$ is composed of functions $d_{\xi_{i}}^{(l, \beta, q)}, \xi_{i} \in \Xi_{s}$, and $\bar{d}_{t}^{(l, \beta, q)}$ is composed of functions $d_{\xi_{i}}^{(l, \beta, q)}, \xi_{i} \in \Xi_{t}$.

To implement an algorithm on a parallel computer, we assume that functions $\bar{t}_{s}^{(\beta)}$ specify a mapping of operations of the algorithm into the $r$-dimensional space of virtual processors and functions $\bar{t}_{t}^{(\beta)}$ specify iterations executed by the processors. Functions $\bar{d}_{s}^{(l, \beta, q)}$ specify the coordinates of the processors in which the array elements connected with the occurrence $(l, \beta, q)$ are used, and functions $\bar{d}_{t}^{(l, \beta, q)}$ specify the iterations at which these elements are used.

Using Theorem 1, the distribution of input and output data among processors can be found and information on sizes of arrays used in each processor can be obtained.

The distribution of input arrays among virtual processors can be specified with the help of the functions $\bar{d}_{s}^{(l, \beta, q)}$. To this end, an element $a_{l}(F)$ of the input array $a_{l}, F \in W_{l, \beta, q}$, should be allocated to the processor $P_{i n}\left(\bar{d}_{s}^{(l, \beta, q)}(F)\right)$ whose coordinates are values of functions $d_{\xi_{i}}^{(l, \beta, q)}(F), \xi_{i} \in \Xi_{s}$, corresponding to a vector $\left(d_{1}^{(l, \beta, q)}(F), \ldots, d_{\xi_{r}}^{(l, \beta, q)}(F)\right)$ with the lexicographically smallest value.

The results of computations, i.e., elements $a_{l}(F)$ of the output array, are stored in the processor $P_{\text {out }}\left(\bar{d}_{s}^{(l, \beta, q)}(F)\right)$ whose coordinates are values of the functions $d_{\xi_{i}}^{(l, \beta, q)}(F), \xi_{i} \in \Xi_{s}$, corresponding to the vector $\left(d_{1}^{(l, \beta, q)}(F), \ldots, d_{\xi_{r}}^{(l, \beta, q)}(F)\right)$ with the lexicographically largest value.

The functions $\bar{d}_{s}^{(l, \beta, q)}$ also make it possible to obtain information on the sizes of the arrays used in each processor. To determine elements $a_{l}(F)$ of the output array $a_{l}$ that are used in the processor with coordinates ( $t_{1}, \ldots, t_{r}$ ), all elements $F$ of the set $W_{l, \beta, q}$ should be found for which $\left(d_{\xi_{1}}^{(l, \beta, q)}(F), \ldots, d_{\xi_{r}}^{(l, \beta, q)}(F)\right)=\left(t_{1}, \ldots, t_{r}\right)$.

We introduce the following denotations: $T_{s}^{(\beta)}$ is a matrix whose rows are composed of vectors $\tau^{\left(\beta, \xi_{i}\right)}, \xi_{i} \in \Xi_{s} ; T_{t}^{(\beta)}$ is a matrix whose rows are composed of vectors $\tau^{\left(\beta, \xi_{i}\right)}, \xi_{i} \in \Xi_{t} ; \rho_{l, \beta, q}^{s}=\operatorname{rank}\binom{F_{l, \beta, q}}{T_{s}^{(\beta)}}$ and $\rho_{l, \beta, q}^{t}=\operatorname{rank}\binom{F_{l, \beta, q}}{T_{t}^{(\beta)}}$.

Let us formulate the corollaries from Theorem 2 that allow one to find out whether it is required to transfer data between processors and iterations of a parallel algorithm or data are used by one processor or at one iteration and also to specify vectors determining the direction of transmission.

COROLLARY 1. If $\rho_{l, \beta, q}<\rho_{l, \beta, q}^{s}$, then each array element connected with the occurrence $(l, \beta, q)$ is used by the virtual processors whose communications can be specified by vectors $T_{s}^{(\beta)} u_{i}, 1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}$; if $\rho_{l, \beta, q}=\rho_{l, \beta, q}^{s}$, then the array element is used only by one processor.

In fact, it follows from the proof of Theorem 2 that, for each array element connected with the occurrence $(l, \beta, q)$, the values of $\bar{d}_{s}^{(l, \beta, q)}(F)$ differ in linear combinations of vectors $T_{s}^{(\beta)} u_{i}, 1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}^{s}$. If $\rho_{l, \beta, q}=\rho_{l, \beta, q}^{s}$, then $\operatorname{ker}\binom{F_{l, \beta, q}}{T_{s}^{(\beta)}}=\operatorname{ker} F_{l, \beta, q}$ and $T_{s}^{(\beta)} u_{i}=0$ for all $u_{i}$. Hence, in this case, $\bar{d}_{s}^{(l, \beta, q)}(F)$ assumes a fixed value, i.e., the array element is used by only one processor.

COROLLARY 2. If $\rho_{l, \beta, q}<\rho_{l, \beta, q}^{t}$, then each array element connected with the occurrence $(l, \beta, q)$ is used at iterations differing in linear combinations of vectors $T_{t}^{(\beta)} u_{i}, 1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}$; if $\rho_{l, \beta, q}=\rho_{l, \beta, q}^{t}$, then the array element is used at only one iteration.

The proof of Corollary 2 is similar to the proof of Corollary 1.
We denote by $u_{i}^{s}, 1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}^{s}$, base vectors of the intersection of the subspace $\operatorname{ker}\binom{F_{l, \beta, q}}{T_{s}^{(\beta)}}$ and $\mathbf{Z}^{n_{\beta}}$ and by $u_{i}^{t}$, $1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}^{t}$, base vectors of the intersection of the subspace $\operatorname{ker}\binom{F_{l, \beta, q}}{T_{t}^{(\beta)}}$ and $\mathbf{Z}^{n_{\beta}}$; the vectors $u_{i}^{s}$ and $u_{i}^{t}$ can be absent.

Let us formulate the corollaries from Theorem 4 that allow one to reveal the character of using data by a fixed processor or at a fixed iteration of the parallel algorithm.

COROLLARY 3. If $\rho_{l, \beta, q}^{s}<n_{\beta}$, then, in one virtual processor, each array element connected with the occurrence $(l, \beta, q)$ is used at iterations differing in linear combinations of vectors $T_{t}^{(\beta)} u_{i}^{s}, 1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}^{s}$; if $\rho_{l, \beta, q}^{s}=n_{\beta}$, then the array element is used in one processor only at one iteration.

COROLLARY 4. If $\rho_{l, \beta, q}^{t}<n_{\beta}$, then, at one iteration, each array element connected with the occurrence $(l, \beta, q)$ is used by virtual processors such that communications between them can be specified by vectors $T_{s}^{(\beta)} u_{i}^{t}, 1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}^{t}$; if $\rho_{l, \beta, q}^{t}=n_{\beta}$, then the array element is used at one iteration only in one processor.

Corollaries 3 and 4 can be obtained if, in the conditions of Theorem 4, we put $\Xi_{f i x}=\Xi_{s}$ and $\Xi_{f i x}=\Xi_{t}$, respectively.

## DATA EXCHANGE ORGANIZATION

In practice, even an optimal initial distribution of data does not eliminate the necessity of data exchange between processors during the execution of an algorithm. As follows from Corollary 1, data exchange can be required for the elements of an array $a_{l}$ that are connected with an occurrence $(l, \beta, q)$ if the inequality $\rho_{l, \beta, q}^{s}>\rho_{l, \beta, q}$ is fulfilled.

As is well known, on parallel computers with distributed memory, such structured communications as broadcast, scatter, gather, reduction, and also data translation are executed much more quickly than the corresponding collection of point-to-point communications. Therefore, it is desirable to reveal the possibility of organization of such communications.

We will formulate and investigate the conditions that, in some cases, allow one to determine the possibility of organization of mostly used fast communications, namely, data broadcast and data translation. Broadcast (simultaneous propagation) is the transmission of a data item to a group of processors in which the data item is used as an argument at one iteration. Translation is the transmission of a data item from one processor to another in the case when an array element is
used in turn in different processors. Point-to-point communication is the transmission of a data item from one processor to another.

Organization of broadcast. Assume that we have functions of the form (6) that specify the use of data arrays by virtual processors and $n$-dimensional timing with coordinates of the form (3); $r$ coordinates specify a spatial mapping of operations of an algorithm into the $r$-dimensional space of virtual processors and the other $n-r$ coordinates specify iterations executed by processors in lexicographic order.

Let a vector $T$ be an element of the set of values of a function $\bar{t}_{t}^{(\beta)}$. We consider the set $V_{\beta}^{t}(T)=\left\{J \in V_{\beta} \mid \bar{t}_{t}^{(\beta)}(J)=T\right\}$ of iterations of the initial loop nest at which an operator $S_{\beta}$ is executed and that are implemented in the space of virtual processors at the $T$ th iteration and the set $V_{l, \beta, q}(F) \cap V_{\beta}^{t}(T)$ of iterations of the initial loop nest whose occurrence $(l, \beta, q)$ uses the same data item $a_{l}(F)$ and that are implemented in the space of virtual processors at the $T$ th iteration.

We denote by $U_{l, \beta, q}^{t}$ a matrix whose columns are composed of vectors $u_{i}^{t}$.
LEMMA 1 [18]. Let there be true dependencies generated by an occurrence $(l, \beta, q)$, and let $\bar{\Phi}_{\alpha, \beta}$ be a dependence function. If the condition

$$
\begin{equation*}
\Phi_{\alpha, \beta} U_{l, \beta, q}^{t}=0 \tag{14}
\end{equation*}
$$

is fulfilled, then the data item $a_{l}(F)$ is not redefined between iterations of the set $V_{l, \beta, q}(F) \cap V_{\beta}^{t}(T)$.
THEOREM 5. Let $\rho_{l, \beta, q}^{t}<n_{\beta}$. At the $T$ th iteration, the broadcast of the data item $a_{l}(F)$ to processors $P\left(\bar{d}_{s}^{(l, \beta, q)}(F)\right)$ can be organized, where the parameters of functions $\bar{d}_{s}^{(l, \beta, q)}$ are specified according to formulas (12), (9), and (13) if we put $\Xi_{f i x}=\Xi_{t}$ and $T_{f i x}=T$ in one of the following cases:
(1) elements of the array $a_{l}$ occur only in the right sides of operators of the algorithm;
(2) for a true dependence generated by the occurrence $(l, \beta, q)$, condition (14) is fulfilled.

Proof. It follows from the condition of the theorem that the function $\bar{F}_{l, \beta, q}$ occurs in the right side of the operator $S_{\beta}$ and, hence, elements of the array $a_{l}$ are used as arguments at the $q$ th occurrence in the operator $S_{\beta}$. Since $\rho_{l, \beta, q}^{t}<n_{\beta}$, according to Corollary 4 , at one iteration, each array element connected with the occurrence ( $l, \beta, q$ ) is used by virtual processors, and communications between them can be specified by vectors $T_{s}^{(\beta)} u_{i}^{t}, 1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}^{t}$; by Theorem 3 , when $T_{f i x}=T$ and $\Xi_{f i x}=\Xi_{t}$, the coordinates of such processors are specified by the function $\bar{d}_{s}^{(l, \beta, q)}(F)$ whose parameters are determined from system (12) and relationships (9) and (13). The processors use the same value of the data item $a_{l}(F)$ since this data item is not redefined between iterations of the set $V_{l, \beta, q}(F) \cap V_{\beta}^{t}(T)$; in case (1), this data item is not redefined at all, and, in case (2), the impossibility of redefinition is guaranteed by condition (14).

In case (1) of Theorem 5, the broadcast of the element $a_{l}(F)$ is carried out from the processor $P_{\text {in }}\left(\bar{d}_{s}^{(l, \beta, q)}(F)\right)$ to which $a_{l}(F)$ is distributed if another scheme of distribution of input arrays (for example, array replication) has not been used. In case (2), the broadcast is carried out from the processor in which $a_{l}(F)$ has been computed.

It may be noted that, under the conditions of Theorem 5, broadcast can be degenerate if, by virtue of distinctive features of the set $V_{\beta}$, the set $V_{l, \beta, q}(F) \cap V_{\beta}^{t}(T)$ contains only one element.

Organization of data translation. We will formulate and prove theorems that allow one to reveal the possibility of organization of translation of a data item. In Theorem 6, the case will be investigated when a data item is used as an argument at different iterations by different processors and the data item is transferred at several iterations. In Theorem 7, the case will be investigated when a data item is used as an argument and is redefined in turn by different processors at one iteration with a shift in time in the course of program execution.

Let $\rho_{l, \beta, q}<n_{\beta}$. We denote by $U_{l, \beta, q}$ a matrix whose columns are composed of base vectors $u_{i}, 1 \leq i \leq n_{\beta}-\rho_{l, \beta, q}$.

LEMMA 2 [18]. Let there be true dependencies generated by an occurrence $(l, \beta, q)$, and let $\bar{\Phi}_{\alpha, \beta}$ be a dependence function. If the condition

$$
\begin{equation*}
\Phi_{\alpha, \beta} U_{l, \beta, q}=0 \tag{15}
\end{equation*}
$$

is fulfilled, then, between iterations of the set $V_{l, \beta, q}(F)$, the data item $a_{l}(F)$ is not redefined.
THEOREM 6. Let $\rho_{l, \beta, q}^{t}>\rho_{l, \beta, q}$, let $\rho_{l, \beta, q}^{s}>\rho_{l, \beta, q}$, and let $\rho_{l, \beta, q}^{t}=n_{\beta}$. At iterations $\bar{d}_{t}^{(l, \beta, q)}(F)$, the translation of the data item $a_{l}(F)$ between processors $P\left(\bar{d}_{s}^{(l, \beta, q)}(F)\right)$ can be organized, where the parameters of the functions $\bar{d}_{s}^{(l, \beta, q)}$ and $\bar{d}_{t}^{(l, \beta, q)}$ are specified according to formulas (8), (9), and (10) in one of the following cases:
(1) the array $a_{l}$ occurs only in the right sides of operators of the algorithm;
(2) condition (15) is fulfilled for the true dependence generated by the occurrence $(l, \beta, q)$.

Proof. The function $\bar{F}_{l, \beta, q}$ occurs in the right side of the operator $S_{\beta}$ and, hence, elements of the array $a_{l}$ are used at the $q$ th occurrence in the operator $S_{\beta}$ as arguments. The condition $\rho_{l, \beta, q}^{t}>\rho_{l, \beta, q}$ means that the data item $a_{l}(F)$ is used in the course of program execution at the $q$ th occurrence of the array $a_{l}$ in the operator $S_{\beta}$ at several iterations (Corollary 2), and the condition $\rho_{l, \beta, q}^{s}>\rho_{l, \beta, q}$ means that $a_{l}(F)$ is used in several processors (Corollary 1); the condition $\rho_{l, \beta, q}^{t}=n_{\beta}$ implies (Corollary 4) that, at a fixed iteration, the array $a_{l}$ is used by only one virtual processor.

Thus, the data item $a_{l}(F)$ is used at several iterations $\bar{d}_{t}^{(l, \beta, q)}(F)$ in several processors $P\left(\bar{d}_{s}^{(l, \beta, q)}(F)\right)$, and this data item is used at each iteration by one processor. By Theorem 1, the parameters of the functions are determined from system (8) and relationships (9) and (10). Processors use the same data item since, between iterations of the set $V_{l, \beta, q}(F)$, the data item $a_{l}(F)$ is not redefined: in case (1), this data item is not redefined at all and, in the case (2), the impossibility of redefinition is guaranteed by condition (15).

Translation should be carried out according to the lexicographic ordering of vectors $\left(d_{1}^{(l, \beta, q)}(F), \ldots, d_{\xi_{r}}^{(l, \beta, q)}(F)\right)$. In case (1) of Theorem 6, before the beginning of translation, the data item $a_{l}(F)$ is, according to the initial distribution, in the local memory of the processor $P_{i n}\left(\bar{d}_{s}^{(l, \beta, q)}(F)\right)$ that is the first to participate in translation. In case (2) of Theorems 6 , before the beginning of translation, the data item $a_{l}(F)$ should be transferred from the processor in which $a_{l}(F)$ has been computed to the processor $P\left(\bar{d}_{s}^{(l, \beta, q)}(F)\right)$ whose coordinates are values of functions $d_{\xi_{i}}^{(l, \beta, q)}(F), \xi_{i} \in \Xi_{s}$, that correspond to the vector $\left(d_{1}^{(l, \beta, q)}(F), \ldots, d_{\xi_{r}}^{(l, \beta, q)}(F)\right)$ with the lexicographically smallest value.

THEOREM 7. Let $\rho_{l, \beta, q}^{t}<n_{\beta}$, and let there be the true dependence generated by the occurrence $(l, \beta, p)$ in the left side of an operator $S_{\beta}$ and the occurrence $(l, \beta, q)$ in the right side of the operator. Then the translation of the data item $a_{l}(F)$ between processors $P\left(\bar{d}_{s}^{(l, \beta, q)}(F)\right)$ at the $T$ th iteration can be organized, where the parameters of the functions $\bar{d}_{s}^{(l, \beta, q)}$ are specified according to formulas (12), (9), and (13) under the assumption that $\Xi_{f i x}=\Xi_{t}$ and $T_{f i x}=T$.

Proof. The condition $\rho_{l, \beta, q}^{t}<n_{\beta}$ means that, generally speaking, the operator $S_{\beta}$ is executed at the $T$ th iteration on more than one processor $P\left(\bar{d}_{s}^{(l, \beta, q)}(F)\right)$ (Corollary 4). Since there is a true dependence generated by the occurrence $p$ of the array $a_{l}$ in the left side of the operator $S_{\beta}$ and by the occurrence $q$ in the right side of the operator, the data item $a_{l}(F)$ is used as an argument at the $T$ th iteration and is redefined. The aforesaid means that the translation of the data item $a_{l}(F)$ between processors $P\left(\bar{d}_{s}^{(l, \beta, q)}(F)\right)$ can be organized at the $T$ th iteration. By Theorem 3 , when $T_{f i x}=T$ and $\Xi_{f i x}=\Xi_{t}$, the coordinates of such processors are specified by the function $\bar{d}_{s}^{(l, \beta, q)}(F)$ whose parameters are determined from system (12) and relationships (9) and (13).

Translation should be carried out according to the lexicographic order of vectors $\left(d_{1}^{(l, \beta, q)}(F), \ldots, d_{\xi_{r}}^{(l, \beta, q)}(F)\right)$. Before the beginning of the translation of the data item $a_{l}(F)$, it should be transferred from the processor in which it is stored to the processor $P\left(\bar{d}_{s}^{(l, \beta, q)}(F)\right)$ whose coordinates are the values of functions $d_{\xi_{i}}^{(l, \beta, q)}(F), \xi_{i} \in \Xi_{s}$, that correspond to the vector $\left(d_{1}^{(l, \beta, q)}(F), \ldots, d_{\xi_{r}}^{(l, \beta, q)}(F)\right)$ with the lexicographically smallest value.

As in the case of broadcast, translation can be degenerate if the set $V_{l, \beta, q}(F) \cap V_{\beta}^{t}(T)$ consists of only one element.
Example 5 (a continuation of Example 4). According to the functions that use arrays and have been found above, we establish a distribution of array elements among processors and iterations of a parallel algorithm and determine a data exchange scheme.

Let us consider the case when $\Xi_{s}=\{1\}$ and $\Xi_{t}=\{2\}$. The first coordinate of the multidimensional timing specifies a mapping of operations of the algorithm onto a processor row, and the second coordinate specifies the order of execution of the operations by processors. We write the corresponding code (uniformly for each processor) destined for the execution of the algorithm on $N$ processors. The symbol $p$ denotes the number of a processor. The loop variable $t$ corresponds to iterations of the algorithm

```
if \((1 \leq p \leq N)\)
    do \(t=1, \max (1, p-1)\)
        if \((p=t=1) \quad S_{1}: x(1)=b(1)\)
        if \((p \geq 2, t=1) \quad S_{2}: x(p)=b(p)\)
        if \((p \geq 2) \quad S_{3}: x(p)=x(p)-a(p, t) x(t)\)
    enddo
```

endif

We have $T_{s}^{(1)}=(0), T_{S}^{(2)}=(1)$, and $T_{S}^{(3)}=(1,0) ; T_{t}^{(1)}=(0), T_{t}^{(2)}=(0)$, and $T_{t}^{(3)}=(0,1)$. The equalities $\rho_{a_{l}, S_{\beta}, q}=$ $\rho_{a_{l}, S_{\beta}, q}^{s}$ are fulfilled for all occurrences $\left(a_{l}, S_{\beta}, q\right)$ except for $\left(x, S_{3}, 3\right)$. According to Corollary 1, each array element connected with any occurrence $\left(a_{l}, S_{\beta}, q\right)$ except for $\left(x, S_{3}, 3\right)$ is used by only one processor. To use the third occurrence of the array $x$ in the operator $S_{3}$, data should be transferred.

The true dependencies generated by the third occurrence of the array $x$ in the operator $S_{3}$ are specified by the functions $\bar{\Phi}_{1,3}$ and $\bar{\Phi}_{3,3}^{(1)}$. For both functions, condition (14), namely, $\Phi_{1,3} U_{x, S_{3}, 3}^{t}=\left(\begin{array}{ll}0 & 0\end{array}\right)\binom{1}{0}=0$ and $\Phi_{3,3}^{(1)} U_{x, S_{3}, 3}^{t}=\left(\begin{array}{ll}0 & 1 \\ 0 & 1\end{array}\right)\binom{1}{0}=0$ are fulfilled. Hence, by Theorem $5\left(\rho_{x, S_{3}, 3}^{t}=1, n_{3}=2\right.$, and $\left.\rho_{x, S_{3}, 3}^{t}<n_{3}\right)$, at the $T$ th iteration, the broadcast of the data item $x(t)$ to the processors $P\left(\bar{d}_{s}^{\left(x, S_{3}, 3\right)}(t)\right)=P\left(\eta^{\left(x, S_{3}, 3,1\right)} t+z^{\left(x, S_{3}, 3,1\right)} N+y_{x, S_{3}, 3,1}(t)\right)$ can be carried out, where $\eta^{\left(x, S_{3}, 3,1\right)}$, $z^{\left(x, S_{3}, 3,1\right)}$, and $y_{x, S_{3}, 3,1}(t)$ are found by formulas (12), (9), and (13) under the assumption that $\Xi_{f i x}=\Xi_{t}=\{2\}$ and $T_{f i x}=T$. We obtain $\quad \eta^{\left(x, S_{3}, 3,1\right)}\left(\begin{array}{ll}0 & 1\end{array}\right)\binom{0}{1}=\left(\begin{array}{ll}1 & 0\end{array}\right)\binom{0}{1}, \quad$ whence $\quad \eta^{\left(x, S_{3}, 3,1\right)}=0 ; \quad z^{\left(x, S_{3}, 3,1\right)}=0-0 \cdot 0=0, y_{x, S_{3}, 3,1}(t)=0-0+$ $\lambda_{1}(1,0)(1,0)=\lambda_{1}, \quad \lambda_{1} \in \Lambda_{x, S_{3}, 3}^{t}(t, T)$. Since $\quad V_{x, S_{3}, 3}(t)=\{(p, t) \mid t+1 \leq p \leq N\} \quad$ for each $t=1, \ldots, N-1$ and $V_{3}^{t}(T)=\{(p, T) \mid T+1 \leq p \leq N\}$, we have $V_{x, S_{3}, 3}(t) \cap V_{3}^{t}(T)=\{(p, T) \mid T+1 \leq p \leq N\}$ for $t=T$ and $V_{x, S_{3}, 3}(t) \cap V_{3}^{t}(T)=\varnothing$ for $t \neq T$. Then $\Lambda_{x, S_{3}, 3}^{t}(T, T)=\{p \mid T+1 \leq p \leq N\}$ and $\Lambda_{x, S_{3}, 3}^{t}(t, T)=\varnothing, t \neq T$. Accordingly, we have $y_{x, S_{3}, 3,1}(T)=p$, where $T+1 \leq p \leq N$ and $y_{x, S_{3}, 3,1}(t)=0, t \neq T$.

Thus, at the $T$ th iteration, the broadcast of a data item $x(T)$ is carried out from the processor $P(T)$, in which $x(T)$ has been computed to processors $P(p), T+1 \leq p \leq N$.

We can now write the following pseudocode of the algorithm (the rules of distribution of communication operations in a program code are described in [18]):

$$
\begin{aligned}
& \text { if }(1 \leq p \leq N) \\
& \text { do } t=1, \max (1, p-1) \\
& \quad \text { if }(p=t=1) \quad S_{1}: x(1)=b(1) \\
& \quad \text { if }(p \geq 2, t=1) S_{2}: x(p)=b(p) \\
& \text { if }(p \geq 2) \\
& \quad \text { Broadcast: Receive } x(t) \text { from } P(t) \\
& \quad S_{3}: x(p)=x(p)-a(p, t) x(t) \\
& \text { endif } \\
& \text { enddo } \\
& \text { if }(p \leq N-1) \\
& \quad \text { Broadcast: Send } x(p) \text { to } P(p+1), \ldots, P(N) \\
& \text { endif } \\
& \text { endif }
\end{aligned}
$$

Let us consider the case when $\Xi_{s}=\{2\}$ and $\Xi_{t}=\{1\}$ (the second coordinate of the multidimensional timing specifies a mapping of operations of the algorithm onto a processor row, and the first coordinate specifies the order of execution of the operations by processors).

We write the code destined for the execution of the algorithm on $N-1$ processors as follows:

$$
\begin{aligned}
& \text { do } t=1, N \\
& \qquad \begin{array}{ll}
\text { if }(1 \leq p \leq t-1) & \\
\quad \text { if }(t=p=1) & S_{1}: x(1)=b(1) \\
\quad \text { if }(t \geq 2, p=1) & S_{2}: x(p)=b(p) \\
\quad \text { if }(t \geq 2) & S_{3}: x(p)=x(p)-a(p, t) x(t) \\
\text { endif } \\
\text { enddo }
\end{array}
\end{aligned}
$$

The equalities $\rho_{a_{l}, S_{\beta}, q}=\rho_{a_{l}, S_{\beta}, q}^{s}$ are fulfilled for all occurrences $\left(a_{l}, S_{\beta}, q\right)$ except for $\left(x, S_{3}, 1\right)$ and $\left(x, S_{3}, 2\right)$ ( $\rho_{x, S_{3}, 1}=\rho_{x, S_{3}, 2}=1$ and $\rho_{x, S_{3}, 1}^{s}=\rho_{x, S_{3}, 2}^{s}=2$ ). In executing the algorithm on a parallel computer, the use of elements of the first and second occurrences of the array $x$ in the operator $S_{3}$ requires data transfer.

Since $\rho_{x, S_{3}, 1}^{t}<n_{3}\left(\rho_{x, S_{3}, 1}^{t}=1\right.$ and $\left.n_{3}=2\right)$ and there is a true dependence generated by the occurrences $\left(x, S_{3}, 1\right)$ and ( $x, S_{3}, 2$ ), by Theorem 7, at the $T$ th iteration, the translation of the data item $x(t)$ between processors $P\left(\bar{d}_{s}^{\left(x, S_{3}, 1\right)}(t)\right)=P\left(\eta^{\left(x, S_{3}, 1,2\right)} t+z^{\left(x, S_{3}, 1,2\right)} N+y_{x, S_{3}, 1,2}(t)\right)$ can be organized, where $\eta^{\left(x, S_{3}, 1,2\right)}, z^{\left(x, S_{3}, 1,2\right)}$, and $y_{x, S_{3}, 1,2}(t)$ are found by formulas (12), (9), and (13) under the assumption that $\Xi_{f i x}=\Xi_{t}=\{1\}$ and $T_{f i x}=T$. We obtain $\eta^{\left(x, S_{3}, 1,2\right)}\left(\begin{array}{ll}1 & 0\end{array}\right)\binom{1}{0}=\left(\begin{array}{ll}0 & 1\end{array}\right)\binom{1}{0}$, whence $\eta^{\left(x, S_{3}, 1,2\right)}=0 ; z^{\left(x, S_{3}, 1,2\right)}=0-0 \cdot 0=0$ and $y_{x, S_{3}, 1,2}(t)=0-0 \cdot 0+\lambda_{1}(0,1)(0,1)=\lambda_{1}$, $\lambda_{1} \in \Lambda_{x, S_{3}, 1}^{t}(t, T)$. Since $V_{x, S_{3}, 1}(t)=\{(t, p) \mid 1 \leq p \leq t-1\}$ for each $t=1, \ldots, N$ and $V_{3}^{t}(T)=\{(T, p) \mid 1 \leq p \leq T-1\}$, we have $V_{x, S_{3}, 1}(t) \cap V_{3}^{t}(T)=\{(T, p) \mid 1 \leq p \leq T-1\}$ for $t=T$ and $V_{x, S_{3}, 1}(t) \cap V_{3}^{t}(T)=\varnothing$ for $t \neq T$. Then $\Lambda_{x, S_{3}, 1}^{t}(T, T)=\{p \mid T+1$ $\leq p \leq N\}$ and $\Lambda_{x, S_{3}, 1}^{t}(t, T)=\varnothing, t \neq T$. Accordingly, we have $y_{x, S_{3}, 1,2}(T)=p$, where $1 \leq p \leq T-1$ and $y_{x, S_{3}, 1,2}(t)=0, t \neq T$.

Thus, at the $T$ th iteration, the translation of the data item $x(T)$ is carried out between processors $P(T), 1 \leq p \leq T-1$. We write the following pseudocode of the algorithm using the rules of organization of data transceiving that are described in [18]:

```
if \((2 \leq p \leq N-1)\) Receive \(x(p)\) from \(P(p-1)\)
do \(t=1, N\)
    if \((1 \leq p \leq t-1)\)
        if \((t=p=1) \quad S_{1}: x(1)=b(1)\)
        if \((t \geq 2, p=1) S_{2}: x(t)=b(t)\)
        if \((t \geq 2)\)
            if \((p \geq 2)\) Receive \(x(t)\) from \(P(p-1)\)
            \(S_{3}: x(p)=x(p)-a(p, t) x(t)\)
            if \((p \leq N-1)\) Send \(x(t)\) to \(P(p+1)\)
        endif
    endif
enddo
```

Note that the method of organization of communications that is proposed in the present article is more easily used than the method from [18] and does not lead to redundant communications.

## CONCLUSIONS

This article considers some aspects of mapping algorithms specified by sequential programs onto parallel computers with distributed memory. Problems are investigated that arise after the distribution of operations among processors and determination of the order of executing the operations by a parallel algorithm.

We summarize the obtained results as follows:

- for each element of data arrays, processors (and iterations) are specified on which (at which) it is used;
- the problem of distribution of initial data (input arrays) among processors and problem of determination of the sizes of the arrays used in each processor are investigated;
- new sufficient conditions convenient in practice are obtained for the possibility of organization of simultaneous data broadcast and translation.

In further investigations, the authors intend to apply the developed mathematical apparatus (functions using array elements) to the formalization of communication operations (only computing operations are formalized in the initial algorithm) and organization of dynamic distribution of array elements in realizing parallel algorithms.
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