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Abstract: The problems of robustness in Bayesian forecasting are considered
under distortions of the hypothetical probability densities. The expressions
for the guaranteed upper risk functional are obtained and the robust prediction
statistics under certain types of distortions are constructed.
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1 Introduction

One of the main branches of applied Data Analysis is statistical forecasting. In statistical
forecasting a prior information is oftenly available in addition to the information con-
tained in observations (Viertl, 1996). The Bayesian approach is a method for involving
a prior information into forecasting procedures (West and Harrison, 1989). Procedures
derived from the Bayesian approach are proved to be optimal w.r.t. the minimal risk cri-
terion (Berger, 1985). Also, nowadays PCs are powerful enough to realize the necessary
computations using new numerical methods and the needed software is available (Pilz,
2000). That is why the Bayesian approach becomes to be used widely.

The optimality property of the Bayesian approach is valid only if a hypothetical model
is adequate to a considered process. In practice such an assumption is more than op-
timistic (Dutter, 1996; Rieder, 1994). Hence there are at least two classes of problems
to appear actual (Huber, 1981; Hampel, E.M. Ronchetti, P.J. Rousseeuw and W. Stahel,
1986): (i) robustness analysis of the classical Bayesian prediction statistic (p.s.) under dis-
tortions of the hypothetical model; (ii) construction of new robust p.s. using the Bayesian
approach.

Many papers are devoted to the problems of Bayesian robustness for model parameter
estimation (Berger et al., 1996). It is known that Bayesian forecasting is not reducible to
Bayesian parameter estimation. Some analytic results on robustness of Bayesian forecast-
ing under the Tukey—Huber distortions can be found in Galinskij and Kharin (1998). That
paper also contains the results of Monte-Carlo simulations for the case of distortions in
the weighted”-metric. Here we give the solutions for the problems (i), (ii) under certain
types of functional distortions indicated below.

2 Hypothetical Model and Optimal Forecast

Let on some probability spagé?, 7, P) be defined three random elements (Figure 1):
1) an unknown parameter vectér= (6,,...,0,,) € © C R™, with a hypothetical
probability density function (p.d.f.x°(6); 2) an observation vectar = (z;) C X € R
stochastically dependent @rwith a hypothetical conditional p.d.f°(z | #); 3) a value

to be forecasteg € Y C R, stochastically dependent énx, and distributed according
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to a hypothetical conditional p.d.fy°(y | z,0). Suppose that p.d.f8"(0), p°(z | ),

¢°(y | z,0) are continuous functions. The problem is to construct a prediction statistic
(p.s.) y = f(x) for y usingz, f(-): X — Y is a Borel function ofl" variables. To
simplify the notation let us suppose that the hypothetical p.d.f. of an observation vector
has no zeroes:

p'(z) = /Xpo(:v | )7°(0)d > 0, x € X. Q)

Let X, © be compact sets.
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Figure 1: Hypothetical model of Bayesian forecasting

The optimality criterion for construction of a p.§(-) is the minimum of the Bayesian
risk functional:

/ / Py | 2)(f(z) — y)*dyds —> min, 2)

where
1 a) = [ 82,050 | a)as ®
is the hypothetical Bayesian prediction density, and
w0 | x) = p°(z | 0)7°(0)/p° ().

Introduce the family of admissible p.ss5= {f(-) : 7o(f) < oo}.
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It is well known that the optimal p.s. (w.r.t. the criterion (2)) is the Bayesian one
(posterior mean value of)

§= fola) = /Y vy | 2)dy, z € X. @)

3 Robustness Characteristics under Distortions of the Hy-
pothetical Model

Let the hypothetical model which is presented in Figure 1 be distortéd) € 11, p°(z |

0) € P, v*(x,0) € V are distorted versions of the p.d.®8(0), p°(z | 9), v°(z,0) =
p’(x | 0)7°(0) respectively, wheré&l, P, V are any sets of admissible distorted densities.
Under distortions the risk functional is:

r(f5°) = /X /Y (2, 9)(f(x) — y)dydz, (5)

wheres®(z,y) = p*(x)¢°(y | ), andp®(x), ¢°(y | =) are defined analogously to (1), (3)
through the distorted p.d.f.s.

Let us define two functionals on the set of admissible p.s.s: 1) an upper.(igk as
an upper bound of the value set of the functional (5):

r(fis7) <re(f), s°() €5,

whereS is defined by the sefd, P andV’; 2) the guaranteed upper risk functional

r(f) = sup r(f;s%) < r(f). (6)

se(-)eS

An admissible p.s.f*(+) is called ther -robust p.s. if it minimizes the upper risk
functionalr, (-):

re(f7) = inf r.(f).

fOer
Let us define the robust p.s. by minimax criterion as

fo() s re(fi) = inf ro(f).

fe)er

4 Robustness under Distortions of Prior Probability Den-
Sity

Let us introduce the distance between two p.dif(s), h»(+) in the space @J) of con-
tinuous functions with a weight functiotyw(u), w(u) > 0, u € U:

pew) (), ha()) = supyep ([hn(u) = ha(u)|/w(u)). (7)

Condition 1. Suppose that the sBtbe the= , -neighborhood of’(-) in the metric (7) for
some=, > 0, with the weight function /7°(6), 7°(9) # 0, 6 € ©.
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Theorem 1. Under Condition 1 for an admissible p.§.= f(z) the guaranteed upper
risk functional (6) satisfies the inequality:

r(f) <ri(f) = (L +e4)ro(f)- (8)
Proof. From Condition 1 it follows the inequality:
[AT(0)] < e7’(9), (9)

where
Ar(8) = 7°(0) — 7°(0). (10)

The risk functional (5) takes the form:

r(fi7) / / / 0) + Ar(0)’(x | 6)g°(y | =, 0)(f(x) — ) dbdyd.

Now, using (9) we come to (8). ]
Corollary 1. Under Condition 1 the Bayesian p.s. (4)is-robust:

§=folz) = f"(z), € X
Corollary 2. The upper risk functional (8) is non-decreasingaan

Now let us extend the set of admissible distorted prior p.d#:$:) may have ordi-
nary discontinuity points. For this case the distance between two p.d.f.s can be formally
calculated according to (7). Introduce the notation:

L] 0) = (| 2.0 | 0), // (.| )(f(z) — v)dyd,
0.={0€0: r(f(-);0) >z}, ze Ry, (11)
z*min{zER+: /ﬂ(@)d@miﬂ{ﬁ,%}},
0.

and letly (u), u € U, be the indicator function of a sét C U.

Theorem 2. If under Condition 1 only ordinary discontinuities are admitted for densities
from I, then for an admissible p.g.= f(x) the guaranteed upper risk functional (6) is

r(f) =) b [ (008~ winfen 1} [ r(fC:000d8: (12)
O+ 6\,
this supremum of risk is reached at the distorted p.d.f.

7(0) = 7°(0) (1 + e41e_. () — min{ey, 1}1g\0..(0)) , 6 € ©. (13)
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Proof. Let us consider the problem of variation calculus under notation (10), (11):
( frl(f(')S ) Am(0)do — max
©

Am(0), €€[O,€+]7

—min{e, 1}7%(0) < Ar(0) < en®(0), 6 € O, (14)

[ An(6)df = 0.
\ ©
To obtain the guaranteed upper risk functional (6) is equivalent to solve (14). First let
us solve (14) for a fixed € [0,¢4]. According to Kuhn—Tucker theorem for convex
programming in an arbitrary space (Alexeev, 1979), the solution of the extremum problem
(14) is

A7(0) = 7°(0) (elo.. () — min{e, 1}1g\0.. (7)) -

Putting this expression into the objective function in (14) and then maximizing it w.r.t.
e € [0,e4], using the hypothetical risk definition (2), we come to (13), (12). O

Using Theorem 2 one can find the maximal increment of the risk functional under the
considered distortions. To minimize the functional (12) w.r.t. p.s. the classical methods
of optimization can not be applied. But comparing (12) and (8) it is easy to conclude that
the both of incrementsy  (f) — ro(f)| and|r.(f) — ro(f)| have the first order w.r.t. the
distortion levelz ., so it is possible to talk on the "closeness” of properties of robustness
andr_ -robustness for this case of distortions.

Some simulation results for autoregressive time series forecasting under distortions in
the weighted”-metric are presented in Galinskij and Kharin (1998).

5 Robustness under Distortions of Joint Probability Den-
Sity
5.1 Distortions in the Weighted C-metric

Theorem 3. Let for some=, > 0 the setV/ of admissible distorted joint p.d.f.s be the
e, -neighborhood of°(z, ) in the weightedC-metric (7):

= {0°(-) : plixxey (@), 0°(-) < ey} (15)
Then the functional
ri(f) = (1 +eq)ro(f) (16)

is an upper risk functional.

Proof. Let us use the definition of risk functional (5) in the form

r(fi0f) = Z Y/ / Py | 7,000 (z, 0)dO(f(x) — y)*dyde. (17)

Applying to the p.d.f.v%(x, §) and to the expression (17) the transformations analogous
to those used in the proof of Theorem 1 we come to the statement of the theorem.
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Corollary 3. The Bayesian p.s. (4) is.-robust under the conditions of Theorem 3 for
the upper risk functional (16):

fo(z) = f*(x), z € X.

Consider the case, important for applications, where distortions (15) are caused by
distortions ofp’(x | #), 7°(#) at different distortion levels.

Theorem 4. Let for some=s;, > 0, 9, > 0, the setsP, II be the neighborhoods of the
hypothetical p.d.f.8°(z | 8), 7°(6) in the weightedC-metric:

Il = {H61 0 < 51+}a H€1 = {7_(_5(.) : pé(@)(ﬂ-o(')vﬂg(')) = 51}7 (18)

P={Py: 0<eren}, Py = {0 (1)1 # @ (10070 1) =22
Then the guaranteed upper risk satisfies the inequality:
r(f) Sre(f) = (L+e) (L + a4 )ro(f)-

Proof. It is analogous to the proof of Theorems 1, 3. Itis enough to use (18) in (17) and
to present®(zx, 6) in the form

vi(x,0) =p (x| 0)n°(0), x € X, 0 € O.
O

Let us denote that under Theorem 4 conditions the statements analogous to Corollar-
ies 1, 2 are also valid.

5.2 Distortions in y2-metric
Condition 2. Letv%(z,0) # 0,z € X, 6 € ©, and for some, > 0 the set of admissible
distorted joint p.d.f.s of, 6 be thes . -neighborhood of"(-) in the y?-metric:

v={v(): ve(x,e)zo rEX, 0¢c0;
(19)

J [5G, 0)dbde = 1 jf b )dedx<s+}

Let the subindex or ¢ at the operator&, D indicates which distribution is used:
hypothetical or distorted.
For an admissible p.g. = f(x) introduce the functional:

reo(fi2,0) = Eo{(f(x) —y)* | z,0}.

Then the risk functional (5) takes the form:

r(f;v°) = BE{roo(fiz,0)}, v°(-) €V (20)
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Let us denote:
Too (f12,0) = 100(f;2,0) — Eo{roo(f;2,0)},

% \/DO{Tx,G(f; x, 9)}

E = S s
SUPzex 0co | reo (f;, 0)]

v (frx,0) = 0%z, 0) [ 1 ﬁﬁ(f;xﬁ) >, 21
(fi2,0) =v'(z, )( +€+\/D0{Tx,9(f;33,9)} (21)

R(r) = W - Jo Eoly | z,0}0°(x, 0)x
(;xﬂ (foiz.0) — Jg 723:,9 (fo: 2, 0)m°(0 | x)dé) do.

Theorem 5. If the hypothetical model is distorted according to Condition 2 for some
e, € [0,¢%], then:

(i) for an admissible p.sy = f(x) the guaranteed upper risk functional (6) is

ru(f) = 10(F) + £/ Dofres( 37,0 (22)

(ii) the robust p.s. satisfies the following integral equation:

1
Julw) = Jo vt (fu; 2, 0)df

/ Eo{y | z,0}v** (fo;2,0)d0, x € X.  (23)
o

Proof. (i) 1) Consider the maximization problem of variation calculus

re(f();v°(-) — o max_
Xf@{ﬁ(az,@)d@dm =1, (24)
e
v (x,0) >0, x € X, 0 €O, (25)

which is equivalent to obtain the guaranteed upper risk.
To solve (24), for a fixed distortion levele [0,<,], let us use the Lagrange method
with undefined multipliers\;, \;:

F(v*(z,0); A1, A2) = v (2, )rypo(f; 2, 0)d0dr+
I

Y ( / / v (z,0)dbdx — 1) T ( / / (va(x’?o(; 7@90)(33, 6>)2d0dmz—:2) . (26)
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To satisfy the necessity condition, for an arbitrary variationx, ¢), we get

£ 0 .0 0
//(rx,e(f; z,0)d0 + Ay + 2); - = (xjvg(x,g)u’ )>5UE($,0)d9d:{: = 0.

The extremum function is

vY; 5, (7,0) = v0(x, 0) (1 — %(Al +ru0(f; 2, 9))) ,xe X, 0e0. (27)
2

Using the restrictions in (24), we have
Ny =— [ [0%(x,0)ru0(f;x,0)d0d,
X ©
-3 (28)
<)‘;)71 = —2¢ gfvo(l’, 9) <)‘>{ + rmﬂ(f? xr, 0))2 dedx)
©

Putting (28) into (27), we come to (21).
2) For a fixed p.sf(-), if € € [0, e*], then (25) holds, and (21) is a p.d.f.
3) Maximizing the objective function in (24) w.rt.€ [0, ¢, ], we come to (22).
(i) Minimizing the guaranteed upper risk

= f f’UO(l', e)rmﬁ(f; x, 9)d9dm+
X 0

2
5+\/ffv0(x,9) (m (f;2,0) — [ [00(z, é)rw(f;i:,é)dédi) dfdx — inf .y,
X 0 X e

with the Lagrange method, we get for afj(-)

z, T €4 7(21',9 (f;:L‘, 9) T T =
/ / / 9 | 2,00z 0) (” \/Do{rx,e(f;a?ﬁ)}) )yt =0

which leads to (23). [

Note. The equation (23) does not give an analytic expression for the robust p.s. Never-
theless, it gives the possibility to construct iteration procedures for its computing.

Corollary 4. Under the Theorem 5 conditions the one-step approximation for the robust
p.s. is

Joy(z) = L / Eo{y | z,0}v** (fo; z,0)d0, = € X. (29)

Jo v*e* (fo;x,0)dl Jg

Corollary 5. The guaranteed upper risk functional (22) is non-decreasing function w.r.t.
the parametee, € [0, e*].

Theorem 6. If the distortions of the hypothetical model are given by (19) for seme
[0, inf ¢ €*] @ndmesy (supp R(-)) > 0, then
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(i) the absolute deviation of one-step approximation (29) from the Bayesian p.s. (4) is
of the first order w.r.te, :

[fay (@) = folx)] = Oley), v e X; (30)
(ii) the profitin the guaranteed upper risk value is of the second order:

re(foy) = re(fo) = O(e3) < 0. (31)

Proof. (i) Let Dy = Do{r.0(fo;z,60)}. First, we get the asymptotic expansion:

<gv0(sc,9) <1+g+ “\/@9>d0> 1:

@(1 - j_%og Teo (fo;x,0)7°(0 | x)do+ (32)

2
B (f Foo (o 0070 | 200) +0(E), @ X
S}
Putting (32) into (29), we find
ho(y, 6 1 7,0 (foi,0)
foy(z ffy (4,0 | ) (14, m=tfe

2
% <g Two (fo;2,0)70(0 | :z:)dé) + O(gi’_))dyde_

:1:,9 f07$70) (0 | I’)d6+ (33)

After simplifying, we come to

f(l( ) fO( ):Eﬁ‘ﬁR(l’)—
& D%’g w0 (fo; 2, 0)7°(6 | 2)dOR(x) + O(e}), x € X, (34)
which provides (30).
(i) The second statement can be proven in two steps. 1) We construct the asymp-
totic expansion w.r.te . for the functionalr, ¢( f(1); z, #) using the expansion of ()
obtained in (i):

xr xr —E xr
rx,e(f(l);%@) = Ta:,e(fo; T, 9) + 2, - Rz)ol \)/DfOO{y‘ ’9})+

2L (R?( )+ 2R(a) (Fai,0) = o(o)) | Fop (i, 0 x>dé) Lo,
(35)

2) Using the result from the first stage we obtain the asymptotic expansior( for)).
Using (35) and the risk functional definition, we get

) =) + 5 [ PR + O, (36)
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Introduce the notation:

Ay (f(l)(') fo(1)) = 7”o(f( )()) —1o(fo(+)), (37)

2ol (). fol) = 2+ (y/Podreal fiys 2, 0)} = /Do) (38)
Q(m,{)@) = R(z)(fo(x) — Eo{y | z,0}), x € X, 0 € O,
Q (z,0) =Q(z,0) — ffv 7,0)Q(%,0)d0dz.

According to Theorem 5,

r(fy () = (fo(1)) = A(fy (), fo(4)) + Da(finy (), fo () (39)
Putting (36) into (37), we have

Ar(fy (), fol)) =

2

Do/ P’ (2)R*(z)dz + O(2). (40)

By the definition

Do{rzo(fay;z,0)} = // z,0)( xg -2, 0))?dfdzx. (41)

After using (35) and performing transformations,

oo (fay;2,0) =Twg (fo;2,0) + 24 - Q (2,0)+0(2), r€ X, 0c0. (42)

Putting (42) into (41), we get
Do{rzo(f 1)756' 0)} = Do+
4e, - F Tao (fo:2,0) ffv 2,0) Tag (fo; ,0) Q (z,0)d0dx + O(e?),

1
v Dy

and, after simplifying,

1
0z ;2,0)} = Dy — : O( x)dx + O 43
Do{rs o fuy: . 6)} = Do — e w—oX/p LOE). (@)
Using (43) in (38), we have

2 1 2 3

Ao(fy (), fo(+)) = —2e7 - \/D_OEO{R (2)} + O(el). (44)
Finally, putting (40), (44) into (39), we come to
re(foy) — 1 fo) = =€ - %f‘f)} +O(3).

O]

Metrices, which are used here for the description of deviations of probability distri-
butions, including the weighte@-metric, and thec>-metric, are discussed in Borovkov
(1997). Also a discussion on different concepts of variation of hypothetical distributions
in Bayesian statistical analysis is presented in Meczarski (1998).
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6 Conclusion

The following main results have been obtained in the paper:

(i) The analytic expressions for the guaranteed upper risk and the upper risk function-
als are obtained under distortions of prior and joint p.d.f.s in the weighted C-metric. For
this type of distortions the, -robustness property of the Bayesian prediction statistic have
been proven.

(i) Under distortions iny?-metric the expression for the guaranteed upper risk is ob-
tained, and the integral equation for the robust p.s. is derived; the one-step approximation
of the robust p.s. is constructed and the asymptotic properties of this approximation are
obtained.
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