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In this paper Campbell’s degree of rate control is extended to introduce the concepts of degree
of kinetic rate control, degree of kinetic selectivity control, degree of thermodynamic rate control
and degree of thermodynamic selectivity control. It is demonstrated by applying hypothetical but
realistic kinetic models of varying complexity that the new methods offers a rigorous framework
to analyze the importance of kinetic and thermodynamic parameters i.e. establishing the critical
parameters of the kinetic model. The methods are general and can be applied to complex reaction
networks with multiple overall reactions not only in heterogeneous catalysis but for all sort of
chemical kinetic models.

PACS numbers:

INTRODUCTION

Microkinetic modeling has become an important tool
in bridging the gap between experimental and theoretical
surface science and heterogeneous catalysis at industrial
relevant conditions [1–7] and references therein.

In microkinetic modeling the outcome of one or mul-
tiple overall reactions is modeled as a consequence of a
detailed reaction mechanism. The elementary reactions
and their kinetics and thermodynamics are established
from “first principles” and experimental surface science.
The microkinetic models are often very complex and con-
tains many kinetic and thermodynamic parameters and
possible reaction pathways. Often it turns out that only a
few reaction steps control the net reaction rate and these
steps are referred to as being rate-limiting. Furthermore,
it may also occur that the net reaction rate is sensitive
to the energetics of a few reaction intermediates, only.
Thus, it may be sufficient to accurately determine (either
by experiment or by theoretical calculation e.g. DFT) the
energetics of these key intermediates along with the rate
constants of the rate limiting steps. The kinetic and ther-
modynamic parameters of the remaining reaction steps
and intermediates can be estimated with a significantly
coarser accuracy without effecting the net reaction rate.
The challenge in analyzing microkinetic models is to ac-
curately pin point these rate-controlling reaction steps
and intermediates. Experimentally, obtaining this infor-
mation, is pivotal in order to identify which knob to turn
in order to design the optimal catalyst.

Recently, a general concept of rate-control has been
formulated by the authors [8] in which it is possible to pin
point exactly which key transition states and key reaction
intermediates are important by making small changes to
their energies and determining the sensitivity of the net
reaction rate to these changes (see also [9–11]). The con-

cept was an extension of Campbell’s degree of rate control
method [4, 12, 13], yet slightly modified. In this paper we
will extend the concept in order to also include selectiv-
ity effects as well. The concepts will be clearly illustrated
both by algebraic derivation from simple kinetic models
to numerical computations with a representative num-
ber of microkinetic models with varying complexity. The
concepts presented in this paper will be completely gen-
eral and can be applied on all types of chemical reactions
and complex reaction networks.

Alongside our work on this topic, other authors have
treated this topic in a similar manner, although different
in both scope and perspective [14–17]. Furthermore, as
will be evident from the material presented in the present
paper, our framework is of more general nature and ex-
pandable to a wider set of problems, especially when con-
sidering selectivity limitations. The importance of hav-
ing a tool for the identification of selectivity control is
vital. Selectivity is a major challenge in reaction en-
gineering. When dealing with microkinetic models this
problem is rarely addressed, simply because of the com-
plexity it imposes. Important chemicals such as ethylene
oxide and formaldehyde are produced in processes with
selectivity limitations as well as the product spectrum of
the Fischer-Tropsch process is determined by selectivity.

We will start with a brief literature survey of reaction
rates to clarify the concepts of rate limiting steps, slow
and fast steps etc. In addition the literature survey will
discuss some of the prevailing methods in the literature
used to analyze microkinetic models. Next the formalism
of reaction rates will be established. Then Campbell’s de-
gree of rate control method will be extended after which
a few simple examples including Langmuir-Hinshelwood
and Michaelis-Menten kinetics will be given. Finally the
new methods will be used to analyze some hypothetical
microkinetic models and compared to existing analysis
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methods.

LITERATURE SURVEY

In the following section a brief literature survey of an-
alyzing microkinetic models will be given.

Rate limiting steps

Much work have been performed on reaction rates of
catalytic cycles, but still there seem to be some confusion
and misconceptions on the subject. Such notions as rate
determining step (rds), rate limiting step (rls), slow and
fast steps, quasi-equilibrated steps etc. are used through-
out the literature [3–5, 12, 18–20] and references therein.
In a catalytic cycle of elementary reactions one or a few
steps often determine the overall rate of reaction and
these are referred to as rds, rls or slow steps. It has been
argued that it is wrong to talk about fast and slow ele-
mentary steps in a catalytic cycle because at steady state
all the elementary reactions will proceed at the same rate
scaled to their stoichiometric coefficient. Hence slow and
fast steps does not exist. Actually this is not entirely
correct as some elementary steps often have much faster
forward and backward rates than other steps and basi-
cally will be quasi-equilibrated. However the net rate of
these steps will be the same as the net rate of the slow
steps. Hence a fast step is a step with the potential of
proceeding much faster had it not been limited by other
slow steps.
Establishing rate limiting steps is very important in

catalysis and many methods have been suggested.

Degree of rate control

The most essential work on rate limiting steps was done
by Campbell [4, 12]. The pivotal idea of Campbell is to
reveal the effect of the rate constant of a step on the
overall reaction rate. Campbell defined the degree of
rate control (XRC,s) as:

XRC,s =
ks

R

(

δR

δks

)

Ks,kj

(1)

where R is the overall reaction rate, ks is the rate con-
stant of elementary step s, where the rate constants kj
for all other elementary steps (j 6= s), as well as the equi-
librium constant for step s , Ks, remain constant. The
overall reaction rate, R, can be the consumption rate of
a reactant c, the formation rate of a product c or the
net rate of a catalytic cycle. For a reaction system with
only one overall reaction all of the above R’s are directly
related through stoichiometry. For reaction systems with

multiple overall reaction pathways different R’s are ob-
viously not directly related.

Campbell’s degree of rate control is a theoretical
method in that it should be used on microkinetic models.
It is not possible to change just one rate constant with-
out changing something else in real life. Hence it is not
possible to experimentally measure degree of rate control
without accurately determining the rate constants for all
the kinetically-relevant elementary steps (i.e., those with
non-negligibleXRC,s, and determining the rate constants
for the other steps accurately enough to know that they
are not kinetically relevant).

Campbell’s degree of rate control is general, simple and
easy to apply both in cases where analytic solutions are
available, but also in cases where only numerical com-
puter solutions are feasible. By general is meant that the
method may be applied for all reaction schemes regard-
less of complexity not only in catalysis, but for all sorts
of chemical reactions. The larger numeric value of XRC,s

the larger degree of rate control does the rate constant
of step s exhibit on the overall rate. A positive value
indicates that increasing ks will increase the overall rate
and Campbell suggested that such steps are termed rate
limiting steps (rls). A negative value indicates the oppo-
site and Campbell suggested that such steps are denoted
inhibition steps. A value of approximately zero indicate
that the step is quasi-equilibrated. In particular Camp-
bell found that reaction mechanisms with only one rate
limiting step the value of XRC,s will equal unity for this
step and zero for all other steps. Campbell suggested
that a step with XRC,s=1 should be defined as the rate
determining step. For examples in the literature where
the degree of rate control is discussed or applied refer to
e.g. [14, 15, 21–50].

We strongly support Campbell’s definition of rls, rds
and inhibition steps and believe that following this clear
definition would remove much of the confusion regarding
this issue in the literature.

Campbell suggested without proof except examples
that the degree of rate control is in general conserved
through the sum rule:

∑

s

XRC,s = 1 (2)

Baranski proved that the suggested sum rule of Campbell
holds for consecutive gas phase reactions [20]. Cortright
and Dumesic proved that the sum rule of Campbell is
true for steady-state catalytic reaction mechanisms that
leads to one overall reaction [3, 18].

We have found that the sum rule apply for all steady-
state kinetic models investigated in the present paper
including complex reaction networks with multiple over-
all reactions. Thus although not mathematical proven it
seems a reasonable conjecture that the sum rule is gen-
erally valid for steady-state kinetics.
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Sensitivity

Cortright and Dumesic [3] defined the dimensionless
sensitivity, φs, of the overall rate with respect to the rate
constant ks as:

φs =

(

δR

δks

)

kj

ks

R
(3)

where all other parameters, both forward and backward
rate constants, kj , are held constant. At first sight the
concept of sensitivity seems to be identical to the degree
of rate control. However an important difference exist,
because the equilibrium constant of step s is not constant
when φs is determined. Hence the sensitivity is a com-
bined measure of the importance of thermodynamics and
kinetics of step s on the overall rate while the degree of
rate control only concerns kinetics (rate constant). Fur-
thermore the sensitivity has to be calculated for both the
forward (φs) and backwards (φ−s) rate constants of step
s. Cortright and Dumesic’s deduced some interesting re-
lationships for sensitivities among others that the sum
of all the sensitivities add to unity for a reaction scheme
that leads to a single overall reaction:

∑

s

(φs + φ−s) = 1 (4)

and that the sum of sensitivities for a step equal the
degree of rate control of that step:

XRC,s = φs + φ−s (5)

Cortright and Dumesic suggested that the confusions re-
garding the concept of a rate determining step could be
eliminated by denoting a step as being the maximum
sensitivity step. It is not clear what is meant by the
sensitivity of a step. If the authors refer to adding the
sensitivity of the forward and backward rate constant
of the step then the the result is Campbell’s degree of
rate control (Eq. 5) and the suggestion becomes trivial.
On the other hand if the authors suggest that forward
and backward rate constant is evaluated separately er-
roneous results can be obtained because a rate constant
may have a large sensitivity due to thermodynamics and
not because the kinetics of the step is slow. Hence the
definition of Campbell for rds and rls should be preferred
as also argued by Campbell [12].
There is some fundamental problems with the sensi-

tivity concept. First of all it is not clear if a sensitivity
of a step is due to kinetics, thermodynamics or both.
Furthermore the overall equilibrium constant is changed
in the sensitivity analysis, but should be well defined by
the thermodynamics of the reactants and products. Fi-
nally the importance of thermodynamics on sensitivity is
connected to an elementary step, but it would be more
useful if the thermodynamics was linked to reaction in-
termediates. All of this causes problems which will be

illustrated by examples later in this article. The sensi-
tivity concept does answer which elementary steps are
critical to a kinetic model. But as will be shown by ex-
tending Campbell’s degree of rate control it is possible
to obtain more detailed knowledge of critical steps and
intermediates in a kinetic model without increasing the
complexity of analysis.

Multiple overall reactions

The presence of multiple overall reaction paths com-
plicates kinetic analysis considerately and introduces
the complexity of selectivity. Both Campbell’s degree
of rate control and Dumesic and Copyright’s sensitiv-
ity can be applied to analyze the individual reaction
paths or individual formation/consumption rates of prod-
ucts/reactants in a multiple reactions network. However
such an analysis will not reveal what is the most critical
reactions to the overall reaction system. What is needed
is a method that establishes what are the most critical
parameters to the overall reaction system. For reaction
systems with only a single overall net reaction the above
complications does not occur as the net rates of products
and reactants are proportional to their stoichiometric co-
efficients.

Cortright and Dumesic [3] suggested that in order to
analyze such complex reaction networks a total sensitiv-
ity/degree of rate control could be calculated:

φs,tot =
∑

c

∣

∣

∣

∣

∣

(

δRc

δks

)

kj

ks

Rc

∣

∣

∣

∣

∣

(6)

=
∑

c

∣

∣

∣

∣

∣

(

δRc

δks

)

Ks,kj

ks

Rc

∣

∣

∣

∣

∣

(7)

= Xtot
RC,s (8)

where Rc refer to the rate of production of compound
c. Absolute value are used in the sum since a given ki-
netic parameter may have a positive contribution to one
product and a negative contribution for another product.
Accordingly, although the parameter would not affect the
overall conversion, it would change the product selectiv-
ity.

The method suggested by Cortright and Dumesic may
be used to give a quick overlook of a complex reaction net-
work. However some potential pitfalls can be imagined
as the production of different products may be highly
correlated and one should be very careful in identifying
the c compounds to study.

Another method is to extend Campbell’s degree of rate
control to deal with selectivity

XSC,s =
ks

S

(

δS

δks

)

Ks,kj

(9)
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where the selectivity, S, replaces the rate R. This ap-
proach was used by the authors to analyze ethylene oxi-
dation on silver resulting in a clear picture of what con-
trols the selectivity of ethylene oxide formation [32]. In
addition the degree of selectivity control is conserved fol-
lowing the sum rule:

∑

s

XSC,s = 0 (10)

FORMALISM

In this paper kinetics and microkinetic models will be
discussed based on the Langmuir-Hinshelwood approach.
This is done as Langmuir-Hinshelwood is the most simple
and most used method to model heterogeneous catalytic
reactions in the literature. The Langmuir-Hinshelwood
approach has been very successful despite that some of
the assumptions such as absence of lateral interactions
and uniform sites are debatable. For a discussion of
Langmuir-Hinshelwood mechanisms we refer to [2] and
references therein. However the presented formalism of
this paper can be modified to other kinetic approxima-
tions and the methods and conclusions developed in this
paper will not depend on the kinetic approximation used
but will be completely general.

For a systematic treatment of arbitrary large mecha-
nisms, we need a suitable mathematical device such as a
stoichiometric matrix, α. For details we refer to [2]. For
a mechanism consisting of G gases, I separate surface in-
termediates (including free sites), and S elementary reac-
tions, α is an S by G+I matrix. The components are the
stoichiometric coefficients, αsc where subscript sc refers
to one compound c in some elementary reaction step s of
the mechanism. Note that 1 < s < S, 1 < c < G+I. The
compound c may be either a gas phase reactant, a gas
phase product, a surface species reactant, or a surface
species product.

By convention αsc < 0 if c is a reactant in elementary
reaction s, αsc > 0 is a product of step s and αsc = 0 if
c does not participate in step s.

The stoichiometric matrix has a number of important
properties:

• Surface sites are conserved:

S
∑

s=1

rsαsc = 0 (11)

for c = G+ 1, . . . , G+ I

• All elements in the stoichiometric matrix are inte-
gers.

• Inerts have αsc = 0 for s = 1, . . . , S.

In catalysis, reaction rates should be measured and
calculated as a turnover frequency, i.e. as a number of
molecules produced per site per second.

The reaction rate of an elementary step s consist of a
forward rate, r+s, and a backward rate, r−s:

rs = r+s − r−s (12)

r+s = k+s

G
∏

c=1

αsc<0

(

pc

p⊖

)−αsc G+I
∏

c=G+1

αsc<0

θ−αsc
c (13)

r−s = k−s

G
∏

c=1

αsc>0

(

pc

p⊖

)αsc G+I
∏

c=G+1

αsc>0

θαsc
c (14)

where k+s and k−s is the forward and backward rate con-
stant of step s, respectively. pc is the partial pressure of
c, p⊖ is the reference pressure, and θc is the coverage
of intermediate c. By including the thermodynamic ref-
erence pressure in the above rate expressions a number
of advantages is obtained. First of all, equilibrium con-
stants become dimensionless in accordance with classical
thermodynamics. Secondly, all the rate constants and
preexponential factors hidden in the rate constants get
the units of turnover frequency. Unfortunately this for-
malism is often not followed in the literature resulting in
reported rate and equilibrium constants with many dif-
ferent units making it a dimensional nightmare or even
impossible to compare rates obtained in different labora-
tories.

For each of the gases, c (where 1 < c < G), in a mech-
anism we have an overall formation rate:

Rc =

S
∑

s=1

rsαsc (15)

this rate is evidently negative for reactants.

Due to the principle of microscopic reversibility (PMR)
the forward and backward rate constants of an elemen-
tary step is related through the equilibrium constant, Ks,
of that step:

k+s =
k−s

Ks

(16)

This is a very important principle which means that in-
stead of using a forward and backward rate constants in
expressing elementary reaction rates we may use forward
rate and equilibrium constant.
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5

Thus reaction rates may also be written:

rs = r+s − r−s (17)

r+s = k+s

G
∏

c=1

αsc<0

(

pc

p⊖

)−αsc G+I
∏

c=G+1

αsc<0

θ−αsc
c (18)

r−s =
k+s

Ks

G
∏

c=1

αsc>0

(

pc

p⊖

)αsc G+I
∏

c=G+1

αsc>0

θαsc
c (19)

The two methods of expressing reaction rates are com-
pletely equivalent. But still we will argue that the later
expression applying PMR is superior to the expression
introduced earlier. There is two reasons for this. As
pointed out by Cortright and Dumesic it is generally eas-
ier to estimate enthalpies and entropies to calculate equi-
librium constants of elementary steps than estimating the
values of activation entropies and enthalpies to calculate
rate constants [3]. Another reason more important in the
context of this paper is that writing the reverse rate con-
stant as the ratio between the forward rate constant and
equilibrium constant, kinetics and thermodynamics has
been separated. The forward rate constant tells us about
the importance of kinetics and the equilibrium constant
tells us about thermodynamics. Hence a reaction mech-
anism becomes much easier to analyze. A simple exam-
ple of this is the use of Campbell degree of rate control.
Campbell suggests that both the forward and backward
rate constant is increased, say 10 %, to avoid changing
the equilibrium constant [4]. However using Eq. 17-19
for the rate we just changes the forward rate constant
and everything works out.
It should be noted that the choice of which direction is

forward or backward of an elementary step is completely
arbitrary. However many prefer to move in the direction
from reactants towards products.
Rate and equilibrium constants are actually not con-

stants but vary significantly with temperature and sur-
face coverage. Equilibrium constants may be expressed
as:

Ks =
k+s

k−s

= exp

(

∆S⊖
s

Rg

)

exp

(

−∆H⊖
s

RT

)

= exp

(

−∆G⊖
s

RgT

)

(20)

where ∆H⊖
s , ∆S⊖

s and ∆G⊖
s are the changes in standard

enthalpy, entropy and Gibbs free energy, respectively, for
step s. Rg is the universal gas constant.
Both the forward and backward rate constants usually

have Arrhenius form:

ks = As exp

(

−E‡
s

RgT

)

(21)

where As is the preexponential factor and E‡
s is the acti-

vation energy of elementary step s. Experimentally it is
well known that rate and equilibrium constants not only
vary as a function of temperature but also as a function
of surface coverage. Surface coverage dependence is ig-
nored in the Langmuir-Hinshelwood approach followed in
this paper.
Selectivity, S, is a measure of how much is produced of

a specific product compared to the production of byprod-
ucts or unwanted products. Selectivity is much more
tricky to define than reaction rates because it generally
depends on the specific reaction system and what is re-
garded as desired and undesirable products. Selectivity
is always some kind of ratio between reaction rates where
the nominator contains the formation rate of the wanted
product and the denominator consist of the consumption
rate of a key reactant or formation rates of unwanted
products.

EXTENSION OF CAMPBELL’S DEGREE OF

RATE CONTROL

In this section we will extend Campbell’s degree of rate
control in order to analyze the importance of thermody-
namics and selectivity besides kinetics.
The degree of rate control (XRC,s) is defined as:

XRC,s =
ks

R

(

δR

δks

)

Ks,kj

=

(

δ ln (R)

δ ln (ks)

)

Ks,kj

(22)

where R is the overall reaction rate, ks is the rate con-
stant of elementary step s, where the rate constants kj
for all other steps j, as well as the equilibrium constant
for step s, Ks, remain constant.
The larger numeric value of XRC,s the larger degree of

rate control does the rate constant of step s exhibit on the
overall rate. A positive value indicates that increasing ks
will increase the overall rate and step s will be denoted
a rate limiting steps (rls). A negative value indicates
the opposite and step s will be denoted an inhibition
step. A value of approximately zero indicate that the
step is quasi-equilibrated. Basically XRC,s investigates
the sensitivity of the reaction rate on the rate constant
i.e. transition state of step s.
In analogy the degree of selectivity control (XSC,s) is

defined as:

XSC,s =
ks

S

(

δS

δks

)

Ks,kj

=

(

δ ln (S)

δ ln (ks)

)

Ks,kj

(23)

where S is some kind of selectivity, ks is the rate constant
of elementary step s, where the rate constants kj for all
other steps j, as well as the equilibrium constant for step
s, Ks, remains constant.
A positive value indicates that increasing ks will in-

crease the selectivity and a negative value indicates the
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6

opposite. A value of approximately zero indicate that the
step is unimportant to selectivity. Basically XSC,s inves-
tigates the importance of the rate constant i.e. transition
state of step s towards selectivity.
Fundamentally Eq. 22 implies changing the transition

state of elementary step s while nothing else is changed in
the reaction mechanism, and determining how this influ-
ences the overall rate, R. More specifically, the standard
state free energy of transition state s is changed while the
energies and free energies of all other transition states,
intermediates and gas phase species are kept constant.
Hence Eq. 22 probes the importance of one transition
state’s free energy in the full potential energy surface for
the reaction.
By analogy we would like to investigate the importance

of intermediate stability (thermodynamics) on the overall
reaction rate. To do this, we would like to determine
the relative change in the net rate R (to one product or
from one reactant), when we stabilize that intermediate
(decrease its standard state free energy) by a tiny amount
dG without changing anything else on the standard-state
free energy surface for the net reaction. We thus define
the degree of thermodynamic rate control (XTRC,c) of
intermediate c as:

XTRC,c =
1

R





δR

δ
(

−Gc

RgT

)





Gj,G
‡
n

=





δlnR

δ
(

−Gc

RgT

)





Gj ,G
‡
n

(24)
Gc is the Gibbs free energy of intermediate c (G + 1 <

c < G+ I). The Gibbs free energy of all other intermedi-
ates Gj and the Gibbs free energy of all transition states
G‡

n are kept constant when taking the partial derivative.
XTRC,c is dimensionless. The degree of thermodynamics
rate control has recently been introduced in [8] together
with a general discussion of the concept.
Similarly the degree of thermodynamic selectivity con-

trol (XTSC,c) is defined as:

XTSC,c =
1

S





δS

δ
(

−Gc

RgT

)





Gj,G
‡
n

=





δlnS

δ
(

−Gc

RgT

)





Gj ,G
‡
n

(25)
It should be noted the degree of thermodynamic rate

and selectivity control investigates the importance of in-
termediates stability without changing the overall equi-
librium constant of the net gas phase reaction.
Campbell’s degree of rate control answers the ques-

tion: Suppose we could introduce a catalyst or catalyst
modifier that incrementally lowered the free energy of the
transition state for one elementary step s, without chang-
ing anything else. By what fraction would this change
the net rate, per unit change in that step’s rate (where
1 unit = that step’s initial rate constant)? Similarly, the
degree of thermodynamic rate control answers the closely
related question: Suppose we could introduce a catalyst

or catalyst modifier that incrementally lowered the free
energy of one adsorbed intermediate, without changing
anything else. By what fraction would this change the net
rate, per unit change in free energy (in units of RT). This
is a very important question, since it gives direct informa-
tion about which intermediate would be most important
to stabilize/destabilize (through change in the catalyst
materials or addition of modifiers). In particular it has
been shown in [8] that the concepts of degree of rate con-
trol and the degree of thermodynamic rate control are
completely equivalent and can be compared numerically.
Hence by calculating XRC and XTRC it can be estab-
lished which transition states and intermediates that are
most critical to the reaction rate and it is possible to rank
the transition states and intermediates. The same goes
for the selectivity.

INTERMEDIATE COVERAGE AND DEGREE OF

THERMODYNAMIC RATE CONTROL

There is a simple relation between the degree of ther-
modynamic rate control and the coverage of intermedi-
ates:

XTRC,c = −σθc (26)

where σ is the average number of sites required in the
rate limiting steps and θc is the coverage of intermedi-
ate c. σ typically varies between 1 to 2 depending on
the nature of the rate limiting process e.g. dissociative
chemisorption requires two sites, bi-molecular surface re-
action requires two sites, molecular desorption requires
one site etc. Certainly non-integer values are possible
if a mix of different elementary reactions are rate lim-
iting. Typically σ is more or less constant and XTRC,c

becomes proportionate with the coverage of intermediate
n. A complete mathematical proof of Eq. 26 will not be
given. However in the following it will be demonstrated
that Eq. 26 is valid for a Langmuir-Hinshelwood mech-
anism as well as for Michaelis-Menten enzyme kinetics.
Furthermore all the numerical case studies of section fol-
low Eq. 26. It should also be noted that the implications
of Eq. 26 is consistent with the work of Dumesic where it
was concluded based on DeDonder analysis that the sta-
bility of intermediates are unimportant to kinetics, but
only the stability of transition states are of importance,
except if the intermediate has a non-zero coverage [3, 51].

Langmuir-Hinshelwood example

We want to calculate the degree of thermodynamic
rate control for the simple Langmuir-Hinshelwood mech-
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anism:

A+ ∗ ⇋ A ∗ (27)

B + ∗ ⇋ B ∗ (28)

A ∗+B∗ ⇋ AB ∗+ ∗ (29)

AB∗ ⇋ AB + ∗ (30)

where * denotes a free site, X* denotes a surface inter-
mediate, and X a gas phase species. We assume that
the bi-molecular surface reaction (step 3) is rate limiting
while all other steps are quasi-equilibrated. From equi-
librium considerations we get:

θA∗ = K1

pA

p⊖
θ∗ (31)

θB∗ = K2

pB

p⊖
θ∗ (32)

θAB∗ =
1

K4

pAB

p⊖
θ∗ (33)

where θ denotes coverages, K is equilibrium constants,
pi is partial pressure of i and p⊖ is the reference pres-
sure. From the total site balance the coverage of free
sites become:

θ∗ =
1

1 +K1
pA

p⊖ +K2
pB

p⊖ + 1

K4

pAB

p⊖

(34)

The reaction rate, r, can now be written:

r = k3θA∗θB∗ −
k3

K3

θAB∗θ∗ (35)

r =
k3

(

K1K2
pA

p⊖

pB

p⊖ − 1

K3K4

pAB

p⊖

)

(

1 +K1
pA

p⊖ +K2
pB

p⊖ + 1

K4

pAB

p⊖

)2
(36)

Now we will calculate the degree of thermodynamic rate
control for intermediate A* by applying Eq. 24 on Eq.
36. To simplify matters it is assumed that the Gibbs en-
ergy of A* is changed by changing the enthalpy of A*
while the entropy remain unchanged. Hence the Gibbs
free energy of Eq. 24 is substituted with enthalpy. Fig-
ure 1 shows a schematic of the potential energy surface
expressed as enthalpies when the enthalpy of A* is per-
tubated the amount dH.

Before the enthalpy perturbation of A* we have the
following enthalpies for the reaction system: HA∗, HB∗,
HAB∗, H

‡
AB∗ and EA = H

‡
AB∗ −HA∗ −HB∗ as the acti-

vation barrier of the rls.

After the enthalpy perturbation of A* we have the fol-
lowing enthalpies for the reaction system: HA∗ + dH ,
HB∗, HAB∗, H

‡
AB∗ and EA = H

‡
AB∗−(HA∗ + dH)−HB∗

as the activation barrier of the rls. This results in the fol-

E
n
th

a
lp

y
 (

a
.u

.)

HAB*

HA* HB*+

HB*+dHA*(HA*+ )

dHA*

HAB

k

TS

A B AB

FIG. 1: Schematic potential energy surface, showing an in-
cremental change in the standard state free energy of one ad-
sorbed intermediate (A*) via a simple change in its enthalpy,
used to estimate the degree of thermodynamic rate control of
A*.

lowing changes in rate and equilibrium constants:

K1 → K1 exp

(

−dH

RT

)

(37)

K2 → K2 (38)

K3 → K3 exp

(

dH

RT

)

(39)

K4 → K4 (40)

k3 → k3 exp

(

dH

RT

)

(41)

Now Eq. 24 is applied on 36:

XTRC,A∗ = −RT

δ

(

ln

(

k3

(

K1K2

pA

p⊖

pB

p⊖
− 1

K3K4

pAB

p⊖

)

(

1+K1

pA

p⊖
+K2

pB

p⊖
+ 1

K4

pAB

p⊖

)

2

))

δH
(42)

= −RT
δ

δH

(

ln

(

k3K1K2

pA

p⊖
pB

p⊖
−

k3

K3K4

pAB

p⊖

)

−2 ln

(

1 +K1

pA

p⊖
+K2

pB

p⊖
+

1

K4

pAB

p⊖

))

(43)

From Eq. 37-41 it is straightforward to see that the first
logarithmic term is zero. Hence we have:

XTRC,A∗ = 2RT
δ
(

ln
(

1 +K1
pA

p⊖ +K2
pB

p⊖ + 1

K4

pAB

p⊖

))

δH

= 2RT
1

1 +K1
pA

p⊖ +K2
pB

p⊖ + 1

K4

pAB

p⊖

δ
(

K1
pA

p⊖

)

δH

= 2RTθ∗
pA

p⊖
K1

−1

RT

= −2θA∗ (44)
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We note that the result is consistent with Eq. 26 and that
the number 2 stems from the exponent of the denomina-
tor in Eq. 36, which is the number of active sites required
in the RLS. By similar derivation it can be shown that
XTRC,B∗ = −2θB∗ and XTRC,AB∗ = −2θAB∗.

Michaelis Menten kinetics

We want to calculate the degree of thermodynamic rate
control for the Michaelis-Menten enzyme kinetics. The
Michaelis-Menten mechanism can be written:

S + E ⇋ ES (45)

ES+ → P + E (46)

where S corresponds to the substrate, E is free enzyme,
ES is substrate locked to enzyme and P is the final prod-
uct.
Assuming a constant amount of enzymes an enzyme

balance can be written:

θES + θE = 1 (47)

where θ denotes fractions out of the total amount of en-
zyme.
The fraction of ES can be calculated from the steady-

state approximation:

dθES

dt
= k1CSθE − k−1θES − k2θES = 0 (48)

θES =
k1

k−1 + k2
CSθE (49)

where k1 is forward rate constant of the first step, k−1 is
backwards rate constant of the first step, and k2 is the
rate constant of the second step in the Michaelis-Menten
mechanism.
The fraction of free enzymes can be calculated by com-

bining Eq. 47 and Eq. 49:

θE =
1

1 + k1

k−1+k2

CS

=
k−1 + k2

k−1 + k2 + k1CS

(50)

The rate of product formation can be written:

rP = k2θES =
k1k2CS

k−1 + k2 + k1CS

(51)

Now the enthalpy of ES is perturbed by the amount dH
in order to perturb the Gibbs free energy of ES. Before
the perturbation of ES we have the following enthalpies:
HS , HE , HP , HES , H

‡
ES and H

‡
P . This result in the

activation barrier EA,1 = H
‡
ES −HS for the forward step

1, EA,−1 = H
‡
ES − HES for the backward step 1 and

EA,2 = H
‡
P − HES for the forward step 2. H

‡
ES is the

transition state for binding the substrate to the enzyme

and H
‡
P is the transition state for substrate-enzyme com-

plex in forming P. After the perturbation of ES we have
the following enthalpies: HS , HE , HP , HES + dH , H‡

ES ,

H
‡
P , EA,1 = H

‡
ES − HS , EA,−1 = H

‡
ES − (HES + dH)

and EA,2 = H
‡
P − (HES + dH). This means that the

rate constants are perturbed the following way:

k1 → k1 (52)

k−1 → k−1 exp

(

dH

RT

)

(53)

k2 → k2 exp

(

dH

RT

)

(54)

Applying Eq. 24 on Eq. 51 for ES we obtain:

XTRC,ES = RT
δ

δ (−HES)

(

ln

(

k1k2CS

k−1 + k2 + k1CS

))

= −RT
δ (ln k1 + ln k2 + lnCS − ln (k−1 + k2 + k1CS))

δ (HES)

= −1 +RT
δ

δ (HES)
(ln (k−1 + k2 + k1CS))

= −1 +RT
1

k−1 + k2 + k1CS

(

k−1

RT
+

k2

RT

)

= −1 + θE = −θES (55)

The calculated degree of thermodynamic rate control for
the Michaelis-Menten mechanism is consistent with the
result expected from Eq. 26.

Implications of Eq. 26

The simple relation between the importance of inter-
mediate thermodynamics and the coverage of the inter-
mediate revealed by Eq. 26 may seem surprising and
does have some interesting implications. First of all, the
degree of thermodynamic rate control is always negative
or zero, which means that the reaction rate will decrease
if an intermediate is stabilized without also stabilizing
associated transition states. On the other hand, desta-
bilizing intermediates can increase the rate significantly,
unless key transition states are also destabilized. The
trick in catalyst design / improvement is to destabilize
key intermediates (those with large negativeXTRC) with-
out destabilizing related key transition states too much,
or to stabilize key transition states (those with positive
XRC without stabilizing key intermediates too much.
From an analysis point of view the most fundamen-

tal way to analyze a microkinetic model is to calculate
the degree of rate control (probing importance of transi-
tion states) and the degree of thermodynamic rate control
(probing importance of intermediates). From the appar-
ent validity of Eq. 26 it is realized that one can calculate
XTRC either by using the more complex Eq. 24, or by
using the calculated coverage of intermediates in the sim-
pler Eq. 26.
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TABLE I: Model 1 reaction mechanism. ∗ denotes an active
site, X* denotes an adsorbed reaction intermediate and X
denotes a gas phase species.

A2 + 2∗ ⇋ 2A∗ Step 1

B + ∗ ⇋ B∗ Step 2

A ∗+B∗ ⇋ AB ∗+∗ Step 3

AB∗ ⇋ AB+ ∗ Step 4

CASE STUDIES

In the following the usefulness of the previous intro-
duced kinetic analysis tools: Degree of rate control, De-
gree of thermodynamic rate control, Degree of selectivity
control and Degree of thermodynamic selectivity control
are demonstrated in a series of numerical case studies on
hypothetical kinetic models. Physical realistic parame-
ters have been chosen for the components and rates of
the elementary steps. The parameters are chosen in such
a way that some interesting phenomena arises. The ex-
act values are not interesting to the present investigation.
The models are solved by different techniques (steady-
state approximation (SSA), quasi-equilibrium approxi-
mation (QEA) and hybrid steady state approximation
(HSSA)) illustrating that the analysis tools may be used
for different kinetic approximations. For details on the
applied kinetic approximations we refer to [2, 7]. The
cases covers both simple reaction mechanisms containing
a single overall reaction path and more complex reaction
mechanisms with multiple reaction paths.

Single overall reaction

We start with looking at the simple reaction mecha-
nism shown in Table I. The mechanism contains a single
overall reaction:

A2 + 2B ⇋ 2AB (56)

The reaction mechanism is modeled by the SSA i.e. each
elementary step is given a rate and the kinetic model will
be referred to as Model 1.
The reaction rate, degree of rate control and the degree

of thermodynamic rate control is calculated as a function
of A2 pressure and the results are depicted in Fig.2. It
is observed from Fig. 2A that the reaction rate in the
beginning increases rapidly with A2 pressure. However
a maximum rate is reached after which the rate slowly
decreases with A2 pressure.
From Fig. 2B it is clear that step 1 (A2 dissociation) is

the most rate limiting step at low A2 pressure. However
as A2 pressure increases step 3 (bi-molecular surface re-
action) becomes increasingly important. At some point
step 1 even becomes an inhibition step with a negative
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FIG. 2: Reaction rate (A), Degree of kinetic (B) and thermo-
dynamic (C) rate control for Model 1 versus A2 pressure. PB

= 10000 Pa, PAB = 0 Pa and T = 450 K.

degree of kinetic rate control. Step 2 (B adsorption) is
completely quasi-equilibrated and has a degree of rate
control of zero. Step 4 (AB desorption) is close to quasi-
equilibrated at the investigated conditions, but is slightly
rate limiting. Note that summing all the steps leads to a
constant value of one as expected. It is interesting that
step 1, which is a vital step for AB production, becomes
inhibiting. Actually this means that at high A2 pressure
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promoters could work by decreasing the rate of step 1
instead of increasing rates as usually expected. It is well
known that dead-end steps, product inhibition etc. may
be diminished by proper promotion. However in this very
simple case it is observed that steps occurring before the
rate limiting step may play similar inhibition roles.
It is important to note that the same elementary step

can be both inhibiting and rate limiting at different reac-
tion conditions. Hence when it is claimed that a certain
step is rate limiting it should clarified at which reaction
conditions.
From Fig. 2C it is apparent that increasing the stability

of A* and B* have a large inhibiting effect on the rate
of AB formation. Stability of A* becomes increasingly
important at increasing A2 pressure while B* stability is
more critical at low A2 pressure. The stability of AB*
is uncritical (zero) at the investigated conditions (AB
product is absent).
Comparing the numeric values of XRC and XTRC it

is apparent that at low A2 pressure the most critical pa-
rameter is B* stability which inhibits the reaction rate.
Almost as important is the stability of step 1’s transition
state which increases the reaction rate. As A2 pressure
increases the stability of A* and step 3 transition state
becomes increasingly critical to the reaction rate. It is
important to notice that intermediate stability plays just
as important and even in some cases more important role
than the stability of the transition states. Whereas in the
literature focus tends to be on transition states.

FIG. 3: Schematic potential energy surface for the model 1
reaction mechanism.

Hence the degree of rate control and the degree of ther-
modynamic rate control gives a clear and direct picture
of which transition state and intermediate stabilities that
are critical to the overall rate of AB formation. It should
generally be noted when analyzing criticality of parame-
ters of a microkinetic model that it is not enough to make
an evaluation at one set of reaction conditions. Instead
it is very helpful to plot the degree of rate control and

thermodynamic rate control as function of reaction con-
ditions such as temperature, reactant pressures, product
pressure etc.
As mentioned earlier the sensitivity defined by Cor-

tright and (Eq. 3) contains both kinetic and thermody-
namic information for an elementary step. To compare
with the information obtained from the degree of rate
control and the degree of thermodynamic rate control,
the sensitivity is calculated for Model 1. The sensitivity
results are depicted in Fig.4 where the sensitivity of each
elementary step is shown separately.
For step 1 it is apparent that both the forward and

backward sensitivity is different from zero. This means
that thermodynamics of the reaction plays a role. How-
ever as the sensitivities are not symmetric through the
zero axis kinetics also plays a role, i.e. we have a mixed
case. From the size difference between the forward and
reverse sensitivities we can conclude kinetics are more
important to the sensitivity, especially at low pressures.
This is similar to the previous findings applying the de-
gree of kinetic and thermodynamic rate control where
the stability of A* (formed in step 1) is critical and the
degree of rate control showed that step 1 is rate limit-
ing and inhibiting. However it is not apparent from the
sensitivity that stabilizing A* has a significant inhibit-
ing effect on the reaction rate. This is due to the fact
that both transition state and intermediate stability is
changed when applying sensitivity.
For step 2 large numeric values of sensitivity for

both forward and backward direction implying thermo-
dynamic influence is observed. Further the sensitivities
are symmetric with opposites signs i.e. sums to zero
meaning that the step is quasi-equilibrated. This is sim-
ilar to the previous findings applying the degree of rate
control and degree of thermodynamic rate control where
the stability of B* (formed in step 2) was critical and
the degree of rate control showed that the step is quasi-
equilibrated.
For step 3 the forward step has a significant sensitiv-

ity, while the backwards step has zero sensitivity. This
means that only kinetics plays a role, i.e. the step is basi-
cally irreversible. This is similar to the previous findings
applying the degree of rate control and the degree of ther-
modynamic rate control.
Step 4 is similar to step 3 except that the total sensi-

tivity of the step is very low. Again this is similar to the
the previous findings applying the degree of rate control
and the degree of thermodynamic rate control.
Hence from Model 1 one may get the impressions that

the use of sensitivity does almost as good a job as the
degree of rate control and the degree of thermodynamic
rate control. However this is only because Model 1 is
very simple. In this case ”simple” means that for all the
thermodynamic important steps only one intermediate is
formed. Hence it is easy to assign the sensitivity of an
elementary step to an intermediate stability. However as
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FIG. 4: Sensitivity for elementary steps of Model 1 versus A2 pressure. PB = 10000 Pa, PAB = 0 Pa and T = 450 K.

kinetic models becomes just a bit more complicated the
physics resulting in the sensitivity is not straight forward
to interpret. This fact will be illustrated by analyzing the
reaction mechanism shown in Table II containing a single
overall reaction:

A2 + 2B2 ⇋ 2AB2 (57)

The reaction mechanism is modeled by the QEA i.e.
with step 1 as rate limiting and all other steps quasi-
equilibrated. The kinetic model will be referred to as
Model 2. Due to the increased number of intermediates
in the elementary steps, Model 2 is more complicated
from a thermodynamics perspective.
Fig.5 shows the variation of reaction rate, degree of

thermodynamic rate control and sensitivity with B2 pres-
sure.

TABLE II: Model 2 reaction mechanism. ∗ denotes an active
site, X* denotes an adsorbed reaction intermediate and X
denotes a gas phase species.

A2 + 2∗ ⇋ 2A∗ (rls) Step 1

B2 + 2∗ ⇋ 2B∗ Step 2

A ∗+B∗ ⇋ AB ∗+∗ Step 3

AB ∗+B∗ ⇋ AB2 ∗+∗ Step 4

AB2∗ ⇋ AB2 + ∗ Step 5

It is observed that the reaction rate in the beginning
increases rapidly with B2 pressure. However a maximum
rate is reached after which the rate decreases with B2

pressure.
From Fig. 5B it is apparent that the stability of B*

and AB* has a negative influence on AB2 formation due
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FIG. 5: Reaction rate(A), degree of thermodynamic rate con-
trol (B) and sensitivity (C) for Model 2 versus B2 pressure.
PA2

= 10000 Pa, PAB2
= 1000 Pa and T = 500 K.

to site blocking, while the stability of A* and AB2∗ are
uncritical at the investigated conditions.

The use of sensitivities in Fig. 5C does not result in
such a clear picture. The sensitivity shows that step 1
is kinetically controlled while all other steps are quasi-
equilibrated as expected since Model 2 is solved by the
QEA approximation. The sensitivity method also reveals

that step 2 is critical, which may readily be assigned to
the stability of B*. Step 3 is uncritical even though it
contains both A*, B* and AB*. Steps 4 and 5 are both
critical and displays identical sensitivities. Nevertheless,
it is not possible to establish if it is AB* or AB2∗ sta-
bility which is critical. Hence assigning thermodynamics
to a step instead of an intermediate is not a good idea.
The degree of thermodynamic rate control tells us that
the stability of B* and AB* is critical and should be es-
timated carefully for a microkinetic model. The use of
sensitivity on the other hand says that the forward and
backward rate constants of step 2, 4 and 5 are thermody-
namically critical and has to be established as accurately
as possible. Hence in conclusion sensitivity is a tool that
establish which forward and backward rate constants are
critical in a microkinetic model. However by calculating
the degree of kinetic and thermodynamic rate control it
becomes directly apparent which transition states and
intermediate stabilities are important to the studied re-
action rate without increasing the required amount of
analysis work. Thus the degree of rate control and the
degree of thermodynamic rate control gives results with
a clear physical interpretation which is not the general
case for the use of sensitivity.

Multiple overall reactions

In the previous section it was established that the de-
gree of rate control and the degree of thermodynamic rate
control are excellent tools to analyze and understand mi-
crokinetic models with a single overall reaction pathway.
In this section focus will be on analyzing microkinetic
models containing more than one overall reaction path.
For such cases selectivity issues may occur and it is not
clear which rate to analyze among the multiple possibil-
ities. The answer is to perform the analysis on all the
rates of interest.

TABLE III: Model 3 reaction mechanism. ∗ denotes an active
site, X* denotes an adsorbed reaction intermediate and X
denotes a gas phase species.

A2 + 2∗ ⇋ 2A∗ (rls) Step 1

B + ∗ ⇋ B∗ Step 2

A ∗+B∗ ⇋ AB ∗+∗ (rls) Step 3

AB∗ ⇋ AB+ ∗ (rls) Step 4

AB ∗+∗ ⇋ D ∗+∗ (rls) Step 5

D∗ ⇋ D+ ∗ Step 6

B ∗+∗ ⇋ C ∗+∗ (rls) Step 7

C∗ ⇋ C + ∗ Step 8

As an example of multiple reaction network the re-
action mechanism shown in Table III is analyzed. The
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FIG. 6: Reaction rates of AB, C and D formation for Model
3 versus A2 pressure. PB = 10000 Pa, PAB = 0 Pa, PC = 0
Pa, PD = 0 Pa and T = 500 K.

mechanism contains the following overall reactions:

A2 + 2B ⇋ 2AB (58)

AB ⇋ D (59)

B ⇋ C (60)

where AB is the desired product, C is formed in parallel
to AB and D is formed in a consecutive reaction to AB.
The reaction mechanism is solved by the HSSA approx-

imation with step 1, step 3, step 4, step 5 and step 7 as
rate limiting steps. All other steps are quasi-equilibrated.
In the following the kinetic model will be referred to as
Model 3.
In Fig.6 the reaction rates for AB formation (desired

product), D formation and C formation is calculated as
a function of A2 pressure for Model 3. The selectivity of
AB formation is also shown.
From Fig.6 it is observed that initially the rate of AB

formations increases rapidly with A2 pressure but passes
through a maximum and starts to decrease slowly. The
rate of D formation shows a similar pattern, but decreases
more rapidly after the maximum is achieved. The rate
of C formation is high at low A2 pressure but decreases
fast to zero at increasing A2 pressure. AB selectivity
increases with A2 pressure.
In Fig.7 the degree of kinetic and thermodynamic rate

control is calculated for AB, C and D formation.
There is a vast amount of information in Fig.7. First

it is noted that the degree of rate control is conserved
summing to one for multiple reaction paths too.
For AB formation step 1 is indeed rate limiting at low

A2 pressure, but decreases fast as the pressure increases.
Step 3 shows the opposite trend and is the most rate
limiting step at high A2 pressure. Step 4 has a constant
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FIG. 7: Degree of kinetic and thermodynamic rate control for
AB, C and D formation respectively for Model 3 versus A2

pressure. PB = 10000 Pa, PAB = 0 Pa, PC = 0 Pa, PD = 0
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positive degree of kinetic rate control. Step 5 has a neg-
ative effect on AB formation, while step 7 has zero effect
on AB formation rate. For C formation step 7 (produces
C) is rate limiting with a constant value of one. Step 3,
4, and 5 (consumes A*) have moderate positive kinetic
effect, while step 1 (produces A*) has a strong negative
effect. For D formation a similar kinetic picture as for AB
formation is observed except that step 4 gets a negative
role, while step 5 gets a positive role.
Thermodynamically all the reaction rates can be in-

hibited by increasing the stability of A*, B* and AB* or
the rates can be increased if the stabilities are decreased.
The calculated degree of thermodynamic rate control of
the three reaction display the same qualitative behavior
as expected from Eq. 26. However they differ quan-
titatively as the number of sites required for C and D
formation is higher than that of AB formation.
From the above analysis it is evident that the degree of

rate control and the degree of thermodynamic rate con-
trol may be used to analyze what is important to each
rate separately. However a lot of analysis is involved and
it will increase by the number of rates that is studied. In
the current case it could be chosen to analyze the con-
sumption rates of the reactants as well. For other cases
more than three overall reaction paths may exist and the
analysis becomes even more involved. The problem is
that by analyzing the different rates separately it is not
established which parameters are most important to the
overall picture.
Cortright and Dumesic [3] suggested to sum the abso-

lute values of the degree of rate control for all the prod-
ucts or chosen subset of interesting products (Eq. 8).
This total degree of rate control should then reveal the
most critical steps. The procedure has been followed for
AB, C and D formation in Fig.8.
The method of Cortright and Dumesic may be used in

a preliminary analysis to investigate what step are im-
portant for a microkinetic model. However a lot of infor-
mation is lost. It is not possible to obtain the information
of Fig.7 from Fig.8. It is not even possible to access if a
step has a positive or negative importance or for which
products a step exerts an influence. So the only advan-
tage of this method is if you have a very complex model
with many steps to determine, which steps are impor-
tant and should be analyzed closer. The steps identified
should than be used in calculating figures such as Fig.7.
Hence lowering the number of calculations as the equi-
librated steps are discarded. Furthermore the degree of
rate control in Fig.8 is not conserved.
Thus a method to establish which kinetic and thermo-

dynamic parameters are the most important to overall
reaction system is still lacking. The first thing to re-
alize for models with multiple overall reaction paths is
that what is most important or critical is a subjective
question. The answer depends on which product is most
interesting. Hence in the present case AB is the desired
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FIG. 8: The sum of absolute degree of kinetic rate control for
AB, C and D formation for Model 3 versus A2 pressure. PB

= 10000 Pa, PAB = 0 Pa, PC = 0 Pa, PD = 0 Pa and T =
500 K.

product and the degree of kinetic and thermodynamic
rate control for AB formation reveals the most critical
parameters. However as useful the degree of rate control
is it does not identify which parameters are important
in favoring one product instead of others, i.e. selectiv-
ity. If we assume AB is the wanted product the degree
of selectivity control and the degree of thermodynamic
selectivity control for AB formation may be calculated
as depicted in Fig.9.

It is apparent from Fig.9 that step 1 and step 4 has
a positive effect on AB selectivity, while step 5 and 7
has a negative effect. It is also apparent which steps are
effecting selectivity the most (positive or negative) at cer-
tain reaction conditions. Thermodynamically A*, B* and
AB* stability has a positive effect on selectivity. The se-
lectivity increases with increasing intermediate stability
(increasing surface coverage) because AB formation re-
quires less free sites than C and D formation. Note that
the degree of selectivity control is conserved summing to
zero.

Hence for multiple reactions, the combined use of the
degree of ate and selectivity control and degree of thermo-
dynamic rate and selectivity control results in valuable
information. As minimum the rate and selectivity of the
product of interest should be studied. However analyz-
ing the rates of other products and reactants may give
important clues to what is going on at the microkinetic
level instead of just identifying critical parameters for the
product of interest. However the most sensible approach
depends on the situation.
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FIG. 9: Degree of kinetic (A) and thermodynamic (B) selec-
tivity control versus A2 pressure for Model 3. PB = 10000
Pa, PAB = 0 Pa, PC = 0 Pa, PD = 0 Pa and T = 500 K.

Integral reactor data

The degree of rate and selectivity control and the de-
gree of thermodynamic rate and selectivity control are
differential tools that establish the importance of pa-
rameters at the instantaneous reaction condition stud-
ied. Hence they are perfect to analyze differential re-
actors/instantaneous reaction conditions as done in the
previous sections. However for an integral reactor reac-
tion conditions changes and the reaction rate varies down
through the reactor. In order to analyze an integral reac-
tor, the first step is to solve the integral reactor and estab-
lishing profiles of reactor conditions i.e. partial pressure
and temperatures. Afterwards each set of reaction condi-
tions are analyzed as a differential reactor/instantaneous
reaction conditions.

The above mentioned approach will now be applied
for Model 1. Fig.10 displays how the reaction condi-
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FIG. 10: Reaction conditions versus catalyst weight in an
integral reactor for Model 1. P = 100000 Pa, F = 0.11 mol/s,
x
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B=0.25 and T = 500 K.
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tions vary down through an integral reactor for Model 1.
Applying the reaction conditions of Fig.10 the degree of
rate control is calculated in Fig. 11. It is apparent from
Fig. 11 that step 1 and 3 are rate limiting, while step
2 and 4 is practically quasi-equilibrated. In the begin-
ning of the reactor step 1 is the most rate limiting step.
However as B is consumed Step 3 becomes the most rate
limiting step.

Hence the degree of rate and selectivity control and the
degree of thermodynamic rate and selectivity control is
also very suitable to analyze integral reactors as well as
differential reactors/instantaneous reaction conditions.
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CONCLUSION

It has been clearly demonstrated by applying hypo-
thetical microkinetic models of varying complexity that
the concepts of degree of rate and selectivity control and
degree of thermodynamic rate and selectivity control of-
fers a rigorous framework to analyze kinetic models. The
methods are generally applicable and can be used for
all sort of chemical reaction networks and is not limited
to heterogeneous catalysis. In particular the methods
are suitable for multiple overall reaction networks where
other methods in the literature are of limited use.

It has also been demonstrated that the introduced
methods gives direct information about if it is kinetics
and/or thermodynamics that is of importance. In par-
ticular it is possible to rank which transition state and
intermediate stabilities there are critical to reaction rate
and selectivity.

It has generally been illustrated that criticality of mi-
crokinetic model parameters may vary significantly with
reaction conditions. Hence it is important that the pa-
rameters are investigated at all relevant reaction condi-
tions. We have found it very useful to plot the degree of
rate and selectivity control and the degree of thermody-
namic rate and selectivity control as function of variation
in reaction conditions, such as total pressure, tempera-
ture, partial pressures, catalyst weight etc.

For most cases numerical solution of the degree of rate
and selectivity control and the degree of thermodynamic
rate and selectivity control is required.

The importance of intermediate stability is directly re-
lated to the coverage of the intermediate. Calculating
the degree of thermodynamic rate control is equivalent to
establishing the coverage of the intermediates and rates
always decreases by stabilizing intermediates unless key
transition states are also destabilized.

On a more general note the degree of rate and selectiv-
ity control and degree of thermodynamic rate and selec-
tivity control only establishes what transition states and
intermediate stabilities are critical. Although it may ap-
pear tempting to completely discard the concepts of rate
limiting steps and solely focus on rate limiting states [17]
we will argue against such notion. First of all, while the
rate limiting states may be appealing to physicist, the
concept of rate limiting steps is printed in the mind of
most chemical engineers dealing with chemical reaction
analysis and reactor design. Furthermore, elementary
reaction steps form the building blocks of reaction mech-
anisms, and as such reveal the detail of the overall reac-
tion on a molecular level. The knowledge of which steps
are rate limiting is pivotal when reducing large reaction
mechanisms by various methods, such as applying the
steady-state approximation or the quasi-equilibrium ap-
proximation, thereby reducing the full solution to a level
which can be handled more easily, both in terms of being

more comprehensible to the human brain as well being
numerically well behaved. In addition to this, as also
illustrated, the intermediate stability can be translated
into surface coverages and may help reduce the kinetic
model even further, say, if one or only few intermediates
have significant coverages (see e.g. [52]). Thus, once the
critical states are identified this information can be used
in combination with the detailed reaction mechanism in
order to provide great insight into what is going on at the
microkinetic level. The method cannot however answer
why certain parameters are critical. To answer this other
methods such as quantum mechanics has to be used.
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