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Abstract

A mathematical model for neuronal growth is presented, describing the process of
axonal elongation. The main construction material is a protein called tubulin, which
is produced in the soma (core body of the cell), and transported inside the axon to a
structure known as the growth cone on its tip, where the construction process occurs.
The concentration of tubulin is modelled by a convection-diffusion PDE along the
axon and by an ODE in the small tip. The length of the axon as a function of time
is given by another ODE which models the building process in the growth cone. The
entire model constitutes a coupled moving-boundary problem for which a numerical
method is described and investigated. Simulation are also presented with parameter
values from literature in the case of the squid (Loligo pealeii).
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Introduction

All the different parts of the animal body are intended to work together for a common goal (sur-
vival, perhaps even sentient life). The director of these coordinated effort is the nervous system,
which structure may differ greatly from species to species. In mammals such as our species, the
nervous system is composed of a a network of sensors and processors known as neurons, part of
which is located in a central “processing core” (the brain). The rest is distributed throughout
the body, connected to each other through long electrical cables called axons. These connectors
allow for the brain to send and receive signals to and from every part of the body, allowing it
to regulate and command whatever is necessary for the task at hand.

Distruption of this inner network can bring impediments to the normal execution of every-
day life, from minor (temporary loss of motor and sensory functions due to blockage of nerve
conduction, called neurapraxia) to major life-threatening ones (paralysis of muscles connected
to the neuron and loss of all sensory function due to severing of the axon - axonotmesis - or the
neuron itself - neurotmesis). In extreme cases, such as critical injuries to the spinal nerve, this
can compromise the survival of the organism itself.

Moreover, specific axon-damaging diseases that do not require external interactions (such as
impacts or slashes) have been discovered and classified for example the Guillan Barre Syndrome
and Friedreich’s ataxia; it is also known that axonal damage can be a by-product of metabolic
diseases like diabetes and renal failure. Assumption of chemical substances (alcohol, drugs,
even chemotherapy) or specific poisons (neurotoxins) can also result in axonal damage and
degeneration.

Investigating and understanding how axons grow and regenerate is the key to provide new,
useful treatments for this ailments. The study of peripheral nerve injury and regeneration
began during the American Civil War and has since expanded to determining therapies that
enhance nerve regeneration such as biological conduits and administration of growth promoting
molecules [Wikc]. However, a full understanding of the inner mechanisms of neuroregeneration,
such as critical factors that promote or hinder axonal growth and how to optimize these effects
is still far away [Wikd].

In this work, a mathematical model for describing axonal growth is presented. The model
is an augmented version derived from the work of D. McLean and B. Graham [DRM04] and
consists of a coupled set of one partial differential equation (PDE) and two ordinary differential
equations (ODEs) with boundary and initial conditions. The PDE models the variations of
the concentration of two globular proteins, α-tubulin and β-tubulin (collectively referred as
tubulin). These proteins are the main building material for microtubules, tubular polymers
which compose the “skeleton” of the axon itself. These microtubules are assembled at the tip
of the growing axon, in a structure known as the growth cone. Tubulin flows from the center
of the neuronal cell to this growth cone, where it is assembled at a rate proportional to the
amount of tubulin available and modelled by an ODE. The final ODE models the variation of
said concentration of tubulin in the growth cone itself.

The problem takes the form of a Stefan’s task1 for which an analytical solutions cannot be
computed by hand. A Steady-State approach has also been undertaken, which lead to proving
the absence of any such solutions. Successively, an algorithm was developed to approximate the
solutions numerically using the programming software MatlabTM. This follows a semi-implicit
Euler approach in time and a finite difference scheme for approximating spatial derivatives. In
order to accomodate the moving-boundary nature of the problem, a time-increasing mesh of
the spatial domain was implemented which takes into account the effect of axonal growth.

1Jožep Stefan (24 March 1835 7 January 1893) was a Slovene physicist, mathematician, and poet who
first attempted to solve this general class of moving-boundary problems around 1890, in relation to problems of
ice formation. He is best known for his contributions to the formulations of the Stefan-Boltzmann Law for the
radiation of a black body and his study in electromagnetic equations.
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The model has been implemented using parameters from the Longfin inshore Squid (Loligo
Pealeii) in order to investigate the dependence of axonal growth from different factors, such as
the starting length of the growing axon or the amount of tubulin injected in the axon’s body
from the soma. Preliminary results indicate that critical factors that enhance axonal growth
are the length of the growth cone and the speed of microtubule assembly in the growth cone
itself. The tubulin income from the soma seems also to have an effect on the speed of the
growth: specifically, after the first few hours of axonal growth, a drop in the subsequent flux of
the chemical does not affect the process in significant ways; on the other hand, lower level of
tubulin in the first hours of grow will result in a slower growth rate.
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Chapter 1

Neurons, Axons, Nervous System

If the mind is empty, it is always ready
for anything; it is open to everything. In
the beginner’s mind there are many
possibilities, in the expert’s mind there
are few.

SHUNRYU SUZUKI
Zen Mind, Beginner’s Mind

In the first chapter of the work, a brief introduction to the structure of the human nervous
systems will be given, in order to introduce the reader to the basic concepts of neurons, axons
and axonogenesis.

The chapter is organized as follows: Section 1.1 deals with the whole Nervous Systems in
the human body. In Section 1.2, the structure of neurons, how they connect to each other
and how signals move between different neurons will be discussed (briefly). Fundamentals of
Axonogenesis (i.e. the formation of axons from neuronal cells during prebirth) are introduced
in Section 1.3, as well as some insight of its importance (both for the normal functioning of the
human body ensemble and in relation to neurodiseases). Finally, Section 1.4 of the chapter will
introduce models already in use by scientists to investigate neuronal growth and axon guidance
problems.

1.1 The Human Nervous System Generalities

Like most animal species, the human body can be roughly seen as a set of organ systems which
are linked together in various ways and each contribute to the survival and fitness of the full
being. Examples of these systems are the Circulatory System, the Digestive System, etc. One
particular organ system present in almost every1 animal species is the Nervous System.

The nervous system is responsible for the coordination and syncronized functioning of an
animal being, as well as providing internal control of the well-state of the organism and dealing
with stimuli from the surrounding world. The human nervous system can be divided into two
parts (see Figure 1.1):

1. the Central Nervous System;

2. the Peripheral Nervous System.

The Central Nervous System is where most of the information is processed, analyzed and stored.
The main organ is the brain, but the spinal cord plays also an important role.

1But not all. Sponges, for instance, have no real ”nervous system”, even tough they are able to respond to
the surrounding environment.
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Figure 1.1: Stylized illustration of the human nervous system, showing central parts and most
important nerves. Image courtesy of Wikipedia (en.wikipedia.org/wiki/Nervous System).

The Peripheral Nervous System deals with the reception of signals from both different parts
of the organism and the external environment, and transportation of said signals through the
body, up to the Central Systems. Its main components are neurons and nerves. In the following,
the main topic of analysis will be almost exclusively the Peripheral Nervous Systems (therefore
called the ”peripheral system”). For any reader interested in knowing more about the Nervous
System in itself, we can advise any good human anatomy manual.

1.2 Neurons, Axons and Nerves

The most basic unit that forms up the peripheral system is the neuron cell (or simply neuron)
(Figure 1.2. Neurons are connected to each other by axons. A long bundle of axons that
stretches from one point of the body to another is called a nerve (or sometimes a nerve cell).

1.2.1 Neurons

The neuron can be described as “an electrically excitable cell that processes and transmits
information by electrical and chemical signaling.” [Wikb]. A neuron is a complex cell, which
we can split into two parts:

• a core body called the soma, which contains the nucleus of the cell and most of the
organelles2;

2Organelles are subcellular structures responsible for the good functioning of the cell itself. Any more details
regarding them go beyond the purpose of this chapter: for more details, consult the same good human anatomy
manual.
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Figure 1.2: Structure of a typical neuron. Image courtesy of Wikipedia
(en.wikipedia.org/wiki/Neuron).

• elongations that extrude from the soma, collectively knows as the neurites;

Neurites can more specifically be separated into two subtypes: dendrites and axons. Axons’
morphology and function will be discussed in the following section. As for dendrites, they are
branched “projections” of the soma, which function is to forward the electrical stimuli coming
from others neurons or cells to the central soma.

1.2.2 Axons

As mentioned before, one particular type of neurite is the axon. An axon is “a long, slender
projection of a nerve cell, or neuron, that typically conducts electrical impulses away from the
neuron’s cell body” [Wika]. As a general rule, neurons possess no more than one single axon3,
while some may have none. Some axons present branches, at times a lot of them, along their
length. Axons form up bundles throughout the body length, called nerves. The length of this
nerves varies greatly, from 1 millimeter or less (inhibitory interneurons) to more the one meter
(the sciatic nerve, running from the base of the spine to the two big toes). Axons are enveloped
in a dieletric substance called myelin, which promotes fast transmission of electric signal via a
mechanics known as saltation of the action potential. Myelin is made up by cells known as glial
cells, which protect and support the axon itself and its activity as a signal transmitter. Axons
contact other cells (usually neurons) at synapses, where its membrane closes up with the target,
and special molecular structures transmit signals.

1.2.3 Signal Transmission and Action Potential

So far we know that axons are responsible for transmission of signals throught the human body,
from neuron to neuron. But how does this exactly work? one could ask. Modelling of this
mechanisms has received a lot of interest and effort from scientists of all related disciplines.

However, the first detailed model came from Hodgkin & Huxley [ALH52a] after a series of
studies on the giant axons of the squid (Loligo Pealeii).

The soma (central part of the neuron) is connected to its axon through the so-called Axon
hillcock. The hillcock’s voltage is directly connected to the action potential phenomenon. Den-
drites connect the soma to other neurons or to an axon from another cell via synapses. Whenever
a signal arrives from said other cell, it begins to change (increase or decrease) the electric po-
tential in the presynaptic neuron (the neuron which is sending the signal). This variation may

3This should not be considered a straight claim, since the author could not find any reliable source to cite for
this assessment.
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induce the opening of a channel for ions inside the sypnapse (typically sodium or calcium ions)
which forwards the variation of potential to the entire postsynaptic neuron, including its axon
hillcock (as modelled by the cable equation). Should the potential in the hillcocks rise above
a certain threshold, called action potential threshold, another signal will be sent towards the
axon from the hillcock, which will be the new action potential. The action potential may be
generated by the soma itself, or be a consequence of external stimuli. For instance, in sensory
cells, the aforementioned opening of ion channels is generated by external signals, such as heat,
light or a pitched sound. It is interesting to note that the amplitude of the action potential itself
is not dependent on the strenght of the signal which generates it. Either it occurs completely,
or it does not occur at all.

As a final note, recall that axons are wrapped up in myelin. Not only does myelin promote
the transmission, but being a dieletric material, it prevents ions from escaping or entering the
axon, therefore inhibiting information loss or signal degradation throughout the transmission.
The mean conduction velocity of an action potential in a myelin-sheated axon ranges from 1
m/s to 100 m/s, depending on the signal and axon’s diameter.

1.3 Axonogenesis

It is now interesting to discuss the formation and development of axons, as this will be a major
topic in the following chapters. The process with which neurons direct their axons to one (or
more) target cells is known as axon guidance (sometimes axon pathfinding). Whenever one
takes into account also the rate and growth of the axon itself, the whole subject takes the name
of axonogenesis4.

During prebirth, neurons are generated from the ectoderm, the outermost cellular layer of
the embryo. When the soma is fully formed, the neuron begins to sprout small projections
known as neurites. After an initial stage and throught a process not fully understood yet, one
of these neurites exihibits a dramatic increase in growth, becoming thus the axon. The axon
then starts to extend and elongate seeking its target in the body. This stage is mainly guided by
the highly mobile and sensitive tip of the newborn axon, knows as the growth cone (Figure 1.3).
The existance of such growth cone was first postulated by Santiago Ramón y Cajal5 in 1890,

Figure 1.3: Illustration of a growth cone, showing the most impor-
tant parts (not all are described in the paper). Image found on
http://www.nature.com/nrm/journal/v10/n5/box/nrm2679 BX1.html.

4From the Greek word γενεσις, meaning “origin”.
5Santiago Ramón y Cajal (1852-1934) was a Spanish pathologist, histologist and neuroscientist. He is

considered by many to be the father of modern neuroscience. In 1906 he was awarded the Nobel Prize in
Physiology or Medicine together with Camillo Golgi.
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who described it as a ”a concentration of protoplasm of conical form, endowed with amoeboid
movements” [Caj90]. The growth cone can be roughly described as a central trunk from which
several small tube-like branches (called filopodia) depart. Filopodia are highly receptive of
certain substances in the surrounding environment and act like sensors which guide the axon
towards its intended target via indications given by such chemical reactions. The growth cone
is very dynamic and reactive, and can engage in rapid movement in response to various stimuli.
The tip of the cone is constantly being augmented, thus giving birth to the elongation process.

Growth cones, as mentioned, are highly responsive to chemical substance in the body envi-
ronment. Such chemical cues can attract or repel the growth cone, depending on the context.
Both fixed and diffusible cues have been observed [NSS07]; the reaction to these cues by the
growth cone is to affect its internal proteic structure, or cytoskeleton: if a gradient of guidance
cue is found, cytoskeletal changes happen asymmetrically and the growth cone turns toward or
away from the guidance cue. Biologists have identified several kinds of these chemical cueing
substances [MB07].

Axonogenesis is, as one can easily speculate, a foundamental process of the human develop-
ment. Failure in this process can cause several cognitive, sensorial and motor disfunctions. Also,
nerves and axons can become damaged as a consequence of wounds and traumas: spontaneus
axonogenesis and nerve tissue engineering are the only known way to repair damage in such
vital part of the body.

1.4 Mathematical Modelling of Neurons, Axons & Axonogene-
sis

In this final section the reader will be introduced to some of the results and models already
known in literature that deal with the topics discussed so far. Details of each equation will not
be given because doing so would divert from the purpose of this chapter. Throughout the whole
section, extensive use of the paper [BPG06] by Bruce P. Graham and Arjen van Ooyen will be
made.

As written in this paper, most recents models (up to the last decade) deal with one specific
aspect of the neurite outgrowth: Graham and van Ooyen have proposed the following four major
topics of research:

1. Neurite initiation and differentiation. The first problem concerns the initial forma-
tion of neurites and how one of them becomes the axon, while the others remain dendrites.
This problem was investigated by Hentschel and collegues in papers from 1994-98 (see for
instance [HGEH96]). They assumed that initial neurite outgrowth is triggered by reac-
tion to small inhomogeneities on the newborn cell’s surface. Calcium is considered to be
responsible for this trigger. It is also assumed that further elongation of the neurites is
limited by the presence of a certain chemical (let it be c) which nature is not described.
The situation can be summarized in a set of coupled ordinary differential equations for
the variables c0 (concentration of chemical in the soma), ci, ∀i = 1, . . . , n (concentration
in n neurite spots) and li (length of the neurite number n). The fourth equation,

dli
dt

= αci (α > 0),

is particularly interesting, as it states that the rate of elongation of the neurites is directly
proportional to the concentration of said unknown chemical. Should there be a neurite
with slightly longer initial length than the others, a dynamic can be observed such that
said neurite will show a very rapid initial growth while the others will exihibit only very
slow growth (if any at all), thus modelling the growth of the axon itself.
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2. Neurite elongation. Work has been done to model the process of elongation of the
neurite after initiation, in particular via modelling of the cytoskeleton dynamics. The
fundamental variable here is the amount of available free tubulin at the tip of the neurite,
and growth is limited by tubulin production rate and transportation to the site. One of the
most advanced models has been developed by McLean and colleagues (see for instance
[DRM04]) and consists in a set of ordinary and partial differential equations in space
(1-dimensional) and time for the concentration of free tubulin and length of the neurite.

3. Axon Pathfinding. As mentioned, one critical ability of a newborn axon is its ability
to find the way to its synaptic target. Modelling has been targeted at understanding the
growth cone’s sensibility to chemical cues, its steering ability and bundling of several axons
into nerve tracts. Graham and van Ooyen cite the work of Aeschlimann[Aes00] in which
the growth of the axon is studied in a simplified case (no branching, two-dimensional
space environment). The models contains both a deterministic component (in the form
of coupled ODEs for neurite elongation, as mentioned) and a probabilistic one (for the
description of filopodia formation). There is also another simplified model from Maskey
et al.[SM04] in which the change in direction is modelled by either a stochastic process
or repulsion from chemical cues mechanics. Implementation of this makes use of sink -
source mechanics, which then yields an equation for the change of position of each growth
cone which in turn depends on the gradient of attractive or repulsive cues.

4. Neurite Elongation and Dendritic Shape Formation. Models for branching of
neurites have been developed, both for branching of the growth cone or split-formation of
a branch from the main body of a neurite. Models can be divided in one type that consider
cystoskeletal dynamics and another that deals with external influences on the cone. More
sophisticated models can keep into account both factors or others, like statistical factors
or different chemical substances.
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Chapter 2

Modelling Axonal Growth

We have no idea about the ’real’ nature
of things ... The function of modeling is
to arrive at descriptions which are useful.

RICHARD ANDLER & JOHN
GRINDER

Frogs into Princes: Neuro Linguistic
Programming

In this chapter, the model developed in order to study the axonal growth probelm will be
presented. The chapter is structured as follows:

• A brief introduction to the setting of the problem will be given in Section 2.1;

• Sections 2.2 – 2.4 deal with the actual modelling, ranging from assumptions that have
been made to the equations written, both for the interior of the axon and the growth
cone, as well as the boundary conditions;

• Section 2.5 presents the model itself in its final form.

2.1 Setting

In the studies of human axons and axonal growth, much of the knowledge now available has
been acquired by the study of animals. In particular, the squid (specifically the species Loligo
pealei) is often used as a model test subject for various experiments in this field. Squids are

Figure 2.1: A Longfin Inshore Squid, species Loligo pealei.
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Figure 2.2: Schematic illustration of a Growing Axon.

cephalopods, purely marine animals who exihibit a bilateral body symmetry, typical prominent
head (see Figure 2.1) and a set of tentacles. Squid are on average 60 centimeters long, although
some species (for instance the Colossal Squid) can reach up to 13 meters [Wike], and exhibit
relatively high intelligence among invertebrates.

Squid are often object of study due to the peculiar morphology of this creature, who exihibit
a very thick axon running along the body (the so-called giant squid axon). In the second half of
the 1900s Hodgkin and Huxley [ALH52b] conducted some pioneering work in neurochemistry
and biochemistry of the brains by presenting a model for action potential in the giant squid axon.
This axon is thick enough to allow for one to conduct research even with limited technology
and equipment, such as the ones these two gentlemen had available.

It is interesting to point out that the nature of axons in the squid is similar to the one in
human being, so with little adjustment in parameters this model could be used to simulate and
investigate axonal growth in our species as well.

2.2 The Model

In this section, the model for the growth of the giant squid axon shall be presented. Some
idealizing assumptions will be made to simplify calculations, as is often the case during modelling
work.

2.2.1 Modelling Assumptions

The model shall be presented as a PDE / ODE model in two independent variables: time (t)
and space (x, one dimension). One way to visualize this is to consider arc coordinates along
the axon’s length. All quantities will be given in SI units of measure, i.e. [s] for time and [m]
for length.

The soma is placed on the left of the x semi-axis’ origin (x = 0) and the tip of the growing
axonat x = l. As one can easily figure out, l will be a function of time, l = l(t) (which is part
of the solution).

In neuronal physiology (see Section 1.4) it is a known fact that the growth of a newborn
axon is strictly connected to the presence of a protein known as tubulin. Let c = c(x, t) denote
the concentration of said protein in the axon.
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The growth cone will be idealized as a completely mixed compartment sitting at x = l(t).
That is to say, the concentration of tubulin in the growth cone is uniform in space and depends
only on time. Here is a list of constants and quantities which will be used when describing the
axon’s structure:

• z: length of the growth cone / mixed compartment; [m]

• A: cross-sectional area of the body of the axon;
[
m2

]
• c0(t): tubulin concentration in the soma, which can in general depend on time;

[
kg
m3

]
• cc(t): tubulin concentration in the growth cone - does not depend on x.

[
kg
m3

]
Tubulin is produced in the soma, where it is assumed to be present with a concentration c0
(said concentration will be in general a function of t). It then moves to the growth cone and is
in various ways used, as follows.

Tubulin dynamics is composed of two factors: movement and degradation. Tubulin moves
with a certain velocity from the soma to the growth cone, and it might undergo disassembly
into its smaller subunits, which are not capable of forming new microtubules. Here are the
constants for tubulin dynamics that will be used:

• v: speed of tubulin movement in the axon;
[
m
s

]
• g: disassembly rate for tubulin;

[
1
s

]
Note that it is assumed that it is not possible for tubulin to be generated or otherwise rebuilt
within the axon itself: all the chemical comes from the soma.

2.2.2 Mass Conservation Law in the Axon

As mentioned before, tubulin moves with a certain velocity v along the length of the axon. The
flux of tubulin per area unit in a given interval of space can then be defined as

F
def
= vc.

In general F might depend on both space and time, as well as the concentration and/or its
gradient:

F = F (x, t, c, cx).

It is reasonable in a first moment to assume that in the growing axon a conservation law for
the mass of tubulin holds:

∂c

∂t
+ Fx = S(c, x, t) for 0 < x < l(t), (2.1)

where S(c, x, t) contains all the source and sink terms.
Conservation of mass in the growth cone implies another relation. Consider Figure 2.3 the

cross interface between the growing axon and the growth cone – flux in is only from the left side.
This boundary moves with speed dl

dt while the tubulin moves with (a slightly higher) velocity v,
the next flux is

Ac(l(t)−, t)(v − dl

dt
),

where
c(l(t)−, t) = lim

ϵ↘0
c(l(t)− ϵ, t).

The conservation of mass for the cone leads to the following ODE:

d(Vccc)

dt
= A

(
v|x=l −

dl

dt

)
c(l(t)−, t) (2.2)

where Vc = Az is the volume of the growth cone.
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Figure 2.3: Zoom in illustration for a growth cone.

2.2.3 Constitutive Assumptions

The model now has two equations, (2.1) and (2.2) in five unknowns: c(x, t), cc(t), l(t), F and
S. We need some more information if we hope to find a solution for the model. To get this,
constitutive assumptions have to be made both concerning the flux of the tubulin in the axon
and the elongation of the axon itself.

Constitutive Assumption: Axon

The flux of tubulin, as mentioned, can depend on various elements and be more or less compli-
cated. It will be assumed that the flux is determined given

• the speed a
[
m
s

]
of advective transport and

• a diffusion coefficient D
[
m2

s

]
,

the flux term is then described as

F (c, cx) = ac−Dcx.

Under this assumption, the following expression holds for the speed of tubulin:

v(c, cx) =
F

c
= a−D

cx
c
.

Recall that we assumed no generation of the tubulin along the axon; the source and sink term
S(c, x, t) will then only consist of the disassembly term,

S(c) = −gc.

The Model equations will then be modified in the following ways:

• substituting the expressions for F and S into Equation (2.1) one has

∂c

∂t
+ (ac−Dcx)x = −gc.
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With a moment of reflection the final form can be obtained:

∂c

∂t
+ a

∂c

∂x
−D

∂2c

∂x2
= −gc. (2.3)

This is an advection-diffusion equation;

• plugging in the new expression for v in Equation (2.2) yields

d(Azcc)

dt
= A

((
a−D

cx
c

)
x=l
− dl

dt

)
c(l(t)−, t)

⇒z
dcc
dt

= ac(l(t)−, t)−D

(
cx

c(l(t)−, t)

c

)
x=l

− dl

dt
c(l(t)−, t)

⇒z
dcc
dt

= ac(l(t)−, t)−D (cx)x=l −
dl

dt
c(l(t)−, t)

(2.4)

where cx should be interpreted as a left derivative in x = l and c(x, t) is again assumed
to be smooth enough in [0, l(t)].

Constitutive Assumptions: Growth cone

This model has now three unknowns and two equations: one which explains how the actual
elongation occurs is still lacking. This can be provided by considering the connection between
increase in building material and usage of tubulin in the cone.

To this end, some new quantities have to be defined. Let:

• Ag be the effective area of growth at the tip of the growth cone;
[
m2

]
• ρ the density of built cells in the cone’s surface;

[
kg
m3

]
• r̃g the assembly rate of the tubulin in the growth cone.

[
1
s

]
Clearly, the amount of tubulin which is used in the growth cone must be equal to the

amount of tubulin which is assembled in the surface to permit growth. Therefore we can write
the following equation:

ρAg
dl

dt
= r̃gAzcc(t),

where the left-hand side is the expression of the amount ot tubulin per unit time used as building
material while the right-hand one describes the amount of tubulin lost in the growth cone, under
the assumption that this is proportional to the mass (recall Vc = Az) in the cone with rate r̃g.

Simple algebraic manipulation yields the growth equation in its final form:

dl

dt
= rgzcc(t) (2.5)

with the new coefficient

rg
def
=

r̃gA

ρAg

(unit of measure
[
m3

s·kg

]
).

17



2.2.4 Boundary, Initial Conditions

Now the model has three equations, one PDE and two ODEs. In order for it to be solvable,
boundary conditions are needed. Due to the biological setting and the expection for diffusion to
be present, continuous boundary conditions are reasonable. For t > 0 the following is assumed:

1. c(0, t) = c0(t) ∀t > 0 (the concentration of tubulin at the connection point is equal to the
concentration in the soma);

2. c(l, t) = cc(t) ∀t (the concentration at the interface with the cone is equal to the one
inside).

Using the second condition, it is possible to slightly manipulate Equation (2.4) into:

z
dcc
dt

= acc(t)−Dcx|x=l −
dl

dt
cc(t). (2.6)

The following initial conditions are imposed:

c(x, 0) = c0(0) for 0 < x < l(0) = l0 and cc(0) = c0(0).

2.2.5 Final Model

Summing up (2.3), (2.6) and (2.5) with the boundary conditions, the complete model for the
growth of the axon turns out to be as follows:

∂c

∂t
+ a

∂c

∂x
−D

∂2c

∂x2
= −gc for 0 < x < l(t)

z
dcc
dt

= acc(t)−Dcx|x=l −
dl

dt
cc(t) for t > 0

dl

dt
= rgzcc(t), t > 0

c(0, t) = c0(t), t > 0

c(l(t), t) = cc(t), t > 0

c(x, 0) = c0(0) for 0 < x < l(0) = l0

cc(0) = c0(0)

Note that (2.5) can be plugged in (2.6) t to remove one derivative, leading to

∂c

∂t
+ a

∂c

∂x
−D

∂2c

∂x2
= −gc for 0 < x < l(t)

z
dcc
dt

= acc(t)−Dcx|x=l − rgzc
2
c(t) for t > 0

dl

dt
= rgzcc(t), t > 0

c(0, t) = c0(0), t > 0

c(l(t), t) = cc(t), t > 0

c(x, 0) = c0(0) for 0 < x < l(0) = l0

cc(0) = c0(0)

(2.7)
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Chapter 3

Model Study

Models can easily become so complex
that they are impenetrable,
unexaminable, and virtually unalterable.

DONELLA MEADOWS
The unavoidable a priori

In this chapter, the model introduced in Section 2.2.5 will be discussed and studied. Both
an (relatively small) analytical and a numerical approach will be attempted. The chapter has
the following structure:

• Section 3.1 deals with the non-dimensionalization of the model, to simplify the calcula-
tions;

• in Section 3.2 a Steady-State approximation is discussed for the analytical solution;

• Section 3.3 presents two different numerical algorithms to approximate the analytical
solutions, one implicit (3.3.1) and one explicit (3.3.2).

3.1 Non-dimensionalization

It is assumed in the previous chapter that all quantities are in SI units of measure. This brings
to very small quantities, usually of magnitude 10−6 or smaller. In order to obtain quantities of
magnitude 1, it is useful to non-dimensionalize all the equations in the model (2.7).

To this end, let 

t∗ =
t

t∞

x∗ =
x

l∞

c∗(x∗, t∗) =
c(x, t)

c0(0)

where c0(0) is again the tubulin concentration in the soma (at time t = 0), t∞ is the average
growth time of a squid axon and l∞ is the average length of a full grown squid giant axon. As
a direct consequence of this transformation, we also have another one:

l∗ =
l

l∞
.

We shall now transform all the equations in (2.7) using these new variables. The non-
dimensionalized form of Equation (2.3) is:

c0
t∞

∂c∗

∂t∗
+

ac0
l∞

∂c∗

∂x∗
− Dc0

(l∞)2
∂2c∗

∂(x∗)2
= −gc0c∗;
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with some simple algebra and dropping the asterisks we get

∂c

∂t
+

at∞
l∞

∂c

∂x
− Dt∞

(l∞)2
∂2c

∂x2
= −gt∞c.

Let

• α = at∞
l∞

, ratio between the average distance travelled by the particles due to active
transport and the length of the full grown axon;

• Fom = Dt∞
(l∞)2

, often called the Mass Fourier Number ;

• η = gt∞, a measure of the amount of tubulin particles that meet disassembly over the
course of the growth.

We can then write down the final form for the nondimensionalized first equation:

∂c

∂t
+ α

∂c

∂x
− Fom

∂2c

∂x2
= −ηc. (3.1)

Non-dimensionalization of Equation (2.6) yields the following result:

dc∗c
dt∗

=
at∞
l∞z∗

c∗c −
Dt∞
z∗l2∞

∂c∗

∂x∗
|x=l −

1

z∗
dl∗

dt∗
c∗c

⇒dc∗c
dt∗

=
α

z∗
c∗c −

Fom
z∗

∂c∗

∂x∗
|x=l −

1

z∗
dl∗

dt∗
c∗c

where z∗ = z
l∞

.
The non-dimensionalized second equation states as follows (again dropping all asterisks):

dcc
dt

=
α

z
cc −

Fom
z

dc

dx
− 1

z

dl

dt
cc. (3.2)

Applying the non-dimensionalizing transformation to the third equation (2.5) yields:

dl∗

dt∗
= rgt∞c0z

∗c∗c ;

defining
r∗g = rgt0c0

and dropping asterisks as usual we get

dl

dt
= rgzcc(t); (3.3)

Non-dimensionalizing the boundary conditions of (2.7) leads to:{
c∗(0, t∗) = 1

c∗(l∗(t), t∗) = c∗c(t)
(3.4)

while the initial conditions transform this way:{
c∗(x∗, 0) = 1 for 0 < x∗ < l∗(0) = l∗0

c∗c(0) = 1
(3.5)
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where l∗0 = l0
l∞

. The new, non-dimensionalized PDE model we will use is then defined as follows:

∂c

∂t
+ α

∂c

∂x
− Fom

∂2c

∂x2
= −ηc for 0 < x < 1

dcc
dt

=
α

z
cc −

Fom
z

∂c

∂x
|x=l − rg z c2c for t > 0

dl

dt
= rgzcc(t) for t > 0

c(0, t) = 1

c(l(t), t) = cc(t)

c(x, 0) = 1 for 0 < x < l(0) = l0

cc(0) = 1

(3.6)

3.2 Steady-State solution

Biologically, a Steady-State (from here on SS) solution corresponds to the concentration of
tubulin in a full grown axon, that has latched to its target neuron.1 From a mathematical point
of view, imposing the SS condition means assuming all functions to be indipendent of time.
From this assumption we immediately obtain

dl

dt
= 0⇒ l(t) = l∞,

where l∞ can be thought of as the length of the full grown axon. This quantity is unknown and
must be determined by solving the (SS) model itself.

Equation (3.3) then assumes the following form:

0 = rg z cc(t)⇒ cc(t) = 0;

in other words, there is no more tubulin in the growth cone. From a biological point of view,
this is explained by noting that there is no more growth cone when the axon is fully grown
and has reached its target synapsis. However, in our model we still retain a quantity z > 0 a
constant. This is due to limitations of the model.

Plugging in the new values in Equations (3.2) yields

0 = 0− Fozm
dc

dx
− 0⇒ dc

dx
|x=l∞ = 0.

Since everything is now time independent, Equation (3.1) also changes in the following way:

α
dc

dx
− Fom

d2c

dx2
= −ηc

⇒Fom
d2c

dx2
− α

dc

dx
−Nc = 0.

The new model for the SS approximation can be written as follows:

Fom
d2c

dx2
− α

dc

dx
− ηc = 0.

c(0) = 1

c(l∞) = 0

dc

dx
|x=l∞ = 0.

(3.7)

1It is reasonable to assume that a well-defined model should allow for a SS solution to be found, accounting
for the full-grown axon. However, this is not the case for our model, as we will show.
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The first equation is a second-order linear ODE in c(x). To derive the solution, the following
ansatz can be made:

c(x) = eλx

for some λ ∈ R. This yields

Fomλ2eλx − αλeλx − ηeλx = 0,

which can easily be reduced to the following algebraic equation for λ:

Fomλ2 − αλ− η = 0.

For the moment let Fom > 0. Then the solutions for this second-order equation are:

λ1,2 =
α

2Fom
±

√(
α

2Fom

)2

+
η

Fom
.

Note that the discriminant
(

α
2Fom

)2
+ η

Fom
is non-negative due to the limitations on the param-

eters. This implies the existence of both the real roots λ1 and λ2: the general solution can then
be written using the linearity of the ODE as

c(x) = k1e
λ1x + k2e

λ2x (3.8)

for some k1, k2 ∈ R to be found.
Our model now has three distinct unknowns: k1, k2 and l∞. Conveniently, the system (3.7)

has three equations which can be used to extract this values. Substituing (3.8) in the model
and running through the easy math we get to the following system for k1, k2, l∞:

k1 + k2 = 1

k1e
λ1l∞ + k2e

λ2l∞ = 0

k1λ1e
λ1l∞ + k2λ2e

λ2l∞ = 0.

Now several things might happen, depending on the values of λ1,2:

• λ1 = 0: in this case either k2 = 0 or λ2 = 0 from the third equation. If k2 = 0, from
the first equation we know that k1 = 1, which makes the second equation unsolvable; if
instead λ2 = 0, the first and second equations are incompatible. Therefore it has to be
that λ1 ̸= 0;

• with an argument of symmetry, it is possible to derive that also λ2 ̸= 0 must hold;

• if both λ1 and λ2 are nonzero, then by multiplying the second equation by a factor λ1

and subtracting it from the third one can obtain

k2(λ1 − λ2)e
λ2l∞ = 0;

• again, two alternatives: either λ1 = λ2 or k2 = 0. k2 cannot be zero for the same argument
as above; if λ1 = λ2, using the second equation and cancelling eλ2x the system is again
incompatible.

To conclude the discussion on the steady state approach, let now Fom = 0. Under this assump-
tion the first equations of (3.7) is reduced to a Malthusian first-order ODE,

dc

dx
= −N

α
c(x),
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for which the solution is well known:

c(x) = ke−
η
α
x.

Note that this solution must again fulfill the border conditions of (3.7). From the first one we
obtain

k = 1,

but clearly the second one can never be fulfilled, for the well-known properties of the exponential
functions. So this system does not have a SS solution at all.

The biological reason underlying this result could be found in the fact that this model
assumes a constant production of tubulin in the soma. Since the elongation from the soma
is directly proportional to the presence of tubulin, in this idelization the axon can never stop
growing, hence there can be no solution of this kind.

3.3 Numerical Approach

As it often happens when dealing with PDE models, an exact analytical solution is very hard
to find, not to mention compute for all couples (x, t). To address this, a numerical approach
has been undertaken, seeking an appropriate approximation of the true solution c(x, t). The
description of this approach is in the following.

3.3.1 A Semi-Implicit Euler Algorithm

Consider the interval [0, t∞] and consider a partition of said interval into N subintervals each

of length ∆t
def
= t∞

N ; this yields the following time mesh:

TN
def
= {tn, n = 0, . . . N | tn = n∆t} .

For each time step tn, a space mesh is needed to solve the PDE and the first ODE. However,
one cannot simply impose a uniform and time-independent mesh: this is due to the fact that
the domain of integration changes with time, and in a non-uniform way (i.e. the axon can in
theory grow with different speed at different times).

To solve this problem, a constructive method has been developed, as follows.

3.3.2 Spatial Mesh, Discrete Functions

From the construction of the model, it appears that at each time step ∆t the axon increases its
length of a certain amount, which as mentioned can be time-dependent. Let, for each n, ∆xn
be said amount. Let also

Ln ≈ l(tn)

be the total length of the axon at time tn. It follows immediately from what has been said that

Ln =
n∑

i=0

∆xi.

Assuming that the axon elongates from a starting point x0 = 0 where the connection with
the soma is located, a spatial mesh at time point n can be defined as follows:

Xn
def
= {x0 = 0} ∪

{
xj , j = 1, . . . , n+ 1 | xj =

j∑
k=0

∆xk

}
∪ {Ln + z}

where the last element represents the growth cone’s maximum extension at the tip of the axon.
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l0 dx1 dx2 dx3 dx4 z

n=0 n=1 n=2 n=3 n=4

Xn

Figure 3.1: Progressive building of the space mesh. Time is increasing with n.

This mesh also defines a sequence of ”cells”, which extend from one space point to the
following. At time step tn the cells are in number of n+1, and cell number j ∈ 0, . . . , n can be
represented with the space interval [xj , xj+1].

Let now Cj,n be the concentration of tubulin at time tn in cell j. This is a simple function
over the grid

Mn = Xn × TN
that approximates the (C2) concentration function c(x, t).

Let finally Cn
c be the concentration of tubulin in the growth cone mixed compartment at

time tn.

3.3.3 Discrete Equations, Algorithm

Recall the equation in System (3.6). The goal is now to produce a numerical, possibly iterative
algorithm to solve this system for variables Cj,n, Ln, C

n
c on the grid Mn. To achieve this, an

Implicit (backward) Euler method will be used for the PDE while an Explicit (Forward) method
will be applied on the two ODEs (for the time stepping). To approximate the derivatives, a
Finite Difference scheme has been implemented. In the specific case of the spatial partial
derivative, the first order derivation is computed on the mean points of the intervals ∆xj .

Therefore the following approximations have been imposed for the first order space and time
derivatives:

∂c

∂t
(xj , tn) ≈

Cj,n+1 − Cj,n

∆t
;

∂c

∂x
(xj , tn) ≈

Cj,n − Cj−1,n

∆xj+∆xj−1

2

;

In order to simplify reading let for all j = 1, . . . , n

λj
def
= 2

∆t

∆xj +∆xj−1
.

This allows one to rewrite:

∆t
∂c

∂x
(xj , tn) ≈ λj (Cj,n − Cj,n−1)

as well as

∆t
∂2c

∂x2
≈ ∆t

∆xj

(
2
Cj+1,n − Cj,n

∆xj+1 +∆xj
− 2

Cj,n − Cj−1,n

∆xj +∆xj−1

)
=

=
1

∆xj
[λj+1(Cj+1,n − Cj,n)− λj(Cj,n − Cj−1,n)]
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Cc
c(0,0) c(0,1) c(0,2) c(1,0)

(0,0)

dt
2dt

3dt
4dt

x1 x2

dx0 dx1

x(j+1)x(j)

dx(j)dx(j-1) dx(j+1)

Figure 3.2: Example of anMn grid.

Now the tools are ready to discretize the equations in model (3.6). To begin with, applying
the forward Euler method as mentioned to the third equation one obtains:

Ln+1 − Ln

∆t
= rg z Cn

c ;

⇒Ln+1 = Ln +∆t rgz Cn
c

(3.9)

solving this equation at time tn yields the axon length at time tn+1, Ln+1. One can also calculate
the new increment / spatial step using

∆xn+1 = Ln+1 − Ln.

With this new values it is possible to compute the next cone concentration by using the
second equation:

Cn+1
c − Cn

c

∆t
=

α

z
Cn
c −

Fom
z

λn

∆t
(Cn,n − Cn−1,n)− rg

z

z
(Cn

c )
2

Moving around the terms and multiplying by ∆t, one obtains:

Cn+1
c =

(
1 +

α∆t

z
− rg∆tCn

c

)
Cn
c −

Fom
z

λn (Cn,n − Cn,n−1) . (3.10)

This step is mandatory to obtain one of the two boundary conditions for the PDE. To complete
one iteration of the loop it is necessary to update the inner cells using the PDE in (3.6). This
is where the implicit Euler is used. The discretized PDE looks like this:

Cj,n+1 − Cj,n

∆t
+ α

λj

∆t
(Cj,n+1 − Cj−1,n+1)−

− Fom
∆xj∆t

[λj+1(Cj+1,n+1 − Cj,n+1)− λj(Cj,n+1 − Cj−1,n+1)] = −ηCj,n+1.
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for j = 0, . . . , n− 1 at a fixed time tn, n ≥ 2. As it goes when solving implicit Euler equations,
it is convenient to transform this system of equations to a different form. To do that, some
rearrangements are in order. To begin with, explicitating the coefficients, multiplying by a
factor ∆t and rearranging for j yields:

(
−αλj −

Fomλj

∆xj

)
Cj−1,n+1+

+

[
1 + αλj +

Fom
∆xj

(λj+1 + λj) + η∆t

]
Cj,n+1+

+

(
−Fom
∆xj

λj+1

)
Cj+1,n+1 = Cj,n

(3.11)

for j = 1, . . . , n at a fixed time tn = n∆t.
Let for the sake of convenience,

Aj
−1

def
= −αλj −

Fomλj

∆xj

Aj
0
def
= 1 + αλj +

Fom
∆xj

(λj+1 + λj) + η∆t

Aj
+1

def
= −Fom

∆xj
λj+1

and A ∈ Mn×n(R) be matrix used to represent Equation (3.11) (for n ≥ 2). Then A can be
written as: 

A1
0 A1

+1 0 0 . . . 0
A2

−1 A2
0 A2

+1 0 . . . 0
0 A3

−1 A3
0 A3

+1 . . . 0
...

...
...

...
. . .

...
0 0 . . . 0 An

−1 An
0


To finalize the system,, one must make sure that the boundary conditions

C0,n+1 = 1, Cn+1,n+1 = Cn+1
c .

are imposed. To address this, compare first that the equation that one obtains by choosing
j = 1, i.e.

A1
−1C0,n+1 +A1

0C1,n+1 +A1
+1C1,n+1 = C1,n

with the equation which is obtained by considering only the terms from the first row of A:

A1
0C1,n+1 +A1

+1C1,n+1 = C1,n

The term with index -1 do not appear in the linear system, but it should be there, as it is
part of the equations. In fact, that terms keeps into account the effect of the left boundary
condition: they are already known due to the equations in Section 2.4, and so they do not need
to be computed. A similar reasoning shows the lack of a right boundary condition term in the
last row of the system (term for j = n − 1, missing An

+1Cn+1,n+1). As mentioned, it is known
that C0,n+1 = 1 and Cn+1,n+1 = Cn+1

c , so the two missing terms are in fact known terms -
scalar numbers that can be computed. Consider for example the following systems of equations
at time step n = 3: 

A1
−1C0,4 +A1

0C1,4 +A1
1C2,4 = C1,3

A2
−1C1,4 +A2

0C2,4 +A2
1C3,4 = C2,3

A3
−1C2,4 +A3

0C3,4 +A3
1C4,4 = C3,3
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The underlined terms are scalar, known terms that can be moved to the right-hand side, yielding:
A1

0C1,4 +A1
1C2,4 = C1,3 −A1

−1C0,4

A2
−1C1,4 +A2

0C2,4 +A2
1C3,4 = C2,3

A3
−1C2,4 +A3

0C3,4 = C3,3 −A3
1C4,4

Now define the following:

A(3) =

 A1
0 A1

1 0
A2

−1 A2
0 A2

1

0 A3
−1 A3

0


and

B =

A1
−1C0,4

0
A3

1C4,4

 .

Then the concentration of tubulin at the next time step can be found by solving

A(3)

C1,4

C2,4

C3,4

 =

C1,3

C2,3

C3,3

− B .

To extend to the general case above, one could simply define

B =


A1

−1C0,n+1

0
. . .
0

An+1
1 Cn+1,n+1

 ;

this vector always contains n− 2 null entries. Let then

bn
def
=


C1,n

C2,n
...
...

Cn−1,n

− B

and

Γn
def
=


C1,n

C2,n
...
...

Cn−1,n

 .

One can then write the final form of the discrete PDE:

AΓn+1 = bn, (3.12)

where Γn+1 is unknown and bn is known. This can be solved using a preferred linear system
solving algorithm. Note that the A matrix is always tridiagonal (courtesy of the method used)
and for large values of n it becomes sparse.

It can be observed that this procedure is inconsistent for the values n = 0, 1: in the former
case there is no internal intervals and thus no PDE needs to be solved; in the latter, the b vector
assumes a different form (due to the presence of only one internal interval).

To further simplify the understanding of how this algorithm works, the calculation for cases
n = 0, 1 and 2 have been reported. This is done under the assumptions that c0 is constant for
all t. Assume all parameters to be known and already set.
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x0=0 x1=l(t) l(t)+z x

dx0 z

Figure 3.3: Initial state of the system.

n = 0

The system in the initial condition. This iteration is particular, in the sense that there is no
PDE so solve, as everything is fixed by the boundary conditions.

1. L(1) = l0 +∆t rg z Cc(0);

2. ∆x(1) = L(1)− l0;

3. There is no λ calculation at this stage, since there is no ”internal” points;

4. Cc(1) =
(
1 + α∆t

z − rg ∆t Cc(0)
)
Cc(0). There is no term concerning the right concentra-

tion at x = L(t) for the aforementioned reasons;

5. C0,1 = 1, C1,1 = Cc(1);

6. No construction of matrix A since no PDE needs to be solved.
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xx0 x1x2=l(t)l(t)+z

dx0 dx1 z

Figure 3.4: Snapshot at the start of iteration 1. The axon is starting to be built.

n = 1

Beginning iteration 1. Now there will be at least one internal segment to be dealt with, so the
algorithm will run fully.

1. L(2) = L(1) + ∆t rg z Cc(1);

2. ∆x(2) = L(2)− L(1);

3. λ1 = 2 ∆t
∆x1+∆x0

,

λ2 = 2 ∆t
∆x2+∆x1

,

4. Cc(2) =
(
1 + α∆t

z − rg ∆t Cc(1)
)
Cc(1)− Fom;

z λ1(C1,1 − C1,0);

5. C0,2 = 1, C2,2 = Cc(2);

6. A1
0 = 1 + αλ1 +

Fom
z (λ2 + λ1) + η∆t;

7. A =
[
A1

0

]
. The matrix is a real number;

8. B =
(
−αλ1 − Fomλ1

∆x1

)
c0 +

(
−Fom

∆x1
λ2

)
Cc(2). The B vector is also reduce to a scalar in

this iteration;

9. Γn+1 = A−1 (Γn − BC ) ;
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xx0 x1 l(t)+z

dx0 dx1 z

x2 x3=l(t)

Figure 3.5: Snapshot at the start of iteration 2 (general case).

n = 2

Beginning iteration 2.

1. L(3) = L(2) + ∆t rg z Cc(2);

2. ∆x(3) = L(3)− L(2);

3. λ3 = 2 ∆t
∆x3+∆x2

. The other values of lambda can be saved from the preceding iteration;

4. Cc(3) =
(
1 + α∆t

z − rg ∆t Cc(2)
)
Cc(2)− Fom

z λ2(C2,2 − C2,1);

5. C0,3 = 1, C3,3 = Cc(3);

6. A1
+1 = −Fom

∆x1
λ2;

A2
0 = 1 + αλ2 +

Fom
z (λ3 + λ2) + η∆t;

A2
−1 = −αλ2 − Fomλ2

∆x2
;

7. A =

(
A1

0 A1
+1

A2
−1 A2

0

)
;

8. B =

(
−αλ1 − Fomλ1

∆x1

)
c0(

−Fom
∆x2

λ3

)
Cc(3)

;

9. Γn+1 = A−1 (Γn − B) ;

3.3.4 Pseudocode

In the following (pseudo)code a procedure for computing the numerical solution is summarized.
An algorithm has been developed to solve this discrete model. The software that has been

used is MatlabTM. The script can be found in Appendix A.
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Algorithm 1 Pseudo code for solving the PDE-ODE Axon Growth Problem, main loop.

∆t← T
N

L(0)← l0
∆x(0)← l0
for n = 0→ N − 1 do

L(n+ 1)← L(n) + ∆t rg z Cc(n)
∆x(n+ 1) = L(n+ 1)− L(n)
for j = 1→ n+ 1 do

λj ← 2 ∆t
∆xj+∆xj−1

end for
Cc(n+ 1)←

(
1 + α∆t

z − rg∆tCn
c

)
Cn
c − Fom

z λn (Cn,n − Cn,n−1)
C0,n+1 ← 1
Cn+1,n+1 ← Cc(n+ 1)
for j = 1→ n do

Aj
0 ← 1 + αλj +

Fom
∆xj

(λj+1 + λj) + η∆t

if j ̸= n then
Aj

+1 ← −
Fom
∆xj

λj+1

end if
if j ̸= 1 then

Aj
−1 ← −αλj − Fomλj

∆xj

end if
end for
A← diag(A0, 0) + diag(A+1,+1) + diag(A−1,−1)
BCV (1)←

(
−αλ1 − Fomλ1

∆x1

)
· 1

BCV (n)←
(
−Fom

∆xn
λn+1

)
Cn+1
c

C(·, n+ 1)← A \ (C(·, n)−BCV )
end for
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Chapter 4

Experiments and Results

I am very conscious that there is no
scientific explanation for the fact that we
are conscious.

Sir ANDREW HUXLEY
Quoted in “The Economist”

In this final chapter, the convergence of the implicit method will be discussed, and a series
of tests will be presented where the model’s sensitivity to changes in parameter values is put to
the test. The Chapter is structured as follows:

• Section 4.1 deals with the parameter values used for the simulations, as well as with
explaning how the results will be presented;

• In Section 4.2 a convergence study is conducted to discuss the convergence of the implicit
method as ∆t→ 0;

• In Section 4.3 the model is tested with various changes to the paramters, in order to
evaluate its sensibility. Specifically,

1. the initial length of the axon, l0 (Section 4.3.1),

2. the growth cone’s length, z (Section 4.3.2),

3. the rate of tubulin assembly in the growth cone, rg (Section 4.3.3);

4. the tubulin income as a function of time, c0(t) (Section 4.3.4);

• Section 4.4 will sum up all the results and knowledge extracted from the analysis;

• Section 4.5 will provide some insight on what else could be done with the model and what
further developments can be undertaken.

4.1 Parameter Values. Concentration Plots

As discussed previously in Chapter 2, the model is dependent on the following set of parameters:

• growth cone length z [m];

• initial length of the axon l0 [m];

• disassembly rate of tubulin g
[
1
s

]
;

• magnitude of tubulin concentration in the soma c0

[
kg
m3

]
;
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Parameter name Value Source

z 3− 4µm Assumption
l0 *** ***
g 1

33∗3600
1
s [MC02]

c0 2 ∗ 10−6 kg
m3 [LVDW80]

a 3.6980 · 10−11 m
s [JAG99]

D 8.6 · 10−12m2

s [JAG99]

rg 30 m3

s·kg Assumption

Table 4.1: Values for parameters in the numericals simulation of the axonal growth model. Note
that the value l0 was extimated using the first iteration of the code itself: l0 ≤ c0(0) rg z ∆t.
Also note that the value of a was obtained indirectly using the Péclet number Pe = 0.86 found
in [JAG99].

• speed of advective transport a
[
m
s

]
;

• diffusion coefficient D
[
m2

s

]
;

• microtubule assembly rate constant rg

[
m3

s·kg

]
.

Values of these paramaters appear to be fairly hard to find for Loligo Pealeii, let alone for
humans, so the author was required to assume some of these values using images of squids or
other animal data. In Table 4.1 the values used in the computation can be found, along with
their source, where available. This set of parameter will be taken as standard values for the
simulation in all this chapters. In the following sections, one or more of these paramaters can
be modified to study the reactions of the model.

Running the algorithm with the standard set of parameters yields the following plots for C,
Cc and L:
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Figure 4.1: Algorithm’s results for standard values. (Top-Left) Axon Length with respect to
time; (Top-Right) Cone Concentration as a function of time. (Center) Three-dimensional plot
of tubulin concentration with respect to time and space. For visibility, coarser mesh sizes have
been chosen for the 3D graph than the ones used in the calculations.

4.2 Convergence Study

Convergence tests have been run on the standard-valued algorithm. These tests consist in
sequential runs of the algorithm with progressively decreasing values of ∆t. Results for both
l(t) and Cc(t) values are shown in Figure 4.2. The plots highlight what seems to be a pretty
smooth convergence of the code.
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Figure 4.2: Convergence tests for the standard-valued algorithm. (Left) Axon Length with
respect to time; (right) Cone Concentration as a function of time.

4.3 Parameter Analysis

In this section various experiments will be reported in which one parameter in the model will
be variated, in an attempt to uncover possible variations in the results. For Sections 4.3.1 and
4.3.2, only relevant plots for L and Cc will be presented, as discussing all the plots of the tubulin
concentration in the axon would be tedious and in some cases unnecessary. In Section 4.3.3
instead the author deemed worthwile to report one plot of the whole concentration for each
type of c0, as this value influences most deeply the inner concentration of tubulin.

4.3.1 Parameter study 1: l0max → 0

To begin with, experiments have been conducted where the initial length of the axon was
modified. As in the code the starting length l0 is determined from the parameters and mesh
(l0 ≤ c0(0) rg z ∆t), this was implemented by setting a “maximum allowed” to l0 and dropping
that value to zero. Results are in Figure 4.3. As one can see from the plots, l0 appears to have
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Figure 4.3: Study of the model’s reaction to dropping initial axon length. (Left) Axon Length
with respect to time; (right) Cone Concentration as a function of time.

next to no effect on the calculation of the axon length itself, but merely as a starting value from
where the axon builds up. It could be inferred that while experiments show that l0 = 0 strictly
is not acceptable, the algorithm exihibits convergence as l0 → 0.
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4.3.2 Paramater study 2: z

In this section, studies conducted on the effects of a decaying growth cone length z will be
reported. There will be two distinct plots: in the first (Figure 4.4 results will be shown for
values of z not too distant from the standard ones; in Figure 4.5 instead z will be allowed to
drop close to 0, up to close-to-unrealistic values. Results indicate that z has a noticeable effect
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Figure 4.4: Study of the model’s reaction to different values of the growth cone’s length. (Left)
Axon Length with respect to time; (right) Cone Concentration as a function of time.
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Figure 4.5: Studies with smaller values of z. (Left) Axon Length with respect to time; (right)
Cone Concentration as a function of time. Note how the axon length curve changes shape
from concave to linear first and convex after, as z becomes smaller. In the right-side plot, the
light-blue odd line for the Cone concentration might be caused by numerical errors near x = 0.

on how the axon grows: as z becomes smaller, the axon grows progressively slower, but the
amount of tubulin in the growth cone seems to increase.

4.3.3 Paramater Study 3: rg

As mentioned in Table 4.1, the value of the assembly rate for tubulin to microtubules in the
growth cone, rg, has been assumed from other animals’ values. However, a keen reader might
be wondering what would have happened if different values were used. In this Section these
possibilities are discussed. In Figure 4.6 are the plots for different values of this constant. As
one can see, rg has also an effect on how the axon grows, with different orders of magnitude
producing different overall axon lengths.
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Figure 4.6: Plots describing the effects of different values of rg. (Left) Axon Length with respect
to time; (right) Cone Concentration as a function of time.

4.3.4 Parameter study 4: c0(t)

In this last section, the effect of applying a time-dependent c0 shall be discussed. In the plots,
four different tipes of incoming tubulin have been used:

1. Constant. Tubulin is injected in the axon by the soma at constant rates:

(a)

c0(t) ≡ 2 · 10−6 kg

m3
∀t;

(b)

c0 ≡ 1 · 10−6 kg

m3
;

(c)

c0 ≡ 0.5 · 10−6 kg

m3
;

2. Linear Decay. Let T
def
= 1 day. In this case, tubulin flows in a constant manner during

the first day of growth, then the income drops to zero in a linear day over the course of
the next day. The c0 function is:

c0(t) =


2 · 10−6 0 ≤ t ≤ T

4 · 10−6 − 2·10−6

T t T ≤ t ≤ 2T

0 t ≥ 2T

3. Exponential Decay. Tubulin income is 2 ·10−6 kg
m3 at the start but decays exponentially

with time:
c0(t) = 2 · 10−6 · e(−

t
T );

4. Sinusoidal Income. Tubulin income oscillates between 0 and a certain upper bound
over the period of 1 day:

(a)

c0(t) = 1 · 10−6 + 10−6 cos

(
2π

T
t

)
;
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(b)

c0(t) = 1 · 10−6 + 0.49 · 10−6 cos

(
2π

T
t

)
;

In Figure 4.7 are reported the studies for the axon length and cone concentration, as usual. In
Figure 4.8 one can find the seven different tubulin concentration plots inside the axon. Note in
particular how axon length axis of the tubulin plots in cases 1b, 1c and 4b are shorter than in
the other plots, and more so the less tubulin one injects during the first hours of growth (for
instance confront 1b and 4b in the first 5 hours). It appears from the results that the first hours
of growth are the most critical: if the amount of c0 is sufficiently high during this period (cases
1a, 2, 3, 4a) then subsequent drops in tubulin income do not affect the growth in a noticeable
way (confront for instance 1a and 3); however, if the income at the beginning of the process is
lower than this “critical quantity” the growth of the axons becomes progressively slower.
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Figure 4.7: Study of the model’s reactions to various types of incoming c0. (Left) Axon Length
with respect to time; (right) Cone Concentration as a function of time. Legend has been
reported only on the right plot for legibility. Note how the lines corresponding to similarly high
levels of incoming tubulin in the first hours of growth (yellow, cyan, green and red) are almost
overlapping
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Figure 4.8: Tubulin concentration plots for various types of incoming c0.
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4.4 Conclusions

The plots in this section allow one to conclude a number of things regarding axonal growth,
based on the results of the model:

1. The proposed numerical method appears to converge well for standard paramater val-
ues; convergence with other values can be also speculated with a comfortable degree of
confidence;

2. The starting length l0 of the axon does not seem to affect the growth, but merely the final
length of the axon itself. With this code, the condition is that l0 must be strictly positive,
but the possibility of obtaining results for every value of l0 suggests that this condition
can be removed by adapting the code (perhaps by defining λ1 differently);

3. The growth cone length z and microtubule assembly rate rg have a more critical impact
on the behaviour of the model itself. Specifically rg affects the model in the largest way;

4. The incoming soma concentration c0 seems to be critical only during the early stages of
growth. It appears that the less tubulin is provided during the initial hours, the less the
overall length of the axon will be. Conversely, a drop in tubulin income which happens
further away from the starting time will have little influence on the growth itself, no
matter how big or steep the drop itself should be.
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4.5 Further Developments

Several open problems remain for subsequent studies on the axonal growth problem. The most
important include:

• Understanding wheter or not l0 = 0 can be added as a possible case in the code, possibly
by re-defining the λ coefficient so that they can tolerate a null starting length;

• Fitting correct parameter values for the assumed paramater z and rg, in order to have a
more reliable standard set of parameter to begin with;

• Investigate the impact of hidden paramaters of the model, for instance the area A of the
axon;

• Calculating the total amount of tubulin mass that has to be provided to the system in
order to achieve next to optimal growth or, equivalently, the time window in which the
tubulin income level is critical to the growth;

• Investigating the amount of time necessary for the system to stabilize after tubulin stops
flowing in from the soma (which happens if the axon has reached its synaptic target);

The model has left open various routes for possible future developments, some of which have
been already began but have not been completed for lack of time or resources. Here are some
of the most interesting alternatives:

• Further develop the modelling part, for example figuring out which of the c0(t) is the most
akin to the actual tubulin injection, reducing the amount of physical assumptions made
or implementing the ”dynamical instability” axon phenomenon;

• Having discovered such critical dependance on the growth cone’s paramater, improve the
growth cone modelling in Sections 2.2.2 and 2.2.3, for example by considering the growth
cone as an actual cable-like structure as opposed to a completely mixed compartment;

• Implement another numerical algorithm and confront results with the one used in this
book. Some work has been undertaken in the implementation of an Explicit Euler method
which uses the coordinate change  y =

x

l(t)

t′ = t

to transform the model into a easier, domain-fixed problem. Being completely explicit,
this method relies on the Courant-Frierichs-Levy Condition to ensure stability for suitable
choices of ∆y (now uniform in time). Developing and confronting with the earlier method
can provide useful informations on the accuracy of both, as well as help with the parameter
fitting;

• Implement a higher-dimensional (two or three dimensions in space) model and numerical
algorithm. This further development could also provide a link to the field of axon guidance
research, a very open and interesting topic for both biological and mathematical research.
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Appendix A

Matlab Code

In this Appendix the MatlabTMcode that has been used for implementing the numerical scheme
is reported.

Listing A.1: Matlab Script for solving the Axon Growth model using the Implicit / Explicit
Algorithm (see Section 3.3)

% Main Script for the simulation of PDE Axonal Growth Model.
% Continuous Non−dimensionalized Model:
% C’ + alpha C_x −Fom C_xx = −NC
% Cc’ = alphaz Cc −Fomz C_x (x=l) −Rlz l’ Cc

5 % l’ = r_g∗ / Rlz Cc
% C(0,t) = 1
% C(l(t),t) = Cc(t)
%
% Semi−implicit Euler method.

10 % Author: Stefano Perna (881208p159)

%%% Initializing Parameters. %%%
% Scale factors
linf = 2e-1; % Typical length of the full grown axon; [m]

15

c0scale = 2*10^( -6); % Tubulin concentration in the soma. [kg/m^3]
% This is only a conversion factor, as c0(t)
% is defined in a different sub−routine.

tinf = 10000; % Typical growth time for giant squid axon. [s]
20

% Physical constants.
D = 8.6E-12; % Diffusion coefficient (squid). [m^2/s]
Pe = 0.86; % Péclet number for tubulin the axon. [1]
a = Pe*D/linf; % Active transport seed. [m/s]

25 % Pe = a∗L/D => a = Pe∗D/L
g = 1/(33*3600); % Tubulin degradation rate. [1/s]

% Dimensionless parameters.
z = 1E-3/ linf; % Length of the growth cone. [1]

30 T = 259200/ tinf; % Time of observations. (3 days) [1]
rg = 30* c0scale*tinf; % Nondimensionalized growth cone

% coefficient: rg^∗ = rg∗t0∗c0. [1]
alpha = a*tinf/linf; % Ratio between distance covered by tubulin

% via A.T. and typical length. [1]
35 Fom = D*tinf/(linf ^2); % Mass Fourier Number for tubulin

% in the axon. [1]
dt =0.025; % Time step. [1]
l0=c0(0)*rg*z*dt; % Starting length of the neurite; [1]
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40 %%% Creating Time Mesh. %%%

N = f l oor (T/dt); % Number of time steps. [1]
t = dt*(0:N); % Mesh vector.

45 %%% Initializing Variables. %%%

C = zeros(N+1,1); % Concentration of tubulin. [1] 1st index = space
% 2nd index = time

C(1,1) = c0(0,f); % C(:,1) = starting value (n=0)
50

Cc = zeros(N+1,1); % Concentration of tubulin in the growth
% cone. [1]

Cc(1) = C(1 ,1);

dx = l0; % Vector containing the lengths of the spatial mesh.
55 % dx(1) −−−> dx0 = l0. [1]

L = zeros(N+1,1); % Length of the axon at time
% tn = n∗dt. [1]

L(1) = l0; % L(1) = starting value (n=0).

60 lambda = zeros(N,1); % Vector containing the lambda
% coefficients along the mesh.

%%% Starting Algorithm. %%%
% n=1, special case. t0 −−> t1 = dt

65 % Some assignments are different from the general case.

% Calculating new axon length.
L(2) = L(1) + rg*dt*z(f)*Cc(1);

% Calculating new spatial step.
70 dx(2,1) = L(2) - L(1);

% Initializing lambda coefficients.
lambda (1) = NaN; % Placeholder.
lambda (2) = 2*dt/(dx(2)+dx(1));

75 % Expanding concentration matrix.
C = [C, zeros(N+1 ,1)];
% Calculating new growth cone concencentration.
Cc (2)=(1+ dt*alpha/z(f)-dt*rg*Cc(1))* Cc(1);
% Imposing Border Conditions.

80 C(1 ,2)=c0(t(1),f); C(2,2) = Cc(2);

% Starting time loop.
for n=2:N

% Calculating new axon length.
85 L(n+1)=L(n)+rg*dt*z(f)*Cc(n);

% Calculating new spatial step.
dx(n+1)=L(n+1)-L(n);

90 % Expanding concentration matrix.
C = [C, zeros(N+1 ,1)];

% Calculating new lambda coefficient.
lambda(n+1) = 2*dt/(dx(n+1)+dx(n));

95

% Calculating new growth cone concencentration.
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Cc(n+1) = (1+alpha*dt/z(f)-rg*dt*Cc(n))*Cc(n)-...
lambda(n)*Fom*(C(n,n)-C(n-1,n));

100 % Imposing Border Conditions.
C(1,n+1)=c0(t(n),f); C(n+1,n+1)=Cc(n+1);

% Generating A^j coefficients (in vectors)
MDiag= zeros(n-1,1);

105 PlusDiag= zeros(n-2,1);
MinusDiag= zeros(n-2 ,1);

% Loop over the cells of the system − last one is not
% calculated due to boundary conditions.

110 for j =1:n-1

% Main Diagonal − A_0
MDiag(j)=1+alpha*lambda(j+1)+ Fom/dx(j)*...

(lambda(j+2)+ lambda(j+1))+g*tinf*dt;

% Lower Diagonal − A_−1
115 i f j~=1

MinusDiag(j) = -alpha*lambda(j+1)-...
(Fom*lambda(j+1))/ dx(j);

end
% Upper Diagonal − A_+1

120 i f j~=n-1

PlusDiag(j) = -(Fom*lambda(j+2))/dx(j);

end
end

125 % Adjusting Lower Diagonal − must avoid first element = 0
MinusDiag = MinusDiag (2:end);

% Building Gaussian Matrix.
A = diag(MDiag ,0)+diag(PlusDiag ,+1)+diag(MinusDiag ,-1);

130 % Building border conditions vector.
BCV = zeros(n-1,1);
% n==2 (first loop) is a special case: BCV is a scalar.
i f n==2

BCV= (-alpha*lambda (2)-(Fom*lambda (2+1))/ dx(1))* ...
135 c0(t(2),f)+(-(Fom*lambda (3))/dx (1))*1;

e l se
BCV(1) = (-alpha*lambda (2)-(Fom*lambda (2))/dx (1))* ...

c0(t(n),f);

BCV(end) = -(Fom*lambda(n+1))/dx(n-1)*Cc(n+1);

140 end

% Solving system.
C(2:n,n+1)=A\(C(2:n,n)-BCV);

end
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cui parlare, su quello che è successo e sul futuro che si staglia all’orizzonte, ma questa non è la
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il potenziale che sai di avere, il mondo ha bisogno di più artisti che vedano “al di là del
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Siamo dunque in conclusione in questo scritto. Tante cose sono state dette, tanto lavoro
è stato fatto, tante risorse investite. Che dire dunque? Di cosa si parla prima della fine dello
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utile o meno, l’ha fatto lui, e comunque vada a finire, ne è valsa la pena.
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