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Chapter 1

Introduction

As robotic technology moves toward more anthropomorphic structures with
increased complexity, it is reasonable to consider controllers inspired by human
anatomy too. Although the robotics technology has achieved great performance
in terms of accuracy, speed and robustness, the results are still quite limited to
well-defined tasks. On the other hand, biological systems can operate under
variety of conditions and their flexibility is yet unrivaled.

The study of control mechanisms in biological systems has attracted joint
efforts of many roboticists and biologists. As a result, the first group will en-
joy a richer set of design techniques incorporating some of the extraordinary
capabilities of biological systems and the latter will find a new set of analysis
tools which enables them to cast new light on our understanding of biological
mechanisms.

One of the features of motor control in the vertebrates is fast-reaching move-
ments in spite of long delays and noise in the nervous systems. It is believed
that the cerebellum is mainly responsible to compensate for such deficiencies.
Figure 1.1 presents the schematics of the motor control.

In the attempt to explain the functionality of the cerebellum, several com-
putational models ranging from the cellular level to the functional level have
been developed. The following list summarizes the major computational mod-
els [4, 46]:

1. Cerebellar Model Articulation Controller (CMAC)

2. Adjustable Pattern Generator (APG)

Figure 1.1: Simplified control loop relating cerebellum and cerebral motor cortex (taken
from [77]).
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3. Schweighofer-Arbib

4. Cerebellar feedback-error-learning model (CBFELM)

5. Multiple paired forward-inverse model (MPFIM)

Perhaps, CMAC is the earliest computational model proposed by Albus[2].
It is based on the idea of non-linear mapping between the command signals and
the current state to the action (state encoder). However, the original work lacks
the adaptation capability.

The APG model builds upon the observation that the cerebellar reverberat-
ing circuit and the inhibitory circuit of Purkinje cells can give rise to variety of
resonating patterns [46]. It is named after its capability to generate elemental
commands with adjustable intensity and duration [36]. The learning algorithm
is able to adjust temporal patterns which are required for example in locomo-
tion.

In Schweighofer-Arbib model [65], it has been striven to build more realis-
tic models of the underlying neural cells in the cerebellar cortex. The model
covers complete cerebellar circuitry including cells, axons, and fibers. How-
ever, several assumptions have been made due to the lack of biological data or
simplification purpose.

The CBFELM starts from a functional level description and draws paral-
lels with adaptive control schemes. In [49], vestibuloocular reflex (VOR) and
the optokinetic eye movement response (OKR) based on this model have been
studied. There are strong experimental evidences supporting the existence of
an inverse model of the eye dynamics in the cerebellum and the feedback-error-
learning [81].

The last model which was later on renamed to Modular Selection and Identi-
fication for Control (MOSAIC) [79, 32] shares the internal model principle with
CBFELM. However, it additionally proposes a modular approach to provide
high degree of flexibility without overly complicated control and adaptation
mechanisms. Thereby, the key to success is an efficient way to combine these
modules. The responsibility signals derived from the contextual information
and the predictions of the forward models adjust the contributions of the paired
inverse models encapsulated in each module.

1.1 Problem Formulation

In this research we aim to enhance robotic controllers in order to deal with more
complex and less accurate embodiments thus improving their flexibility. This
might be achieved by imitating the function of a part of CNS (Central Nervous
System), viz. cerebellum, which is believed to play an important role by hosting
an internal representation of the body dynamics.

In particular, we are interested to investigate the applicability of MOSAIC
model as an auxiliary controller for a human-like robotic arm. The benefits and
limitations of such architecture are to be studied. It is necessary to find out how
effective the adaptive mechanism is and whether it could be made more robust
to fulfill the requirements of an engineering application.
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1.2 Methodology

This research clearly overlaps with several knowledge areas including biology,
control theory, and computer science. Accordingly, it was necessary to look into
the following subject areas.

• Biological structure and functions of the cerebellum

• Mechanical characteristics of human arm

• Multibody Simulation

• Theory of distributed adaptive control of nonlinear systems

• System identification and reinforcement learning

Choose 
models

Simul��on

Fix 
assump�ons

Valida�on

Figure 1.2: Work process, green ovals concerns mostly biology and orange ones control
engineering

Ideally, we would like to use models which are as faithful as possible to the
biology. However, because of the complexity of biological systems or ambigui-
ties in our understanding of their functions, we had to occasionally deviate from
this. In such cases, borrowing theories from control engineering or techniques
form computer science was the solution. Specifically, MOSAIC as a model of
the cerebellum is a high-level functional model which required adjustments for
real applications.

All building blocks of an arm control loop were simulated by Matlab and/or
Simulink. At each stage of simulation, we applied the required adjustments. Fi-
nally, in order to obtain an overall picture of the system performance, different
test cases addressing convergence, stability issues, resilience to noise and de-
lays, training and re-training attributes were devised.

While the main focus of this study was to build a reasonable adaptive con-
trol architecture for a simple model of human arm (in contrast to the verification
of a cerebellum model), we considered a setup similar to [67] which makes com-
parison with the available experimental data possible.
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1.3 Organization of Thesis

In Chapter 2,Biological Background of Cerebellum, a quick overview of the bio-
logical aspects of the cerebellum is presented. Chapter 3, Computational Models
explains different components required to control arm movement from a com-
putational perspective. Though these models form the basis of our simulations,
we tried to provide sufficient explanation to give an idea to the reader about
other alternatives. The rest of the thesis consists of two sets of problem and so-
lution. In the first part of the experiments, Chapter 4, the result of modeling of
the arm and the simulation of the MOSAIC model with a simple plant is pre-
sented. In Chapter 5, Toward a Complete Plant the results have been discussed
and together with the next chapter, Integrated Model a way forward to integrate
these two individual models has been suggested. Finally in Chapter 7, exper-
iments with the complete plant is presented. We discuss about the remaining
issues and future works in Chapter 8 and draw a conclusion in the final chapter.



Chapter 2

Biological Background of
Cerebellum

The cerebellum is a region in the inferior posterior portion of the head. It oc-
cupies 10% of total brain volume and contains more than 50% of all neurons in
the brain. It is part of a vast loop which receives nearly 200 million input fibers
from cerebral cortex and brainstem areas and in return projects back to them.
Many different inputs from spinal, vestibular, and trigeminal sources are inte-
grated in the cerebellum that monitor the position and the motion of the body.
Even visual and auditory signals are relayed via brainstem to the cerebellum
which presumably provide additional sensory inputs that complement the pro-
prioceptive informatiom [61]. In contrast to the cerebrum, the somatic sensory
inputs are ipsilatterally mapped in the cerebellum at multiple sites (Figure 2.1).

The function of the cerebellum is mostly understood from pathologies and
lesion studies. The most salient symptoms of cerebellar dysfunction are motor-
related. The patients have difficulty producing smooth, well coordinated move-
ments, instead, the movement tends to be jerky and imprecise. Depending on
the damaged region, it causes loss of equilibrium, altered walking gait with
wide stance, problems in skilled voluntary and planned movements. Some
manifestations include tremors , dysmetria (problems judging distance or ranges
of movement), dysdiadokinesia (inability to perform rapid alternating move-
ments) which all together referred to as cerebellar ataxia.

The cerebellum is subdivided according to anatomy, phyologenetical fea-
tures, and function to different areas. Structurally, it has three major compo-
nents: laminated cerebellar cortex, a subcortical cluster of cells referred to as
the deep cerebellar nuclei, and cerebellar peduncles which are large pathways
to other part of the nervous system. From functional perspective, it consists of
vestibulocerebellum regulating balance and eye movements, spinocerebellum reg-
ulating body and limb movement, and cerebrocerebellum involved in planning
movement and evaluating sensory information for action [61].

The most distinctive cell body in the cerebellar cortex is called Purkinje cell
(Figure 2.2). These are the solely outputs of the cerebellar cortex which inhibit
the deep cerebellar nuclei. On the input side, they receive indirect inputs from
mossy fibers through a layer of granule cells. Granule cells send T-shaped axons
up to the Purkinje cells which form parallel fibers. A Purkinje cell receives exci-
tatory inputs from several parallel fibers and an inhibitory input from a single
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Figure 2.1: The cerebellum and a flattened view of the cerebellar surface illustrating the
three major subdivisions and somatotopic maps of the body surface. The spinocerebel-
lum contains at least two maps of the body. (modified from [61])

climbing fiber (CF). In addition to these inputs, two types of interneuron cells
modulate the inhibitory activity of Purkinje cells. Basket cells make inhibitory
complexes of synapses around Purkinje cell bodies and stellate cell receive input
from parallel fibers and make inhibition to the Purkinje cell dendrites.

There is another type of cell called Golgi which make an inhibitory feedback
loop around a granule cell. In other words it receives input from parallel fiber
and inhibit the cell originating that fiber.

These cells are organized in three layers; from outer to inner, these are the
molecular, Purkinje, and granular layers. The innermost layer contains the cell
bodies of granule and Golgi cells. Mossy fibers enters this layer from pontine
nuclei and send axons to the outermost layer viz. molecular layer. The human
brain contains in the order of 60 to 80 million granule cells, making this cell type
by far the most numerous in the brain. In the middle layer, there is only the cell
body of Purkinje cells. Each Purkinje cell receive excitatory input from 100,000
to 200,000 parallel fibers. Finally the molecular layer contains, the two types of
inhibitory interneurons, the parallel fiber tracks from Golgi cells and dendritic
arbors of Purkinje neurons [1].

Neurons communicates through spikes. In case of Purkinje cells, there are
two distinctive firing patterns - simple and complex spikes. A simple spike
is a single action potential followed by a refractory period of 10 msec. “complex
spike” is a burst of several spikes in a row, with diminishing amplitude, followed
by a pause during which simple spikes are suppressed. In an awake behaving
animal, the spike trains emit at mean rate of 50 Hz while the base line rate for
climbing fiber activity is around 0.5-2.0 Hz [15].

The synapses between parallel fibers and Purkinje cells are susceptible to
plasticity. The plasticity is induced either by Long Term Depression (LTD), de-
creasing the efficacy of synaptic connection or Long Term Potentiation (LTP)
working inversely. The most plausible description has been given by the spike
timing-dependent plasticity (STDP) model. The temporal interplay between a
CF input (training signal), PC firing (postsynaptic factor), and PF synaptic ac-
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tivity (presynaptic factor) produces brief electrical and chemical signals which
lasts much longer [48].

The cerebellar cortex is divisible to saggital zones where each zone receives
climbing fibers from a circumscribed area of the inferior olive and in return
projects to specific deep cerebellar or vestibular nucleus. The zones can be fur-
ther subdivided to microzones. A microzone is a narrow strip of cerebellar cor-
tex within which all Purkinje cells receive climbing fiber inputs with a similar
receptive field identity. It has also been shown that microzones can spread over
several zones or different regions within a zone forming multizonal microcom-
plexes (MZMCs) [3].

Figure 2.2: Schematic diagram of cerebellar neuronal circuit and its relationship to pe-
ripheral input and movement control. Green, peripheral receptive field for PF input to
Purkinje cell. Red, peripheral receptive field for climbing fiber input, molecular layer
interneuron and Golgi cell. Yellow, peripheral receptive field of PF input to interneuron
and Golgi cell as as inhibitory receptive field of Purkinje cell. The bent arrow, indicates
the movement controlled by the Purkinje cell via nucleus interpositus anterior (NIA)
(courtesy of H. Jörntell [17]).
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Chapter 3

Computational Models

In this chapter, we review MOSAIC as a model of the cerebellum in more details.
Additionally, other models essential to the arm control are introduced.

3.1 MOSAIC

MOSAIC is a high level functional model inspired by the cerebellum. It aims
to describe different behavioral observations such as context dependent control
or generalization to new tasks. There are a few fundamental assumptions in
this model. Most importantly, it advocates the internal model hypothesis which
states that the cerebellum realizes an internal model of the body parts in order to
successfully control them [80, 27]. This is in sharp contrast with the Equilibrium
Point Hypothesis (EPH) which only requires that the Central Nervous System
(CNS) defines the end-point muscle tensions. The EPH is motivated by the fact
that for any set of springs pulling across multiple joints, there is a stable position
into which the limb could passively settle [66].

However, it has been argued against the usefulness of equilibrium point mo-
tion (i.e., by following the time series defined by succession of such equilibrium
points called a virtual trajectory). The main objection is due to the complex-
ity of the required virtual trajectories under low stiffness and fast movement
of the arm [44]. Moreover, by measuring actual stiffness of the joints during
movement, it has been shown that the predicted trajectory by the EPH differs
substantially from the real one [27]. Therefore, the internal model seems more
tenable than the EP hypothesis.

Internal models come in two different flavors. A forward model indicates
the causal direction from motor commands into their sensory consequences,
whereas an inverse model indicates the relation between the desired state and
the required input to achieve this. For example, the (Vestibulo-ocular reflex)
VOR control system must compute the motor command that is predicted to
yield a particular eye velocity to compensate for head movement. Accordingly,
a major aspect of motor learning can be stated as the acquisition of forward and
inverse internal models.

According to Figure 3.1, the structure of MOSAIC hosts both forward mod-
els and inverse models paired in modules. Modularity is thought to be another
important feature of the motor control [55], in particular cerebellum [21, 22].
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Figure 3.1: A schematic of the MOSAIC model (taken from [79])

The forward models which have access to the sensory feedback and the effer-
ence copy1 predict the current context. Each module gets a portion of the re-
sponsibility in controlling a plant based on the quality of the prediction of its
forward model. The forward models and inverse models could be mathemati-
cally formulated as:

x̂i
t+1 =φ

(
wi

t,xt,ut

)
(3.1)

ui
t =ψ

(
vi
t,x

∗
t+1,xt

)
(3.2)

ut =
n∑

i=1

λi
tu

i
t (3.3)

where x∗, x, and x̂i are the desired state, the sensory feedback, and the output
of i-th forward model respectively. Here, ui

t represents i-th module’s control
signal, ut the total control signal. The inverse and forward functions are ψ()
and φ() respectively. The vector of the parameters are represented by wi

t and vi
t.

It must be noted here that, this usage of the forward models is different than
the standard internal model control (IMC) in schemes such as Smith predictor.

1A motor signal from the CNS to the periphery is called an efference, and an internal copy
of this signal is called an efference copy. Among others, an efference copy enables the brain to
predict the sensory feedback from movements and to distinguish between self-generated and
exogenous signals.
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In IMC based design, a controller acts upon the new information existing in
the difference between the output of the real system and its internal forward
model [24] whereas in MOSIAC the main purpose of the forward models is
partitioning the state space. In that respect, MOSAIC is conceptually similar
to the mixture of experts [26, 42]. In addition, an inverse model could be built
by using a recurrent structure which is proposed in the decorrelation controller
interpretation of the cerebellum [13, 60].

For training such networks, two questions must be confronted; which mod-
ule and when it must be trained. These are formally known as structural and
temporal credit assignment. The responsibility signal plays an important roll in
both structural and temporal credit assignment since it adjusts the learning rate
for forward models and inverse models.

Assuming a Gaussian posterior probability and a prior probability as a func-
tion of the current context yt and a parameter vector δit, the responsibility signal
is defined as

P i
t =η

(
δit, yt

)
(3.4)

p
(
xt|wi

t, ut, i
)
=

1√
2πσ2

e−|xt−x̂i
t|2/2σ2

(3.5)

λi
t =

P i
t p (xt|wi

t, ut, i)∑n
j=1 P

j
t p

(
xt|wj

t , ut, j
) (3.6)

where σ is a parameter that tunes the sensitivity to the prediction error of a
forward model.

Accordingly, the following update rule applies to the forward model:

Δwi
t = ελi

t

dφi

dwi
t

(
xt − x̂i

t

)
, (3.7)

where ε is the learning rate.
In general, inverse model learning is possible by a) direct modeling: e.g.

through motor babbling and observing input and output data. This approach
runs into difficulty in case of extra degrees-of-freedom; b) feedback-error-learning
(FEL): the feedback controller transforms the trajectory error in sensory coor-
dinates, into a feedback motor command; or c) distal supervised learning: a
froward model is used to convert outcome errors into the errors in the motor
command [43].

Distal error problem for supervised learning is present whenever the stan-
dard of correctness is available in a coordinate systems that is different from the
one in which the learning system produces its output. Reinforcement learning
can offer another approach to solve this problem since it does not require error
vectors.

The following equation represents the update rule of the inverse models.
This is FEL where the feedback error, ufb, approximates the actual error in the
command coordinate.

Δvit = ελi
t

dψi

dvit

(
u∗
t − ui

t

) � ελi
t

dψi

dvit
ufb (3.8)
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Figure 3.2: Block diagram for voluntary-movement learning control by a corticonuclear
microcomplex in a cerebro-cerebellar communication loop (adapted from [50]).

Ito has viewed the cerebellum as an adaptive side path to the descending
system, modulating the feedforward commands issued by cerebral control cen-
ters. While Kawato considers it as an alternative to these cerebral systems, re-
placing their control function [53]. Both inverse model controllers and FEL fit
quite well in the Kawato’s view of the cerebellum [50, 45] and hence MOSAIC.

In fact, gradient descent update rules reminds of Fujita’s heterosynaptic
plasticity rule [20]. This single rule can reproduce the effect of both LTD and
LTP for the synaptic efficacy of a single parallel fiber synapse [46].

τdwi/dt = −xi (F − Fspont) , (3.9)

where τ is the time constant, wi is the synaptic weight of the ith parallel fiber-
Purkinje cell synapse, xi is the firing frequency of the ith parallel fiber-Purkinje
cell synapse, F is the firing frequency of the climbing fiber input, and Fspont is
its spontaneous level.

Since the original paper on MOSAIC [79], there have been some develop-
ment in its application and a few extensions. There is a successful report on
the application of the original proposal for controlling three different objects,
characterized by different mass, weight, and damping factor. In this report, the
system was able to learn multiple tasks(controlling an object), generalize to a
new task and switch between tasks appropriately [30].

HMM-MOSAIC [32], is a variant which make use of Hidden Markov Model
(HMM) for improving both the training and the switching aspects of MOSAIC.
The methodology is inspired by speech processing techniques and the train-
ing algorithm is a specialized instance of Expectation Maximization (EM) algo-
rithm. Though it is difficult to motivate this probabilistic approach biologically,
it is argued by the authors that the context estimation by human could be well
described by HMM models.

The same authors extended their model later to a hierarchical MOSAIC,
HMOSAIC [31]. In this paradigm, the modules could be cascaded. A higher-
level MOSAIC receives an abstract desired trajectory and posterior probabilities
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of its subordinate level and generates as a motor command, prior probabilities
for the lower-level modules. The model was tested with the same three objects.

In [73], e-MOSAIC has been proposed and used for humanoid robot con-
trol. In this architecture, forward models serve as state estimators in form of
Kalman filters and contribute to the overall state estimate. Instead of inverse
models, for each observer a matching Linear Quadratic (LQ) controller is de-
signed which together with the overall state estimate, functions as a (Linear
Quadratic Gaussian) LQG controller. The responsibility weighted summation
of these LQG controllers constitute the control signal. The models are fixed with
no adaptation.

MOSAIC scheme has also been extended to the reinforcement learning paradigm
as multiple model-based reinforcement learning (MMRL), in which each inverse
model controller was replaced by a reinforcement learning agent [14]. The au-
thors have developed discrete and continuous cases in parallel and tested the
structure in a haunting task in a grid world and for controlling an inverted pen-
dulum.

In order to control sit-to-stand task, an automatic module assigning MO-
SAIC, AMA-MOSAICI has been proposed [18]. The whole task is decomposed
to linear subtasks by a clustering algorithm. The main feature of this work is
that the number of the required modules is automatically determined. How-
ever, both clustering and training are done off-line.

3.2 Arm

The dynamics of a human arm could be analyzed similarly to solid multi-joint
manipulators. The equations of motion are usually derived by the Lagrange’s
equations. These equations have a generic form of:

H(θ)θ̈ +C(θ, θ̇) +G(θ) = τ (3.10)

where H(θ) is a symmetric positive definite inertia matrix, C(θ, θ̇) is the vector
of centripetal and Coriolis torques, and G(θ) is the term due to gravity. θ ∈ R

n

is the vector of joint angels and its time derivatives denoted by dot operator.
The system is driven by torque vector, τ ∈ R

n.

It is known that a human arm has 7 degrees of freedom (DOF) in its kine-
matic structure while 6 DOF are sufficient for manipulating objects [8]. For the
sake of simplicity, a two link model can represent the human arm. If we further
limit the motion in a horizontal plane, only two joints with one degree of free-
dom are required and the effect of the gravity is ignored. In case of two links
without excluding the gravity, the matrices in Equation 3.10 are as follows:
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Figure 3.3: Schematic of Arm and its geometry

H =

[
h11 h12

h12 h22

]
(3.11)

h11 =m2L
2
1 +m1r

2
1 + I1 + 2m2r2L1 cos(θ2) +m2r

2
2 + I2

h12 =m2r2L1 cos(θ2) +m2r
2
2 + I2

h22 =m2r
2
2 + I2

C =

[
−2m2r2L1θ̇1θ̇2 sin(θ2)− L1m2θ̇2

2
r2 sin(θ2)

m2r2θ̇1
2
L1 sin(θ2)

]
(3.12)

G =

[
m2r2g cos(θ1 + θ2) +m2L1g cos(θ1) +m1r1g cos(θ1)

m2r2g cos(θ1 + θ2)

]
, (3.13)

where the subscripts of θ indicate its elements; the gravitational acceleration is
denoted by g; with indices denoting the link number, m, l, r, and , I refer to
link mass, link length, the distance between the previous joint to the center of
the gravity of a link, and moment of inertia around the center of mass respec-
tively. These values for an average male person could be chosen according to
Table 3.1 [33].

Table 3.1: Geometrical and dynamical parameters of the arm

m L r I
(kg) (m) (m) (kg.m2)

Link 1 1.59 0.3 0.13 0.0216
Link 2 1.44 0.35 0.14 0.0089

Another aspect of a human arm is its musculo-skeletal structure. In other
words, how muscles are connected to the bones. In reality, major prime movers
are extended over more than one joint [28]. However, with an eye on robotic
application, a model according to Figure 3.3 could be used. This model has the
feature of both mono-articular and bi-articular muscles and with right parameters
can closely simulate a human arm [44].
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The relation between muscles and an arm can generally be written as

τ(θ, θ̇, u) =− A(θ)TT (�, �̇, u) (3.14)
� =L(θ). (3.15)

Here l ∈ R
m and θ are the actual muscle length and joint angle vectors; τ

is the joint torque generated by agonist and antagonist muscles; T ∈ R
m is the

muscle tension vector; A(θ) ∈ R
2×m is the moment arm matrix; u ∈ R

m is the
motor command vector fed to the muscles where m is the number of muscles.
The muscle lengths are uniquely determined from the joint angles by function
L(θ).

By assuming constant moment arm matrix which do not depend on joint
angles, A(θ) = A, the muscle vector is given as

� =�m − Aθ (3.16)

A =

(
a1 a2 0 0 a5 a6
0 0 a3 a4 a7 a8

)T

, (3.17)

where lm is the muscle length when the joint angle is zero.
Table 3.2 represents the average of anatomical data for matrix A [44].

Table 3.2: a1, shoulder flexor; a2 shoulder extensor; a3 elbow flexor;a4 elbow extensor;
a5 and a6 double-joint flexor; a6 and a7 double-joint extensor;

a1, a2 a3, a4 a5, a6 a6, a7
Moment arm (cm) 4.0 2.5 2.8 3.5

3.3 Muscle

A muscle is composed of many long, thin cells, called fibers arranged in par-
allel. The fibers are composed of several thousand myofibrils which, in turn,
composed of microscopic units called sarcomeres. Sarcomers are the basic con-
tractile units of muscles. Muscle contractile properties depend on the fiber
length and muscle cross-sectional area. Therefore, they are usually normalized
by these parameters [51]. The rate of change in the length of a muscle have a
non-linear relation to the force it can exert.

Muscle models could be categorized in three major groups based on their
complexity:

1. input-output models: they are often in form of linear transfer functions
from neural excitation to force. Second order models are the most com-
mon.

2. lumped parameter mechanical models: These models composed of differ-
ent mechanical elements such as springs and dashpots to represent vis-
coelastic property of a muscle. It is also possible to incorporate non-linear
force-velocity behavior of a muscle or tendon properties into them. These
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models are named after A.V Hill as Hill models [34]. The benefit of Hill-
type models is that they have directly measurable mechanical properties.
Model inputs may be neural excitation, or length and force perturbations,
and outputs can include stiffness, and the time course of muscle length
changes besides muscle force. These models are even called by their cor-
responding mechanical model names, known as the standard solid model
or simpler ones, Kelvin-Voigt containing only a parallel spring damper or
Maxwell model containing a spring in series with a damper [59].

3. cross-bridge models: They try to capture the dynamics of molecular pro-
cess that is responsible for force generation. A cross-bridge is a population
of molecular projections between two sets of interdigitating protein fila-
ments building up a sarcomer and can produce a ratchet-like action. In-
puts in these models can consist of neural excitation pulses or mechanical
perturbations,while outputs can cover a wide range of mechanical vari-
ables and thermodynamic information.

Figure 3.4: Schematic of (A) Hill model structure, (B) the force-velocity relation for
both concentric and eccentric regions (taken from [51]).

Among the above mentioned models, Hill-type models are by far the most
widely used. However, they cannot predict “yield” and has no mechanism to
handle varying cross-bridge persistence observed with different movement his-
tories.

Many other factors seem to be important in modeling. For instance, though
the tendon is usually modeled as an ideal spring they have more complex prop-
erties. The energy storage property of it, plays an integral role in efficient jump-
ing locomotion. For correct understanding of muscle function, it is also nec-
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essary to understand the process that engages muscle fibers, i.e. motorneuron
recruitment.

On the other hand, the complex structure of muscle system seems to offer
some benefits. For example, muscle stiffness increases approximately linearly
with muscle activation [58].

Ignoring the series elastic element in Figure 3.4 (A) results in Kelvin-Voight
model. In this model, the muscle tension, T , is determined by

T (l, l̇, u) = K(u) (lr(u)− l)− B(u)l̇ (3.18)

where l is the muscle length vector, l̇ is the contraction velocity vector and lr(u)
the rest length of the muscle. K(u) and B(u) denote muscle stiffness ad viscosity
respectively. In general all these parameters depend on the motor neuronal
activations u, however following [44] for simplicity we assumed that they are
linear functions of the motor command u:

K(u) =k0 + ku (3.19)
B(u) =b0 + bu (3.20)
lr(u) =l0 + ru (3.21)

Here k0, b0 and l0 are intrinsic elasticity, viscosity and rest length when u is
zero. In our simulations, we used the same parameter values as [44].

3.4 Sensory System and Lower Motor Control

There are two main sources of feedback directly from limbs. Cutaneous inputs
from the skin area is believed to provide kinesthetic information [6]. Moreover,
it is shown that joint parameters could be sufficiently encoded by the skin re-
ceptors [5].

Muscles are also equipped with the so called proprioceptors. The afferent
from these elements provide feedback about the state of the arm and its move-
ments. Muscle spindles are attached in parallel to the extrafusal fibers which
are responsible for the actual movement. The spindles are fine intrafusal muscle
fibers containing a fluid-filled capsule and give rise to the primary afferent, Ia,
and the secondary afferent, II. Roughly speaking, Ia signals the rate of change
in muscle length while type II afferents are correlated with the length of mus-
cles [37].

Type I and II are differentiated because of the thickness of the fibers and
hence their transmission speed. Furthermore, Gamma motor neurons contracts
the spindle affecting its discharge rate. Muscles contract following the excita-
tion by alpha motor neurons. By coactivation of α-γ, The neural mechanism
makes it possible to detect external perturbations in order to compensate for
them. The FLETE model affording independent control of muscle’s lengths and
tensions provides a good picture of the mechanism of this part of the spinal
circuitry [7].

In addition to the muscle spindles, there are Golgi tendon organs (GTO) lo-
cated between extrafusal muscle fibers and tendons and give rise to Ib afferents.
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GTO’s discharge rate increases by the increase in the tension in muscle and de-
creases as it is released [68].

The neural reflex circuit makes use of the spindle and the GTO so that the
change in length and tension is automatically opposed. The circuitry and a
schematic of this mechanism is shown in Figure 3.5.
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Figure 3.5: Sensory feedbacks and spinal reflex mechanism: (a) schematic diagram of
reflex and descending pathways, arrows show excitatory inputs and circles inhibitory
connections, (modified from [68]); (b) Neural reflex circuitry of the spinal segment,
the abbreviations are (MN) motorneuron, (IaIn) Ia inhibitory and (IbIn) Ib inhibitory
interneuron, (Rn) Renshaw cell. Line segments and open circles represent excitatory
and inhibitory synapses respectively (taken from [9]).

3.5 Trajectory Generation

The simplest kinematic description of the trajectory is given by minimum jerk
model [19]. It is meant to predict the bell shaped velocity profile of arm move-
ment. In a planer case, the optimization criterion is as follows:
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C =
1

2

∫ tf

0

((
d3x

dt3

)2

+

(
d3y

dt3

)2
)

dt, (3.22)

where x and y represent the coordinate and tf the duration of the movement.
Another descriptive model is the 2/3 law which relates the geometry of

movement to the velocity. The 2/3 law states that the angular velocity is re-
lated to the curvature of the trajectory path by a power law and a proportion-
ality constant. A variation of minimum jerk model called constrained minimum
jerk model [74] optimizes jerk too but under the constraint of a predefined path.
Therefore, it is not limited to the via-points for more complex paths and similar
results to the 2/3 law could be derived.

There are models trying to find the underlying principles of the movements.
Among them, minimum torque-change and minimum motor-command-change
are meant to minimize “wear and tear” in the actuators [8].

There is another view that holds the neural level and the goal of accurate
reaching responsible for the observed trajectories [29]. In contrast to the previ-
ous methods which try to maximize smoothness or efficiency, the precision is
maximized in this approach. With a more generic application, it is named TOPS
(Task Optimization in the Presence of Signal Dependent Noise) [8].
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Chapter 4

Experiments - Part 1

4.1 MOSAIC

In this experiment, mainly the work done in [30] has been replicated. The main
difference is that we have used minimum jerk trajectory instead of Ornstein-
Uhlenbeck(OU) process [75]. Since OU process is a random process, it has a
better excitation characteristic. However, minimum jerk trajectory turned out
to be sufficient. The objects are switched cyclically every 10 seconds between
the three objects shown in Figure 4.1.

Figure 4.2 shows that after adaptation, the forward modules correctly select
the inverse controllers and the control is done in a feedforward manner (negli-
gible feedback signal).

M(Kg) B(Ns/m) K
α 1.0 2.0 8.0
β 5.0 7.0 4.0
γ 8.0 3.0 1.0

Figure 4.1: Schematic illustration showing the properties of three manipulated objects
with mass M, damping B, and spring factor K (adapted from [79]).
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Figure 4.2: Simulation of MOSAIC while switching between three objects, blue object
one, red object two, and green object three. The horizontal axis shows time in seconds.
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Figure 4.3: Simulation of MOSAIC while switching between three objects, blue object
one, red object two, and green object three, cyan overall estimate or overall output. The
horizontal axis shows time in seconds.
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4.2 Arm with Muscles

In this experiment the musculoskeletal model of the arm according to Sections 3.2
and 3.3 has been tested. Figure 4.4 shows the movement of the arm with con-
stant muscle activation. Because of the viscoelastic property of the muscles, it is
observed that the arm oscillates before it settles down in the final position.
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Figure 4.4: Movement of arm with constant muscle activation.



Chapter 5

Toward a Complete Plant

There have been many attempts to simulate the motor control loop for the arm
[71, 65, 72, 56, 38]. Such works vary in the details of the models and the as-
sumptions. Among others, [10] because of the level of detail and the attempt to
be faithful to the biology is notable. In Chapter 3, we discussed about different
components which are required to build a complete plant. Here, we discuss
mainly about the potential problems with MOSAIC and remaining elements
which make an end-2-end simulation possible.

5.1 Additional Considerations

The main components of the control loop of the arm were reviewed in Chap-
ter 3. However, important questions still need to be answered.

In what coordinate system the signals in the brain are represented? At least
four coordinate systems are distinguishable: task space where tasks are de-
fined possibly in terms of sensor reading , workspace corresponding to six-
dimensional Cartesian space, joint space determining configuration of joints,
and actuator space where actual motion commands are issued. There are evi-
dences for joint-based control [67]. However, this implies transformation from
joint to actuator space (muscle space). It is not totally clear what the neural sub-
strate of such transformations is. The transformation between torques to muscle
tensions, has been suggested to happen in C3/C4 network [64]. Given a simple
model for the muscles, they have implemented an ideal joint to actuator space
transformation by algebraic equations.

The control system in human is highly hierarchical. How important lower
level motor control such as stretch reflex is? Does higher level motor control
take advantage of muscle synergy in the spinal motor circuits to simplify the
motor control [12]?

Motor learning does not happen at once and usually undergoes a period of
consolidation. The central nervous system has specific strategies for learning
which are sometimes related to the stage of development. In addition, it is
strongly argued against rote learning of a trajectory. With regard to different
tasks, we need to find out how we store and recall learned plans.
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5.2 Applicability of MOSAIC

During the experiments with the original MOSAIC model, it was made clear
that even our simplified model of the arm seems to be too complex to be con-
trolled by it. These observations are summarized in the following list:

1. MOSAIC does not efficiently distribute responsibilities between modules:
In other words, there is no guarantee that each module takes a portion of
the responsibility. Thus, it is possible that only one module gets adapted
and controls while the rest are unused or all do the same thing.

2. The responsibility signal is based on one sample prediction and therefore
not reliable: It might cause chattering where switching back and forth
between two controllers happens

3. Combination of models does not constitute stable equilibrium points in
relation to the adaptation: As it is expected from MOSAIC, new functions
should be attained by combining the previously learned modules. Even
if the responsibility predictors correctly combine the controllers, small er-
rors would force one system to specialize if it is possible.

4. Performance is limited by the quality of the forward models: The quality
of responsibility signals and the value of sigma parameter in Equation 3.5
have a critical effect on the performance of the model.

Besides the above mentioned issues, there are undefined elements by the
structure of MOSAIC. Most importantly, how inverse and forward models should
be chosen and implemented. One alternative would be an exact replication of
biological circuits (at least for the control part of the modules where it is possi-
ble). The main drawback of this approach is that the stability criteria is difficult
to be evaluated and the training procedure is not clear. This is partly due to our
lack of comprehensive knowledge about the nature of biological signals.

It is right to question why different modules are required in the first place [55].
In a very abstract way, modules can break a complex systems into simpler and
more manageable ones i.e. they are easier to be designed, trained, etc. The
easiest way would be to consider a partitioning principle such as different do-
mains in time, space, frequency, etc. From a more cognitive perspective which
seems to be the motivation for such models, we can divide up an experience ac-
cording to specialized tasks (e.g. manipulating different objects) or for different
subtasks (e.g. part of the trajectory in sit-to-stand movement). These give rise to
the notion of functional modules vs. state based modules. By state based modules,
we mean modules corresponding to different operating point thus excluding
internal parameters of a system from the state definition.

Another question is what role plasticity plays. It could be conjectured that
it is the substrate of the adaptive mechanism required for the existing internal
models to cope with small changes in the plant. It could also be seen as a way
to acquire new skills. It is questionable how it might affect the already trained
modules in relation to new tasks.

In this generic view of the modules, a trade-off between unit complexity vs.
the number of the modules is imaginable. In other words, one can reduce the
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number of modules at the expense of more complex units and vice versa. In a
similar manner, unit adaptation could be substituted by effective switching or
combination mechanism. These trade-offs have interesting theoretical implica-
tions.

It has been suggested that the MOSAIC structure can be interpreted as a
time-varying RBF (Radial Base Function) network [18]. Compared to a con-
ventional RBF network, MOSAIC uses functions of inputs instead of constant
coefficients and the center points are the next desired points and therefore time
variant. Although potentially much more complex functions could be estimated
by a time-varying RBF network, it is not clear how we can harness its power.
For example by using linear forward models, it is easy to verify the approxima-
tion capability of this network is not different than a locally weighted projection
regression (LWPR) [78].

5.3 Possible Solutions

To address some of these problems, we take advantage of a few known con-
trol approaches. First of all, the neural circuitry and specifically the inverse
controllers in the MOSAIC model could be replaced by adaptive filters. In
fact, CBFELM proposed by Kawato is quite compatible to this view. Also,
Schweighofer-Arbib model [64, 65] could similarly be analyzed in the frame-
work proposed by Sanner and Slotine [63]. They have proposed approximation
of the non-linear state transition matrix and adaptation of parameters. More-
over, from computational point of view the cerebellar circuitry could be repre-
sented by a two layer artificial neural network consisting of a layer of granule
cells and a layer of Purkinje cells.

As a partitioning principle, it is possible to consider linearization technique
around different operating points and switching between them. This is in fact
equivalent to different subtasks. Functional modules can be realized by having
ideal inverse models with different initial parameters. Additionally, the combi-
nation of these two techniques is possible.

In order to solve the problem of switching back and forth and poor combi-
nation, we can introduce prior probabilities to take into account temporal con-
tinuity or spatial locality. Also Hidden Markov Model (HMM) is able to model
probability transitions in a much more efficient way. To solve the problem with
the distribution of modules, ideas from self-organizing networks could be bor-
rowed and simulated annealing of parameters could be considered. Another
way to improve the performance is that to ensure that the error in a forward
model prediction follows the error in the corresponding inverse model i.e. the
module which has the lowest error in prediction should produce the lowest er-
ror in control.

Though the problems of choosing a controller and a combination method
are not totally independent, the following list summarizes the pros and cons of
some of the choices discussed above or used in the variants of MOSAIC (refer
to Section 3.1).
What controller?

• Simplified Cellular structure
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+ Not much different than a 2 layer ANN

+ Compatible with FEL

- Requires more work on stability

• RBF Neural Network

+ Generic non-linear (NL) function approximator

+ Compatible with FEL

+ Stability could be addressed

• Adaptive Computed Torque

+ Simple implementation

+ compatible with FEL and able to cope with delay

- Calculation of nonlinear functions are biologically implausible

• LQR

+ Strong support from control

+ Fairly simple to calculate

+ Lend itself to linearization technique

- No adaptation

- Violates internal model

• Linear with adaptation

+ Compatible with FEL

- Lack of theory for NL plant and combination strategy

- Stability

What combining algorithm?

• Original MOSAIC

- Based on instantaneous error so jittery

- Sensitive to sigma parameter

- No of modules are manually tuned

- Inefficient distribution of resp. among modules

• HMM MOSAIC

- heavy computation

- Fixed to linear forward models

- Originally in batch mode (possible to be made online)

+ improved parameter tuning and resp. estimation by EM

• eMOSAIC
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+ Better resp. through prior probability (temporal continuity constraint)

• AMA-MOSAICI

+ Linear clustering algorithm to split the trajectory to subtasks
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Chapter 6

Integrated Model

Figure 6.1 is the block diagram of the complete plant. It highlights the building
blocks and the assumed variables.
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Figure 6.1: A high level structure of the complete control loop. X denotes the desired
position in the task space, θ and τsp are defined in the joint space and denote the angular
position and the torque sent to the minimum tension algorithm respectively. The vector
of muscle activations is represented by u and T shows the tensions across the muscles.

Figure 6.2 is a customized cerebellar controller which is used for the final
experiments. Since each module in this model has a signature receptive field for
its training, we call it ORF-MOSAIC (Organized by Receptive Fields MOSAIC).
Other variations which were used in the project appear in the appendix.

6.1 Assumptions

Here, the assumptions of our models are summarized. Similar assumptions are
commonly made and they are partly supported by biological evidences.

• The motor cortex is responsible for trajectory planning in the form of min-
imum jerk [19]
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• Planning is done in task space, control in joint space and there is a trans-
formation to muscle space [64] (for joint based control see [67])

• The cerebellum builds internal models so that after learning control is
done by inverse models [47]

• The sensory system through either proprioceptive or cutaneous receptors
is able to provide an estimate of joint angles, angular velocity and acceler-
ation [37, 5]

• Muscle coactivation works in a way that in an agile motion the total ten-
sion across muscles is minimized

Also for the modules, according to the discussion in the previous chapter, we
chose to examine the function based and the state based modules. To arrive at
the final design, we experimented with the FEL controller [25] and the adaptive
controller based on Slotine’s work [70, 69] as the control modules.

6.2 Implementation

Matlab and Simulink were used for implementation of the algorithms. We also
benefit from some routines in Robotic Toolbox [11]. In the rest of this section,
some details of the implementation are described.

6.2.1 Forward and Inverse Kinematics

In case of a simple two link model of an arm, both the forward and the inverse
kinematics is possible to be computed geometrically. Specifically, the position
of the hand is determined by:
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pEE =

[
l1 cos(θ1) + l2 cos(θ1 + θ2)
l1 sin(θ1) + l2 sin(θ1 + θ2)

]
(6.1)

The inverse kinematics is about finding the joint space variables given the
task space variables. Even for the simple case of two link manipulator, the an-
gles are not unique i.e. for every end effector’s position, there are two sets of
angles. However, because of the limitation in the joints of human arm we can
ignore one of the solution. Accordingly

θ2 = +atan

√
(l1 + l2)2 − (x2 + y2)

(x2 + y2)− (l1 − l2)2
(6.2)

θ1 = atan2 (x(l1 + l2 cos(θ2)) + yl2 sin(θ2), y(l1 + l2 cos(θ2))− xl2 sin(θ2)) ,
(6.3)

where atan2 is four quadrant arctangent function.
On the contrary, even for extra degrees of freedom, the speed of the end

effector is uniquely determined by multiplication of the velocities in the task
space by the inverse of the geometrical Jacobian matrix.

V =Jeθ̇ (6.4)

Je =

[−l1 sin(θ1)− l2 sin(θ1 + θ2) − sin(θ1 + θ2)l2
l1 cos(θ1) + l2 cos(θ1 + θ2) l2 cos(θ1 + θ2)

]
(6.5)

Similarly, by taking derivative of Equation 6.4, we can derive the relation
between the acceleration in the task space and the joint space.

a =
dV

dt
= J̇θ̇ + Jθ̈ =

[
θ̇
T
H(x)θ̇

θ̇
T
H(y)θ̇

]
+ Jθ̈, (6.6)

where H() is the Hessian matrix with respect to the variable indicated in paren-
theses.

6.2.2 Desired Trajectory

According to our assumptions, the desired trajectory in the task space follows
the minimum jerk principle. The solution to minimum jerk for traveling be-
tween two points is basically a fifth order polynomial [68]. If we set the bound-
ary conditions for the starting and end positions and velocities and accelera-
tions to zero, the following equations are obtained. In case of non-straight paths,
it is possible to define via-points.

Minimizing

H (x(t)) =
1

2

∫ a

t=0

(...
x2 +

...
y 2

)
dt, (6.7)

results in

x(t) =

(
xi + (xf − xi) (10(t/a)

3 − 15(t/a)4 + 6(t/a)5)
yi + (yf − yi) (10(t/a)

3 − 15(t/a)4 + 6(t/a)5)

)
(6.8)
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6.2.3 Minimum Tension Control

According to our assumptions and the discussion in Section 5.1, a transforma-
tion between joint space and muscle space must exist. In an agile movement, it
is assumed to follow a minimum tension principle.

minimize
u

1

2
T TT subject to 0 ≤ u ≤ 1 and τ = τsp (6.9)

Since the vector of tensions T is a 2nd degree function of u, the problem could
be posed as convex optimization. However, due to simple structure of the equa-
tions, it is possible to solve it with quadratic programming [23] in the following
generic form:

minimize
x

1

2
xTHx+ fTx subject to Ax ≤ b. (6.10)

Let’s define

B = −A(θ)T (6.11)

By orthogonal decomposition of T , we get

T =Tm + T⊥α (6.12)

Tm =B†τsp (6.13)

T⊥ =I6×6 − B†B, (6.14)

where B† is the Moore-Penrose pseudo inverse of B and α ∈ R
6 is an arbitrary

vector.
Substituting (6.12) into the optimization problem results in:

1

2
T TT =

1

2
(Tm + T⊥α)

T (Tm + T⊥α)

=
1

2
αTT T

⊥T⊥α +
(
T T
⊥Tm

)T
α. (6.15)

Since T is a convex function of u, we observe that its maximum and mini-
mum in the range of the allowable muscle activation (0 ≤ u ≤ 1) lie either at
the extremum points or the border points. Additionally, rows of T are indepen-
dents, i.e., each row is only a function of one element of u. Therefore, by limiting
T between theses values we can guarantee that u is within the range.

T >min (T0, T1, Tx) ⇒ T⊥α < −min (T0, T1, Tx) + Tm (6.16)
T <max (T0, T1, Tx) ⇒ T⊥α < max (T0, T1, Tx)− Tm (6.17)

Here, T0, T1, and Tx corresponds to the tension with uniformly null activations,
one, and activation corresponding to the extrema of (3.18) respectively.

Consequently, the constraints could be written as follows:

A =

(−T⊥
T⊥

)
, b =

(
Tm −min (T0, T1, Tx)
−Tm +max (T0, T1, Tx)

)
, (6.18)

which results in the final quadratic programming problem,

minimize
α

1

2
αTT T

⊥T⊥α +
(
T T
⊥Tm

)T
α subject to Aα ≤ b. (6.19)

After finding α, the optimum tension vector is calculated by (6.12), and u is
uniquely determined by (3.18).
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6.2.4 Adaptive Controller (Slotine)

This scheme effectively exploits some particular structure of a manipulator’s
dynamics. Accordingly, it results in simple stable algorithm which requires nei-
ther feedback of joint accelerations nor inversion of the estimated inertia matrix
[70, 69]. In this approach, a reference trajectory is introduced to restrict the
residual error to lie on a sliding surface. This guarantees that position error as
well as velocity errors converge to zero (see [39] for a critique of the proofs). KP

and Γ are symmetric positive definite matrices, usually diagonal. In joint space
the controller equations are

q̃(t) =q(t)− qd(t) (6.20)
q̇r =q̇d −Λq̃ (6.21)

q̈r =q̈d −Λ ˙̃q (6.22)

s = ˙̃qr = q̇− q̇r = ˙̃q+Λq̃ (6.23)

The control law and adaptation law are

τ =Ĥ(q)q̈r + Ĉ(q, q̇)q̇r + Ĝ(q)−KDs (6.24)
˙̂a =−Λ−1YT (q, q̇, q̇r, q̈r) s, (6.25)

where Y is defined so that

Y (q, q̇, q̇r, q̈r) â = Ĥ(q)q̈r + Ĉ(q, q̇)q̇r + Ĝ(q) (6.26)

If we drop the boldface notation for simplicity, we find the following equa-
tions for a simple two-link manipulator:

H(q)q̈ + C(q, q̇)q̇ = τ (6.27)

H =

(
a1 + 2a3 cos(q2) + a2 a3 cos(q2) + a2

a3 cos(q2) + a2 a2

)
(6.28)

C =

(−a3 sin(q2)q̇2 −a3 sin(q2)(q̇1 + q̇2)
a3 sin(q2)q̇1 0

)
(6.29)

a1 =m2l
2
1 +m1r

2
1 + I1 (6.30)

a2 =m2r
2
2 + I2 (6.31)

a3 =m2l1r2 (6.32)

Using the notation of c2 = cos(q2) and s2 = sin(q2),

Y (q, q̇, q̇r, q̈r) =

[
Y11 Y12 Y13

0 Y22 Y23

]
(6.33)

Y11 =q̈r1, Y12 = q̈r1 + q̈r2 (6.34)
Y13 =2c2q̈r1 + c2q̈r2 − s2q̇2q̇r1 − s2q̇r2q̇1 − s2q̇2q̇r2 (6.35)
Y22 =q̈r1 + q̈r2, Y23 = c2q̈r1 + s2q̇r1q̇1 (6.36)
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6.2.5 FEL Controller

Using small-gain theorem and Lyapunov stability theorem, the authors in [76]
have developed a framework for analysis of the stability of FEL with time delay
in the feedback loop. The result has been derived for a two-link manipulator
and a posssible extension to other non-linear systems has been suggested. In
addition, it has been claimed that such structure is able to cope with delays up
to 200 milliseconds in practice.

Assuming that Kfb = − [K1K2] is stabilizing for a well-tuned system (no
error in estimated parameters) and for given time delay d, and additionally
H(θ)K2 = K2H(θ), they have shown that the adaptive control system is globally
asymptotically stable [76].

Here is the derivation of the required controller for the two link arm struc-
ture.

Y (q, q̇, q̈) =

[
Y11 Y12 Y13

0 Y22 Y23

]
(6.37)

Y11 =q̈1, Y12 = q̈1 + q̈2 (6.38)
Y13 =2q̈1 cos(q2) + cos(q2)q̈2 − 2q̇1q̇2 sin(q2)− q̇22 sin(q2) (6.39)
Y22 =q̈1 + q̈2, Y23 = q̈1 cos(q2) + q̇21 sin(q2) (6.40)

In order to model an external field in the form of Equation 6.41, we extend
the parameters as follows.

f = Bq̇, (6.41)

where f is force vector, q̇ the angular velocity vector, and B is a constant matrix
representing viscosity of the environment in the joint space.

B =

[
b1 b2
b3 b4

]
(6.42)

a = (a1, a2, a3, b1, b2, b3, b4) (6.43)

and the required

Y (q, q̇, q̈) =

[
Y11 Y12 Y13 Y14 Y15 0 0
0 Y22 Y23 0 0 Y26 Y27

]
(6.44)

Y11 =q̈1, Y12 = q̈1 + q̈2 (6.45)
Y13 =2q̈1 cos(q2) + cos(q2)q̈2 − 2q̇1q̇2 sin(q2)− q̇22 sin(q2) (6.46)
Y14 =q̇1, Y15 = q̇2 (6.47)
Y22 =q̈1 + q̈2 (6.48)
Y23 =q̈1 cos(q2) + (q̇21) sin(q2) (6.49)
Y26 =q̇1, Y27 = q̇2 (6.50)

(6.51)



6.2 Implementation 37

6.2.6 Improving Responsibility Signal

As discussed earlier, when we are dealing with a few modules, it is required
that the prediction error indicate correctly the error in the output of the cor-
responding inverse model. Forward models could act as observer and predict
the current system state. In continuous formulation, another possibility is to
consider an estimate of the acceleration, ˆ̈q, as the output of the forward mod-
els. No matter how forward modules partition the space, it is reasonable that
their prediction quality covary with the control quality of the respective inverse
models.

Consider the simplified equation of the motion.

τ = H(q)q̈+C(q, q̇)q̇ (6.52)

In case of a FEL controller, the torque after perfect adaptation and the esti-
mated one based on the current parameters result in the following equations.

τ o =H(qd)q̈d +C(qd, q̇d)q̇d (6.53)

τ̂ =Ĥ(qd)q̈+ Ĉ(qd, q̇d)q̇d (6.54)

τ o − τ̂ =
[
H(qd)− Ĥ(qd)

]
q̈d +

[
C(qd, q̇d)− Ĉ(qd, q̇d)

]
q̇d (6.55)

Similarly, we can calculate the error in the prediction of forward models.

q̈ =H−1(q)τ −H−1C(q, q̇)q̇ (6.56)
ˆ̈q =Ĥ−1(q)τ − Ĥ−1(q)Ĉ(q, q̇)q̇ (6.57)

q̈− ˆ̈q =q̈− Ĥ−1(q) (H(q)q̈+C(q, q̇)q̇) + Ĥ−1(q)Ĉ(q, q̇)q̇ (6.58)

=q̈− Ĥ−1(q)H(q)q̈− Ĥ−1(q)
(
C(q, q̇)− Ĉ(q, q̇)

)
q̇ (6.59)

By comparing Equation 6.55 and 6.59, we see that the multiplication of the
prediction error by −Ĥ(q) result in a similar dynamics to Equation 6.55. If we
are following the desired trajectory, they become exactly the same.

−Ĥ(q)(q̈− ˆ̈q) =
[
H(q)− Ĥ(q)

]
q̈+

[
C(q, q̇)− Ĉ(q, q̇)

]
q̇ (6.60)

To show the validity of Equation 6.60, we present the result of a simulation.
The system has not yet converged as Figure 6.3 indicates. By comparing Fig-
ure 6.5 and 6.6, it is clear that the transformed error of the forward prediction
correlates better with the error in the control by the inverse model.
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Figure 6.3: Feedforward and feedback torques before convergence to the final values
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Figure 6.4: The error between the measured joint acceleration and the predicted joint
acceleration
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Figure 6.5: The error between the required torque and the torque produced by an in-
verse model paired to the forward model used in Figure 6.4
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Figure 6.6: Adjusted error of forward prediction according to the Equation 6.60

6.2.7 Receptive Fields

In ORF-MOSAIC, each module has a signature receptive field modulating its
training and giving rise to the organizational structure of the modules. We
chose a radial base function for this purpose as below:

RFi (x(t)) = e−(x(t)−xi)
TΣi(x(t)−xi), (6.61)

where x(t) is a vector of the states containing both θ and θ̇. The highest reception
occures at x(t) = xi and Σi determines the shape of the receptive field.
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Chapter 7

Experiments - Part 2

Our main aspiration in this project was to control the arm with agility and flex-
ibility. To put it more concretely, we wished to:

• control the arm in the whole operating range

• show robustness against delay and noise in the system

• manage different loads quickly

• cope with external structured disturbance

With these targets in mind, we designed several scenarios and experiments.
The assumption about coordinate transformations made it possible to divide the
problem into two fairly independent subproblems. Therefore, as the first stage,
we realized the transformation between the joint space to the muscle space by
the minimum tension control which makes the rest of the problem similar to
classical control problems.

7.1 Experimental Design

In order to test the arm individually, the torque from the computed torque
method for a certain trajectory was fed into the minimum tension control al-
gorithm in an open loop manner. We checked the validity of the solution by
looking at the range of the activation signals and the resulting torque. Cer-
tainly, given the constraints in the activation signals, it is not possible to pro-
duce arbitrary torques in all states. In that case the algorithm produces a result
that minimizes the worst case constraint violation and then trims it to lie in the
range.

Several trajectories were experimented in the range of reasonable speed for
a human. Specifically, Figure 7.1 shows extending the arm from (90◦, 120◦) to
(30◦, 30◦) in one second.

The reset of the experiments focuses on MOSAIC model and its modules. It
was important to investigate about different ways to partition the state space.
Specially, functional modules and state based modules were in focus. Another
dimension worth of investigation was the adaptive mechanism in relation to
forward and inverse models.
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It is possible to limit the adaptation to the forward model or the inverse
model while the other one is paired or not. It could also be limited to certain
domains such as functions or states while the rest of parameters are predeter-
mined. Obviously, not all of the scenarios are viable. For instance, a scenario
where adaptive forward models learn to partition the state space but the inverse
models are fixed and there is no coupling between these two, makes no sense.

Among many possibilities, here we present the following scenarios:

1. Ideal forward models without coupling in parameters with adaptive in-
verse models

2. Linearized forward models without coupling in parameters with adaptive
inverse models

3. Fixed linearized forward models and adaptive inverse models

The first scenario in terms of partitioning is equivalent to function based.
In scenario two, both function and state based partitioning are combined. The
third scenario is similar to the previous one except functions does not change
and in that case new modules are required.

Moreover, different base controllers could possibly result in different re-
sponses. We experimented with linear controller and variants of FEL controller
and adaptive controller of Slotine.

In the first scenario, similar behavior as discussed in Section 5.2 were ob-
served. With random initial states, adaptation takes longer time than a sin-
gle adaptive controller because of switching back and forth. However, quicker
adaptation when the parameters are in the vicinity of the ideal solution was
noticed. Although the system is able to quickly control a new object with pa-
rameters lying in the space spanned by the parameters of the already learned
objects, one of the module eventually specializes for the new object. By variy-
ing initial states, it is also possible that one module takes over all or all modules
converge to the same parameters.

The experiment with using linear models for both forward and inverse mod-
els proved inefficient. The main problem was the adaptation of 12 different
parameters (for q̈d, q̇d,qd, q̇,q, 2× offsets). It was not possible to tune these pa-
rameters in an adaptive manner. A possible solution could be training them for
the whole trajectory similar to [38] which is not adaptive and consequently not
the point of this work.

Finally, together with each linear forward model, a linearized version of the
controller around the same operating point which only requires as many pa-
rameters as unknown parameters was used. This approach was quite effective
and did not fall into the pitfall of the “curse of dimensionality.”

We introduced temporal continuity as prior which overall contributed in
reducing chattering effect. Also, the improvement in responsibility according
to Subsection 6.2.6 seemed quite necessary.

Thanks to the linearity of the dynamics of a multi-joint body to its unknown
parameters, it is possible to build incremental models. I.e. compensating only
for the deviation from the ideal system.

Another idea that we considered was to make a module learn in the vicin-
ity of a certain state irrespective of the arm’s parameters. From the biological
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perspective, it means that control modules are active in certain states corre-
sponding to certain cutaneous input. From the control perspective, it means
each inverse model get a chance for adaptation even if they are not controlling.
This requires dissociation of control and adaptation. In this scenario since the
module which learns does not contribute to the control it is not possible to use
feedback signal for parameter update. Instead, we considered an estimated er-
ror in the torque which could be provided by the same technique as described
in Subsection 6.2.6.

It is evident that none of the original controllers is able to counteract external
fields completely since they are not equipped with the required internal model.
We first established a baseline for the performance degradation. Afterwards,
the parameters were extended in order to allow the controller to model constant
external field in the joint space.

In order to test the complete plant, a similar setup to [67] was considered.
The task was following a star pattern in a workspace centered at (15◦, 85◦) de-
grees. Each movement was supposed to be carried out along a path of 10 cm and
last for 0.65 sec. However, it was further allowed to settle in 0.65 sec resulting in
the total experiment time of 1.3 sec. The delay from the sensory measurements
was set to 30 ms. Two modules for each direction resulting in 16 modules were
considered.

For the feedback controller representing joint stiffness and viscosity, the pa-
rameters were chosen in the actual measurement range specified by [54]. For
Slotine’s adaptive scheme:

Λ =

(
6.5 0.064
0.064 6.67

)
, KD =

(
2.3 0.9
0.9 2.3

)
(7.1)

and equivalently for FEL type:

KP =

(
15.00 6.15
6.00 15.40

)
, KD =

(
2.3 0.9
0.9 2.3

)
(7.2)

In addition, the parameter of of the feedback controller representing motor
cortex in the scheme of CBFELM were chosen as KP = 1, KD = 0.5.

A translation invariant field in the workspace for the external field was con-
sidered:

f = Bẋ, (7.3)

where f is force vector, ẋ the hand velocity vector, and B is a constant matrix
representing viscosity of the environment in end-point coordinates. We chose
B to be

B =

[−2.525 −2.8
−2.8 2.775

]
N.sec/m (7.4)

For the test case with a load, a rod shape object orthogonally attached to the
2nd link with m = 2 Kg and l = 0.6 m was considered.
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7.2 Results

Figure 7.1 shows the result of the open loop control of the arm under minimum
tension condition. The algorithm has produced perfect activation signals.

The rest of the figures in this section show the performance of the cerebellar
controller for different scenarios:

• A null field

– No cerebellar controller

– After practicing

– Generalization to different trajectories

• With the external force field

– No adaptation

– After practicing

– After effects

• Handling a new object

– No cerebellar controller

– Adaptation

– After practicing
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Figure 7.1: Open loop control of arm with minimum tension, from (90◦, 120◦) to
(30◦, 30◦), duration 1 sec.
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Figure 7.3: (a) Hand trajectory without cerebellar control in a null force field (b)Hand
trajectory after adaptation of cerebellar controller in a null field
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Figure 7.4: (a) Disrupted hand trajectory after exposing to the force field (b)Improved
hand trajectory after practicing in the force field
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Figure 7.5: (a) Hand trajectory while carrying an object, no adaptation of the cerebellar
controller (b) with adaptation of the cerebellar controller, starting from 0◦ and continu-
ing clockwise (c) after practicing
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Figure 7.6: Responsibility signals for a reaching movement in 45 ◦ direction (a) before
training, (b) after training.
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Figure 7.7: Contributing modules along the trajectory. The modules are coded with
distinct colors. When they are active together the colors are combined (a) no adaptation
of the cerebellar controller in a null field (b) after practicing in a null field (c) after
practicing in the force field.
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Figure 7.8: Feedback signal without the cerebellar controller, in 90 ◦ direction. The blue
color corresponds to the first joint and the green color to the second joint.
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Figure 7.9: Contribution of the cerebellar controller by the feedforward, in 90 ◦ direc-
tion.
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Figure 7.10: Feedforward and feedback signals upon exposure to the force field, in 90 ◦

direction.
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Figure 7.11: Feedforward and feedback signals after practicing in the force field, in 90 ◦

direction.
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Figure 7.12: Feedforward and feedback signals after removing the force field (after
effect), in 90 ◦ direction.
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Figure 7.13: Feedforward and feedback signals after practicing while carrying the ob-
ject, in 90 ◦ direction.
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Figure 7.14: Parameters across modules after training
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Figure 7.15: (a) Hexagon after training, (b) contribution of different modules along the
path.

From Figures 7.9, 7.11, and 7.13, it is clear that the cerebellar controller has
correctly learned the nonlinearities of the arm and compensated for them by
the feedforward signal. Also Figures 7.7 and 7.6 show that after adaptation, the
modules are activated in an orderly fashion without rapid switching. According
to Figure 7.14, the parameters do not vary much across modules in a null field
and reflect the physical parameters of the system. Whereas, the parameters
related to the external field has distributed almost symmetrically with respect
to the origin of the workspace. Figure 7.15 shows the modules are combined
effectively for a different trajectory.
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Discussion

We did not try to optimize the receptive filed of the modules and they were
selected somehow randomly at the beginning and the end of each movement.
However, as the results show the system was able to correctly combine differ-
ent modules in the workspace and generalize to new trajectories. Additionally,
the shape of these receptive fields could be tuned by the parameters, while we
considered the same weight for all joint angles and joint velocities. One way
to improve this is to update these parameters in a self-organized manner. A
similar method to the one proposed in [14] might be implemented.

Our formulation of the controller with 7 parameters is sufficient to compen-
sate for a constant force field in the joint space. As we know, a constant force
field in the work space varies with the joint configurations and therefore could
not be compensated with the original FEL controller. However, as it was ex-
pected, partitioning the subspace with different modules allowed each of the
modules to specialize in a region thus reducing the effect of the external field.

The stability of the system in the Lyapunov sense has not been investigated.
It might be possible to combine the ideas from [39] with the approximate for-
mulation of linear inverse controllers to achieve this end. Although the goal of
a control system could be summarized as trajectory following, the body might
take into account an optimal strategy with respect to energy consumption or
other criteria. Since tensing a muscle results in an increase in its metabolism, the
minimization of the tensions across muscles follows the same principle. How-
ever, optimization with a more generic perspective would require considering
the task as well. To address this, simultaneous treatment of adaptation and op-
timal control would be the right approach [40, 41].

It is interesting to compare our results with [62]. They achieved a similar
performance with 182 nodes (for two workspaces) and with as many as 1000
reaching motions while in our model only 16 modules were used and overall
16 reaching motions were enough. Furthermore, they have assumed a perfect
compensation for the dynamics of the arm. Though it is evident that parameters
and the complexity of the approximating functions (fully black box or gray box
techniques) can affect the convergence speed, our model seems quite enough
for the given tasks. It is important to note that in ORF-MOSAIC neither the
parameters of the dynamic equation nor the full structure of the functions are
known to the controller. Nonetheless, the system manages to adapt in a few
trials and overcome the “curse of dimensionality.” We believe ORF-MOSAIC
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achieves this by efficiently combining different modules.
Since we do not make any predictions forward in time to compute the re-

sponsibility signals in our implementation, longer delays may affect the per-
formance. Ideal functional modules would preserve the same performance as
FEL controller, however the state-based modules gets more affected since they
require an estimate of the current state.

It is possible to draw a parallel between the state based modules proposed
in this work and the microzones in the cerebellum. Each module is adjusted
in a certain arm configuration corresponding to certain cutaneous and propri-
oceptive inputs. The adjustment of parameters aims to make correction in the
movement with respect to the desired trajectory. Hence, an error in the receptive
field of an adjustment signal (corresponding to a climbing fiber), affect the acti-
vation of a set of muscles which would cancel it. This interpretation is in agree-
ment with the findings about the receptive fields in the cerebellar circuitry [3, ?].
Although, there is no clear receptive field in the input side of our model (corre-
sponding to the parallel fibers), it is mathematically equivalent to think of the
responsibility signals as the signature of such receptive fields.

Besides, forward models do not need to be a part of cerebellar controller
and as it was suggested in other models [64] it could be attributed to the motor
cortex. Also, we have not exactly localized the feedback controller. Instead, we
have used a lump model with “safe values” corresponding to the joint stiffness
and viscosity. In reality, the feedback controller might involve several loops
including lower motor control with negligible delay as well as a control loop
involving visual feedback with much longer delay.

Humankind uses a very conservative control strategy when encountering
a new object. With regard to the functional modules, it seems reasonable to
disallow switching back and forth during an initial period and use a “safe”
controller instead.

Although through a couple of modifications, it was made possible to use
MOSAIC model to control an arm, the author believes that it is difficult to guar-
antee stability in the original structure. This is mainly due to destructive effects
of simultaneous adaptation in forward and inverse models. Moreover, in engi-
neering applications it is desirable to be able to retain learned plans and there-
fore retrograde interference might be deleterious. Therefore, schemes such as
[52] which guarantee this are preferable.

Future Works In this work, we assumed perfect transformation from joint
space to muscle space according to a minimum tension principle. Evidently in
a voluntary action, the CNS is able to independently control the stiffness of the
arm by coactivation of muscles. This provides the CNS with another dimension
of control in an advantageous way [35]. By increasing the stiffness of the arm, it
is possible to improve the disturbance rejection for instance when handling an
unknown object or dealing with unknown external forces. This strategy com-
bined with adaptation can improve the overall control or even learning.

Understanding the partitioning principle of microzones in terms of kine-
matic and dynamic variables could add a new perspective into understanding
of the cerebellar control. Simulation of skin and proprioceptive receptors could
be a key to this area.
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Toward satisfying more engineering objectives, it is possible to consider sce-
narios which combines fixed and adaptive models with reset function such as
the one proposed by [57].

We found the representation of linear functions weighted by Gaussian func-
tions as an approximation to a state transition matrix quite effective. It seems
to preserve both adaptation and stability properties of the FEL algorithm [76].
If it is combined with observer type forward models (Kalman Filters), they can
act as local approximation to the computed torque method. This provides an
alternative formulation to [63, 62] which deserves further studies.
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Chapter 9

Conclusion

A simplified model of a human arm including muscle systems was implemented.
We were able to control the arm while keeping the muscle tension minimized.
This allowed agile movements with minimal tension similar to a human arm.
With regard to the ORF-MOSAIC as a cerebellar controller, it was possible to
adapt to the parameters of the arm, the external field and the changes in the
load carried by the arm despite moderate delay in the feedback signals received
by this controller.

The new formulation offers interesting properties such as meaningful pa-
rameters compared to artificial neural networks. It has also an interesting im-
plication for distributed control since each module only requires to know about
the total contribution and not individual contributions hence makes little de-
mand on sharing information among modules.

Though we have come far in understanding of the cerebellum and its func-
tion, it may not yet be possible to emulate it for a robotic application. Specifi-
cally, the result from the study of the MOSAIC model for the cerebellum could
be summarized as below:

MOSAIC as A Control Scheme is a quite flexible structure. It might be
interpreted as a generalization of some of the classical techniques. However,
there is no theoretical guide for using this structure. Therefore, it must be used
cautiously in conjunction with adaptation and delays.

MOSAIC as A Biological Model of the cerebellum is highly disputable. It
is rather a cognitive model which might be used to describe some behavioral
observations.
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Appendix A

Diagrams

1. FEL controller in the joint space with delay

2. FEL controller with separated adjuster signal and feedback controller in-
cluding inverse and forward kinematics

3. Adaptive Controller based on Slotines’s scheme [69]

4. Function based MOSAIC structure with FEL as the controller

5. ORF-MOSAIC with 4×4 modules and 7 parameters
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