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Abstract

Massive MIMO has attracted many researchers’ attention as it is a promis-
ing technology for future 5G communication systems. To characterize the
propagation channels of the massive MIMO and to evaluate system perfor-
mance, it is important to develop an accurate channel model for it.

In this thesis, two correlative models, i.e., the Kronecker model and
the Weichselberger model, and a cluster-based model, i.e., the Random
Cluster Model (RCM), have been validated based on real-life data from four
measurement campaigns. These measurements were performed at Lund
University using two types of base station (BS) antenna arrays, a practical
and compact uniform cylindrical array (UCA) and a physically-large virtual
uniform linear array (ULA), both at 2.6 GHz.

For correlative models, performance metrics such as channel capacity,
sum-rate and singular value spread are examined to validate the model.
The random cluster model, which is constructed and evaluated on a cluster
level, has been parameterized and validated using the measured channel
data.

The correlative models are relatively simple and are suitable for ana-
lytical study. Validation results show that correlative models can reflect
massive MIMO channel capacity and singular value spread, when the com-
pact UCA is used at the base station and when users are closely located.
However, for the physically-large ULA, correlative models tend to under-
estimate channel capacity. The RCM is relatively complex and is usually
used for simulation purpose. Validation results show that the RCM is a
promising model for massive MIMO channels, however, improvements are
needed.

Key words: massive MIMO, 5G, channel modeling, the Kronecker model,
the Weichselberger model, capacity, sum-rate, singular value spread, the
Random Cluster Model, cluster, spatial correlation, large-scale fading
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Chapter 1

Introduction

1.1 Massive MIMO Background

With the development of wireless communication systems, the demands for
high data rate and link reliability of the communication systems also in-
crease. One of the trends is going from single antenna to multiple antennas,
so called multiple-input multiple-output (MIMO) [1]. Because of its advan-
tages in terms of improved capacity and link reliability, MIMO technology
has been widely studied in the past and used in various standards such
as Universal Mobile Telecommunication System (UMTS) and Long Term
Evolution (LTE) [2].

The first studies were focused on point-to-point MIMO links, which is
called conventional MIMO. In conventional MIMO where two devices trans-
mit and receive with a relatively small number of antennas, each transmit
antenna will be deployed with one transmit RF chain [3]. In recent years,
the focus has shifted to conventional multi-user MIMO (MU-MIMO) where
a base station (BS) equipped with multiple antennas simultaneously serves
multiple single-antenna users and thereby achieves multiplexing gain. This
way offers some big advantages over conventional point-to-point MIMO:
user terminals can work with cheap single-antenna transceivers and most
of the expensive equipment can be placed at the BS. Another important
advantage of MU-MIMO is their ability to achieve diversity, which makes
the performance of the system become more robust to the propagation en-
vironment. Because of these advantages, MU-MIMO is progressively being
employed throughout the world and has developed as a part of communi-
cations standards, such as LTE, 802.11 (WiFi) and 802.16 (WiMAX).

In the next generation cellular networks, higher user densities and in-
creased data rates are required. Due to the BS typically employs a few
antennas for most regular MU-MIMO systems, it limits the experienced
increase of data rates and thereby the achieved spectral efficiencies. Re-
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2 Introduction

searchers are thinking of increasing the number of antennas at the BS to
boost the system performance.

The deployment of conventional MU-MIMO systems with a large num-
ber of (tens to hundreds) antennas at the BS is known as massive MIMO in
the literature [4]. It is an emerging technology and has attracted significant
attention in the research community due to the following main advantages:

• Spectral efficiency: It has been shown that massive MIMO is a
good technology for enhancing spectral efficiency (bit/s/Hz/cell).
This is achieved by massive arrays and simultaneous beamforming
to users so that the received multipath components of the wanted
signal adds up coherently while the remaining part of the signal does
not. Together the antenna elements can achieve unprecedented array
gains and spatial resolution, which will result in robustness to inter-
user interference and increase the number of simultaneously served
users per cell. Compared to a single-antenna system, massive MIMO
is assumed to improve spectral efficiency by at least an order of mag-
nitude [5–7].

• Interference reduction: The interference from other co-channel
users may significantly degrade the performance of a targeted user.
Massive MIMO tackles this question by using interference reduction
or cancellation techniques, such as dirty paper coding (DPC) for
the downlink and maximum likelihood (ML) multiuser detection for
the uplink. However, these technques are complex and suffer high
computational complexity. [8]

• Transmit-Power efficiency: The massive MIMO technology de-
scribed in [9] improves transmit-power efficiency due to diversity ef-
fects and array gains. The power scaling law for massive MIMO
systems has been derived in [10]. It shows that, to achieve the per-
formance equal to a single-input single-output (SISO) system, the
transmit power of each single-antenna user in a massive MIMO sys-
tem can be scaled down proportionally to the number of BS antennas
if the BS acquires perfect channel state information (CSI) or to the
square root of the number of BS antennas if the BS has imperfect
CSI [10]. This is the one of the important advantage of massive
MIMO and the potential for improving transmit-power efficiency is
huge.

• Link reliability: It is conceivable that a large number of degrees of
freedom can be provided by the propagation channel due to the num-
ber of antennas at the transmitter and receiver is typically assumed
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to be larger. The more degrees of freedom the better link reliability
and the higher data rate [11].

With the above advantages, massive MIMO systems is widely consid-
ered as a promising enabler for the 5G mobile communications.

1.2 MIMO Channel Models

In most cases, MIMO channels leads to the increased capacity compared
to SISO channels due to the assumption that the MIMO paths are uncor-
related. The assumption has been flattened in [12]. It also has shown that
the capacity of a measured channel is commonly less than the limit accord-
ing to the environment. Since channel model is the deterministic portion
of the whole system and their performance depends on the environment,
accurate models are highly needed.

In general, there are two purposes served by MIMO channel models. In
the first place, the models play as a channel simulator. A MIMO system can
be designed by employing a MIMO channel model in terms of the design for
signalling schemes, detection schemes and space-time codes. As a result,
the same model can be applied to evaluate properly the performance of a
given system and build exemplar channels. In the second place, an accurate
channel model results in a relatively deep insight into the underlying physics
of the channel. It not only is good for the behaviour of a given channel
analysis, but also makes safe assumptions in system design.

To characterize massive MIMO channels and to evaluate system per-
formance, it is important to develop an accurate model for it. Here, we
study two classes of MIMO channel models, correlative models and cluster
model, by using the measured channel data. The measurements for massive
MIMO will be briefly introduced in the Chapter 2.

1.2.1 Correlative Models

Various correlative models have been proposed for MIMO such as the Kro-
necker, Weichselberger and Structured models. We focus on the first two
models in this thesis.

The Kronecker Model The Kronecker model is studied at first
due to its simplicity as shown Figure 1.1. It greatly reduces the complexity
of the channel analysis, as it holds the assumption that the correlation
between the receive antennas is independent of the correlation among the
transmit antennas.
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Figure 1.1: Transmit correlation only depends on the scattering at the transmit
side, and correspondingly, receive correlation only relies on the scattering at
the receive side.

In our work, the main task is to model the spatial correlation between
massive MIMO sub-channels within the framework of the Kronecker model
without the impact of antenna coupling. The massive MIMO channel model
takes into account the correlation by treating the fixed correlation at the
receiver and transmitter following the well-known Kronecker model given
by [13]

Hkron = R
1/2
Rx GR

1/2
Tx (1.1)

where the channel matrix G is populated with independent and identically

distributed (i.i.d.) zero-mean complex-Gaussian entries. The R
1/2
Rx and

R
1/2
Tx are the matrix square-roots of the receive-correlation matrix RRx and

the transmit-correlation matrix RTx, respectively.

The advantage of the Kronecker model is its simplicity, and it is often
used for analytical study of MIMO systems. However, due to the assump-
tion of no coupling between the transmit and receive sides, the model may
not be accurate enough for some propagation environments.

The Weichselberger Model A relatively more complex correla-
tive model, i.e., the Weichselberger model, can be more accurate than the
Kronecker model as it introduces coupling effect between the propagation
at the transmit and receive sides [14, 15]. The model can be represented
in [15] as follows:

Hweich = URx(Ω̃̃Ω̃Ω�G)UT
Tx (1.2)

where G denotes a random matrix with i.i.d complex-Gaussian entries. URx

and UTx are the one-sided eigenvectors. � is the element-wise product of
two matrices (or the Hadamard product), and Ω̃̃Ω̃Ω is the element-wise square
root of the power coupling matrix ΩΩΩ.
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The Weichselberger model suggests the opposite assumption relative to
the Kronecher model [14]; scatters at the two link ends cannot be considered
independent and are coupled in some way. Because of this reason, the
Weichselberger model is more accurate, when compared with the Kronecker
model. However, additional complexity is required to define the power
coupling matrix.

1.2.2 Cluster Models

Cluster models, usually geometry-based, are based on the concept of clus-
ters. A cluster is defined as a group of multipath components (MPCs) with
similar parameters, such as angles of arrival (AOA), angles of departure
(AOD) and delays. Cluster models simulate channels based on clusters
through a set of stochastic parameter. One significant difference between
the cluster-based models and the correlatives models is that cluster models
capture the time-variant nature of the radio channel. The most well-known
cluster models are the Saleh-Valenzuela model, the 3GPP Spatial Chan-
nel Model (SCM), the Wireless World Initiative New Radio II (WINNER
II) channel model, the COST 273 Model and the Random Cluster Model
(RCM). In this thesis, we focus on the RCM. [13]

The Random Cluster Model The random cluster model defined
in [16] is a geometry-based stochastic MIMO channel model (GSCM). It
emerged from the COST 273 MIMO Channel Model [13] with two consid-
erable improvements: (i) the cluster parameters are obtained by statistical
data, (ii) the environment PDF is applied to characterize the cluster pa-
rameters.

Figure 1.2: The RCM framework

As shown in Figure 1.2, there are three main parts in the RCM basic
framework. Firstly for the measured parameters, a multivariate probability
density function (PDF) called the environment PDF Θenv is applied to de-
scribe the clusters parameters extracted from measured data statistically.



6 Introduction

Next, in the parametric channel model, we use the obtained Θenv to gen-
erate the cluster parameter sets Θc and multipath component parameter
sets Θc,p. With the parameters obtained from the environment PDF Θenv,
channel matrices can be generated through the system model.

For the RCM, one of the greatest strengths is that a time-variant chan-
nel is simulated by tracking the clusters over time domain. Secondly, the
model is simplified by using the environment PDF to characterize the chan-
nels. However, the process of computing the environment PDF is intricate.
How to define and clustering the clusters from the measurement data still
need to be optimized.

1.3 Tesis Structure

In this thesis, based on real-life channel data, we investigate the suitability
of three channel models for massive MIMO, e.g., the Kronecker model,
the Weichselberger model, and the RCM. In order to validate the studied
channel models and compare with the measured massive MIMO channels,
on one hand, we evaluate the Kronecker model and the Weichselberger
model by comparing the uplink capacity, zero-forcing (ZF) sum-rate and
the singular value to the measured channel; on the other hand, we validate
the correlation properties and channel fading process for both the RCM
and measured channel.

This thesis report is organised as follows: Chapter 2 will give the
description of four measurement campaigns for massive MIMO channels,
based which we construct and validate the above-mentioned models. In
Chapter 3, the formula deviation for the correlative models and several
performance metrics will be presented. The validation results and analysis
for the correlative models will be shown in Chapter 4 and Chapter 5. In
Chapter 6, the process of establishing the RCM will be described in detail,
and the validation results in terms of spatial correlation and large-scale
fading properties will be reported. Chapter 7 will give conclusions and
discussion for this thesis work.



Chapter 2

Massive MIMO Measurements

As mentioned previously, the channel models constructed in this thesis
are based on real environment channel measurements. For the massive
MIMO measurement campaigns, the measurement setups, the measurement
environments as well as the measurement scenarios will be presented in this
chapter. The selected measurement campaigns have been first reported
in [17–19], here gives a brief description, which is focused on their major
parameters.

2.1 Measurement Setups

Two different kinds of large arrays, practical uniform cylindrical array
(UCA) and virtual uniform linear array (ULA), have been employed as
the BS in the measurement campaigns, shown in Figure 2.1. Both large
antenna arrays comprise 128 antenna elements with a adjacent space of half
a wavelength at 2.6 GHz.

As shown in Figure 2.1a, the cylindrical antenna array consists of 64
dual-polarized directional patch antennas arranged in four circles, which
is total 128 antenna ports. Each circles of the antenna array are stacked
on top of each other and the array gives a physical size of 29.4 cm for the
diameter and 28.3 cm for the height. By using the RUSK LUND MIMO
channel sounder, the measurement can be recorded at center frequency 2.6
GHz.

In the right hand side of Figure 2.1, a virtual uniform linear array
with a moving vertically-polarized omni-directional antenna is shown. The
antenna shifts with 128 isometric points along the rail. A HP 8720C vector
network analyzer (VNA) was applied to record the measurement data using
a center frequency of 2.6 GHz. By comparing the dimension of UCA and
ULA, ULA is almost 25 times of UCA, which suffers 7.4 m long.

7



8 Massive MIMO Measurements

a) Cylindrical array b) Linear array

Figure 2.1: Two large antenna arrays: a) practical uniform cylindrical array
(UCA), and b) virtual uniform linear array (ULA).

2.2 Measurement Campaigns

The channel measurement campaigns were took place at the campus of
the Faculty of Engineering (LTH), Lund University, Sweden (55.711510 N,
13.210405 E). Four massive MIMO measurement campaigns are selected
to represent both the virtual user and the fully-synchronous user, and also
the measurement environment of indoor and outdoor, namely the ”ULA
with 5 virtual users”, the ”UCA with 5 virtual users”, the ”UCA with 9
synchronized users - outdoor”, and the ”UCA with 9 synchronized users -
indoor”.

2.2.1 ULA with 5 Virtual Users

In this scenario, the user side equipped an omni-directional antenna with
vertical polarization as the receiver. And the ULA at the BS was placed
at the roof of E-building of LTH, which plays the role of transmitter. The
measurement campaign was processed during the night aiming to get a
static channel.

Figure 2.2 gives an overview of the semi-urban measurement area, which
contains the position of BS and 8 measurement sites (MS) of user side.
Within these sites, 3 (MS 1-3) have line-of-sight (LOS) condition and 4
(MS 5-8) have non-line-of-sight (NLOS) condition. The LOS component of
site MS 4 was blocked by the edge of the roof. For each site, 5 positions
with a inter-spacing of 0.5-2 m have been measured. The channel data
were recorded with the VNA at center frequency 2.6 GHz and 50 MHz
bandwidth, each measurement suffered about half an hour to record.
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Figure 2.2: Overview of the measurement area at the campus of the Faculty
of Engineering (LTH), Lund University, Sweden. Two BS large antenna arrays
were placed at the same roof of E-building of LTH during the two respective
measurement campaigns, 8 MS sites were measured.

2.2.2 UCA with 5 Virtual Users

This scenario gives similar setup with the former scenario, an omni-directional
antenna with vertical polarization was deployed at the user side as the re-
ceiver. The UCA, which is the BS, placed at the same roof of E-building of
LTH as ULA. Due to its compactness, the UCA was placed at the beginning
of the ULA, shown in the top left corner of Figure 2.2.

The user (an omni-directional antenna) moved around the 8 user sites
(MS 1-8) , four of the sites (MS 1-4) have LOS condition, while the other
four (MS 5-8) have NLOS condition. 40 positions were measured with a
inter-spacing of 0.5 m, and the data were recorded by the RUSK LUND
MIMO channel sounder at center frequency 2.6 GHz and 50 MHz band-
width.

2.2.3 UCA with 9 Synchronized Users - Outdoor

In this measurement campaign, nine vertically-polarized omni-directional
antennas performed as nine simultaneous users. At the BS side, a UCA
was installed at the low roof (two floors) of E-building of LTH. During
the measurement, the 9 users were moving randomly inside a circle with
a 5 m diameter, at a speed of about 0.5 m/s (see Figure 2.3b). To get
both vertical and horizontal polarizations, the users were asked to hold the
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BS BS MS 1MS 1

MS 2MS 2

MS 3MS 3

MS 4MS 4

5 m

Measurement site (MS)

LOS scenario

NLOS scenario

(a) (b)

Figure 2.3: UCA with 9 synchronized users - outdoor measurement (a) The
measurement area, (b) The users moving randomly in a 5 m diameter circle.

antennas with a angle of inclination (45 degrees). Except the non-crowd
condition, the heavy crowd condition with 10 - 12 persons walking around
the 9 users in the circle has also been considered. [20]

As shown in Figure 2.3a, the BS location and 4 sites with different
propagation conditions of user side (MS 1-4) were labeled. MS 1 and MS
2 have LOS condition, MS 3 and MS 4 have NLOS condition. The RUSK
LUND MIMO channel sounder was connected to record the measurement
data at 2.6 GHz center frequency and 40 MHz bandwidth. At each mea-
surement, 300 snapshots were recorded during a measurement period of 17
seconds. [19]

2.2.4 UCA with 9 Synchronized Users - Indoor

This measurement were performed in an auditorium of E-building of LTH,
which represents a indoor duplicate scenario of the ”UCA with 9 synchro-
nized users - outdoor” scenario. The cylindrical array at the BS side was
fixed at a height of 3.2 m. For the user side, 9 users were sited randomly
in 20 seats. Each of them held a vertically-polarized omni-directional an-
tenna either vertically or tilted 45 degrees during different measurements,
and the users were asked to move the antenna arbitrary with a speed less
than 0.5 m/s. Besides including the non-crowd case with only 9 active users
sitting among the 20 seats, the heavy crowded condition were performed
with additional 11 non-active users to fill the 20 seats (see Figure 2.4b).

Figure 2.4a shows an overview of the measurement area. 4 BS positions
and 2 groups of users in both middle and back of the auditorium have been
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measured respectively. The channel sounder named RUSK LUND MIMO
was appointed to record the measurement data followed the conditions,
which are 2.6 GHz center frequency and 40 MHz bandwidth. In order to
record each measurement, 300 snapshots were recorded within the period
of 17 seconds.

(a) (b)

Figure 2.4: UCA with 9 synchronized users - indoor measurement (a) The
measurement area, (b) The users.
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Chapter 3

Correlative Channel Models

3.1 Formula Derivation

It is important to highlight the significant drawback of the full correla-
tion matrix, which is the huge size of parameters. The correlative channel
models, the Kronecker and Weichselberger, overcome the drawback by de-
composing the full correlation using the parameterized one-sided correlation
matrices.

The Kronecker model
For the massive MIMO measurement, the narrowband channel gain matrix
H`,n is given by the Equation 3.1 for convenience of presentation. The H`,n

is the channel matrix at subcarrier ` and snapshot n, that is

H`,n =

h11 · · · h1M
...

. . .
...

hK1 · · · hKM

 (3.1)

According to the definition in [21], the covariance of the channel can be
formulated using the measured channel matrix as

RH,` = E{vec(H`)vec(H`)
H} (3.2)

where RH,` ∈ CK×M is a positive semi-definite (PSD) Hermitian matrix,
vec(H`) is to stack H` into a vector columnwise, and (.)H stands for con-
jugate transpose operation.

The Kronecker model assumes that the separate spatial correlation
structure at the transmitter and receiver sides can be described by the
transmit-correlation and receive-correlation matrices. It means that the
two correlation matrices are not coupled in any cases. As mentioned in [13],

13



14 Correlative Channel Models

the narrowband receive-correlation matrix RRx ∈ CK×K can be achieved as
follows

RRx,` =
1

N

N∑
n=1

{Hn,`H
H
n,`}

= E{H`H
H
` } (3.3)

The narrowband transmit-correlation matrix RTx ∈ CM×M is achieved as
Equation 3.4

RTx,` =
1

N

N∑
n=1

{HT
n,`H

∗
n,`}

= E{HH
` H`}T (3.4)

Figure 3.1: The transmit-correlation matrix (left) and the receive-correlation
matrix (right). Measurement campaign: ULA with 5 virtual users; User loca-
tion: MS 2; Propagation condition: LOS.

Figure 3.1 and Figure 3.2 show one-sided correlation matrices of two
selected scenarios from the measurement campaign performed with linear
array. Since the assumption for Kronecker model is that the correlation
matrix RH can be expressed as the Kronecker product of the one-sided
correlation matrices, the kronecker structure for modeling the channel can
be written as below

RH,` = RRx,` ⊗RTx,` (3.5)

where ⊗ stands for the Kronecker product.
With respect to model the channel covariance, we prefer to use this

model. As stated in the above, the one-sided correlation matrices are sepa-
rable. This assumption not only reduces the number of parameters, which is
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Figure 3.2: The transmit-correlation matrix (left) and the receive-correlation
matrix (right). Measurement campaign: ULA with 5 virtual users; User loca-
tion: MS 5; Propagation condition: NLOS.

used to describe the correlation, but also justifies the truth that the antenna
arrays are separated by a large distance and there are enough random scat-
tering between them. Therefore, the Kronecker model considers the same
spatial structure as the measured channel H`,n and can be expressed as

HKron,` = R
1/2
Rx,`G`R

1/2
Tx,` (3.6)

where R
1/2
Rx,` and R

1/2
Tx,` are the matrix square-roots of the transmit covari-

ance matrix RRx,` and the receive covariance matrix RTx,`, respectively,
both RRx,` and RTx,` are PSD Hermitian matrices, and G` ∈ CK×M is the
i.i.d matrix with zero-mean, unit variance circularly-symmetric complex
Gaussian distributed entries [13].

From the previous steps, the Kronecker channel model can be built
based on the data of the massive MIMO measurement. In fact, it was
proposed that the Kronecker model will result in an underestimation of the
MIMO mutual information due to it cannot generate an actual channel [14].
In this thesis, this fact has been explained and the results will be displayed
in the next chapter.

The Weichselberger model
In contrast to the Kronecker model, the Weichselberger model generates
a correlative model from measurements without neglecting the simplifying
assumption of separate spatial correlation at the two link ends. While such
a model is employed in a typical wireless communication system design, it
could be possible to build useful model parameters, which leads to adaptive
system structures.

In the dissertation [15], the author states two novel correlative chan-
nel models which are based on approximations of RH,`. According to the
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concept of the vector modes in his thesis, the first channel model can be
defined. Another popular version is based on the novel concept, named
structured modes. The last model is presented in many literatures, and it
will be viewed as the Weichselberger model in the following derivations.

Since the Weichselberger model takes into account the joint spatial
structure and describes the MIMO propagation channel using the one-sided
correlation matrices, it is a novel MIMO propagation channel model. The
eigenbases of the one-side correlation matrices are the same as in the Kro-
necker model and they are coupled with coupling matrix.

Consider the narrowband channel matrix H`,n, the Eigen-value decom-
position(EVD) of the correlation matrix RH,` is generated because it is
PSD Hermitian symmetric and presented through the following equation.

RH,` =

KM∑
i=1

λH,iuH,iu
H
H,i

= UH,`ΛH,`U
H
H,` (3.7)

where UH,` is the spatial eigenbases of the full channel correlation matrix,
which is unitary matrix, and ΛH,` is diagonal matrix composed with the
eigen values of RH,`.

As stated in the Kronecker model, the one-sided correlation matrices
are Hermitian, so it can be decomposed by using EVD, formulated as

RRx,` =

K∑
k=1

λRx,kuRx,ku
H
Rx,k

= URx,`ΛRx,`U
H
Rx,` (3.8)

RTx,` =

M∑
m=1

λTx,muTx,muHTx,m

= UTx,`ΛTx,`U
H
Tx,` (3.9)

where λRx,k and λTx,m are the eigenvalues for the receive-correlation matrix
and the transmit-correlation matrix, uRx,k and uTx,m are the receive and
transit eigenvectors, and URx,` and UTx,` are the receive and transmit
eigenbases, respectively. Also, uRx,k and uTx,m are referred to as the one-
sided eigenvectors, URx,` and UTx,` are called as the one-sided eigenbases.

Given the eigenbases of the full channel correlation matrix, it can be
recast in terms of the eigenbasis at the receiver and transmitter as follows:

UH,` = URx,` ⊗UTx,` (3.10)
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Using the relation in 3.10, the Weicheselberger model can be reformulated
for each subcarrier ` and given below:

HWeich,` = URx,`(Ω̃` �G`)U
T
Tx,` (3.11)

where G` ∈ CK×M is the i.i.d matrix with zero-mean and unit variance,
the operator � represents the element-wise product of two matrixes (or the
Hadamard product), and URx,` and UTx,` are complex unitary matrices
including the eigenvectors of RRx,` and RTx,`, respectively, that is,

URx,` = [uRx,1 · · ·uRx,K ] (3.12)

UTx,` = [uTx,1 · · ·uTx,M ] (3.13)

Also, Ω̃` denotes the element-wise square root of the power coupling matrix
Ω` obtained by:

Ω` =

ω11 · · · ω1M
...

. . .
...

ωK1 · · · ωKM


where ωkm is defined as the coupling coefficient and given through the
following equation:

ωkm = E{‖uHRx,kHu∗Tx,m‖2}
= E{[(uTx,m ⊗ uRx,k)

Hvec(H)]H [(uTx,m ⊗ uRx,k)
Hvec(H)]}

= (uTx,m ⊗ uRx,k)
HRH(uTx,m ⊗ uRx,k) (3.14)

The power coupling matrix Ω` refers to the coupling coefficients that are
defined as the average power coupled between an eigenvector at the receive
side and an eigenvector at the transmit side. Therefore, Ω` is dependent on
the environment and can reflect the scattering structure of the environment.

It is easy to achieve the parameters of the Weicheselberger modle by
compute the EVD of the one-sided correlation matrices. Furthermore, the
structure of Ω` can let us know more about the spatial structure of the
channel. However, the main disadvantage of the Weicheselberger versus
Kronecker model is also from the Ω` in term of the number of the param-
eters, since the more parameters are required to express it except for the
eigenbases of the one-sided correlation matrices.

In general, despite the main disadvantage of the Weicheselberger model,
it has been shown to support a more accurate MIMO propagation channel
by using real-life data [15]. Using the Equation 3.11, the Weicheselberger
model can be obtained based on the real data from the massive MIMO
measurement. After constructing the correlative channel models, we com-
pare the performance of the Weicheselberger versus Kronecker models. The
evaluation and comparison for models will be given in the later chapter.
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3.2 Validation Metrics

In this section, a few metrics used in the literature are employed to verify the
performance of channel models. Each metric is provided an interpretation
and examines a different aspect of the model. Thesis metrics are used in
comparing the correlative models’ ability to predict the measured channels
for our work, which give us absolute references.

3.2.1 System Model

Consider the uplink transmission of a single-cell MU-MIMO channel system
with M antennas at the BS and K single-antenna users (K ≤ M). Orthog-
onal frequency division multiplexing(OFDM) with L subcarriers is used to
reduce the correlation in the user sides. The communication between the
BS and the users takes place in the subcarriers L and snapshots N. The
channel input-output relationship is given at subcarrier ` and snapshot n,
that is

y`,n =

√
P

M
H`,nx`,n + w`,n (3.15)

Where H`,n ∈ CM×K represents the channel matrix between the BS and
the users; y`,n ∈ CM×1 and x`,n ∈ CK×1 are the output and input vectors,

respectively and w`,n ∈ CM×1 is the noise vector at the receiver whose
elements are i.i.d with zero mean and unit variance; P is the total transmit
power and P

M refers to the average transmitted power.

3.2.2 Normalization

With the Equation 3.15 proposed, it is easy to achieve the instantaneous
signal to noise ratio (SNR) per receive antenna, which results in averaged
over all receive antennas, that is given by

ρ =
P

σ2w

‖H`,n‖2F
KM

(3.16)

where σ2w means the variance of the noise vector. However, it is assumed
as 1 in our system in order to simplify the model.

For our simulation, the different MIMO systems and configurations such
as M = 128, 64 and 32 are used. Therefore, it is required to ensure a fair
comparison of the capacity performance for the different configurations, and
since the total power P has been fixed, the solving strategy is to consider
the same receive SNR, as below:
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Considering the measured channel matrix H`,n taken over all N mea-
surement snapshots and L subcarriers, the normalized channel matrix can
be expressed as

Hnorm
`,n =

√√√√√√
KMLN

N∑
n=1

L∑
l=1

‖Hmeas
`,n ‖2F

Hmeas
`,n (3.17)

It is easily followed that

1

L

L∑
`=1

1

N

N∑
n=1

‖Hnorm
n,` ‖2F = KM (3.18)

In the Equation 3.17, the average of the Frobenius norm of the channel
snapshots and subcarriers are fixed, and the normalization can preserves the
relative difference in the channel power over time-frequency resources, but
keep the average of the SNR at P

σ2
w

(σ2w=1). These normalization can satisfy

a fair comparison, because the obtained average SNR from normalization
is equivalent to the average SNR of a SISO system with the same power
and noise power.

3.2.3 Uplink Capacity for MU-MIMO

For the uplink transmission of the MU-MIMO system, we assume the CSI
is unknown by the transmitter, all users have the same transmit power
allocation. The uplink capacity at subcarrier ` is obtained in the unit of
bps/Hz as [22]

Cuplink,` = log2 det(IM +
Es
MN0

HH
` H`) (3.19)

where IM is the identity matrix and H` is the channel response matrix at
subcarrier `. The average SNR, which denoted by Es

MN0
, is decreased with

the increasing M thus the array gain can be obtained.

3.2.4 Zero-Forcing Pre-Coding Sum-Rate

The sum-rate of the MU-MIMO uplink can be achieved by the ZF pre-
coding scheme, which is one of the most popular linear pre-coding tech-
niques, aiming to remove the ISI (Inter-Symbol Interference). The ZF
pre-coder can be written as

WZF = (H∗HT )−1H∗ (3.20)
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By computing WZF into the the signal model, the sum-rate capacity of ZF
pre-coding becomes

CZF,` =

K∑
i=1

log2(1 +
Es
M

N0[(H
∗
`H

T
` )−1]ii

) (3.21)

where Es
M is the signal power of ith user, and N0[(H

∗
`H

T
` )−1]ii is the noise

power of ith user.

3.2.5 Singular Value Spread

This section presents another performance metric to analysis the massive
MIMO radio channel, singular value spread (also known as the condition
number). The channel matrix H has a singular value decomposition:

H = UΣVH (3.22)

where U ∈ CK×K and V ∈ CM×M are unitary matrices. The diagonal
matrix Σ ∈ CK×M is composed by the singular values σ1, σ2, · · · , σk, the
singular value spread κ is defined as:

κ =
σmax

σmin
(3.23)

where σmax and σmin are the maximal and minimal singular values, respec-
tively. The κ (1 ≤ κ ≤ ∞) is the ratio between σmax and σmin, where κ = 1
indicates a orthogonal channel matrix, otherwise a large κ shows that at
least two rows of the H are similar, which means at least one of the K users
will not be served.



Chapter 4

Validation of Correlative Models

In the previous chapter, we have introduced the four measurement cam-
paigns in order to support the measured data and discussed a few metrics
commonly used to validate the performance of channel models. In this
chapter, the selected measurement scenarios were collected in very different
environments, using two large antenna arrays whose specifications differ.

In order to determine the correlative models’ usefulness in massive
MIMO, three validation metrics uplink capacity, ZF sum-rate and singu-
lar value are shown in the below sections for the selected measurement
scenarios. The validation metrics give an accuracy with which a model
characterizes the massive MIMO channels, thus, we can use them to verify
the correlative models. Furthermore, we compare the metrics achieved in
the measured channels with those achieved in the correlative models ac-
cording to different aspects, such as the propagation condition, i.e., LOS
versus NLOS; propagation environment, i.e., indoor versus outdoor; the
environment at user side, i.e., crowded versus non-crowded; and different
BS locations.

4.1 Linear Array

This section introduces the validation results of the correlative models,
when chosen scenarios are gathered in the first measurement campaign
(”ULA with 5 virtual users”). For the measured channels and the correla-
tive models, the three validation metrics are shown on the order of 5, 32,
64 and 128 antennas equipped at the BS.

4.1.1 Selection of Antennas

Different number of antennas at the BS gives different channel performance.
Here, we describe the method of antenna selection in detail and try to cover

21
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all antennas on the array:

1. M = 128: All antennas on the array are used.

2. M = 64: The adjacent antenna sliding window with 64 antennas
is selected to slide from the first antenna to the final one, when
considering the ULA. After that, there are 65 sliding windows for
our selection in total. We do a simulation for each sliding window, so
the 65 simulation results are achieved to calculate the uplink capacity,
ZF sum-rate and singular value, then the calculated parameters are
averaged over different simulations.

3. M = 32 and 5: Except for the sliding window size is 32 and 5 anten-
nas, respectively, the same method is used as M =64.

4.1.2 ULA with 5 Virtual Users

To observe the performance of the correlative models in LOS and NLOS
propagation conditions, the measured data gathered in the following two
scenarios are used.

• The first scenario occurs in a LOS outdoor environment. The five
users are close to each other at MS 2, whereas the BS remains fixed.
Details on the position information can be found in the Figure 2.2.
In order to have the strongest LOS characteristic, we choose this
scenario to be investigated.

• The second scenario is the same outdoor environment as the first
scenario, however, the close five users are at MS 5 and communicate
with BS in a NLOS condition. This scenario is used because there
are rich scatterers between the user and the BS.

LOS Scenario

Figure 4.1 shows both the uplink capacity and the ZF sum-rate as a func-
tion of Es/N0 (-10 to 10 dB) for different antenna deployments, when con-
sidering the Kronecker model in LOS scenario. It can be known from the
figure that the uplink capacity for the measured channels and the Kronecker
model increases as Es/N0 increases for 5, 32, 64 and 128 antennas, respec-
tively. Furthermore, it also becomes larger, when increasing the number of
BS antennas. For the ZF sum-rate, it goes to larger value as a function of
the number of BS antennas for the measured channels. However, for the
Kronecker model, it keeps in 0 [bps/Hz] expect for M = 128.
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It is easy to observe that there is a long rates gap between the mea-
sured channels and the Kronecker model for 32, 64 and 128 antennas, when
considering the uplink capacity and the ZF sum-rate. Moreover, the gaps
become large, when the BS has more antennas. But, the gaps are not too
bad for M = 5, as comparing with larger number of antennas at BS.
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Figure 4.1: Validation of the Kronecker model. Measurement campaign: ULA
with 5 virtual users; User location: MS 2; Propagation condition: LOS.

In Figure 4.2, we display the cumulative distribution functions (CDFs)
of singular values for the measured channels and the Kronecker model in
LOS scenario. The blue lines in the figure give the singular values in the
measured channels, and the median of singular value spreads are 20 dB,
12 dB, 10 dB and 7 dB for 5, 32, 64 and 128 BS antennas. The red lines
in the figure announce the singular values of the Kronecker model, which
show that the median of singular value spreads are 37 dB, 23 dB, 21 dB
and 16 dB. The median values for both the measured channels and the
Kronecker model become smaller, when having more antennas at BS. The
median values in the Kronecker model are higher than those in the measured
channel and reduce significantly, it leads to a worse channel orthogonality
for the users.

Using the same measured data, the Weichselberger model can be gen-
erated, thus, the performances of the measured channels give the same as
shown in Figure 4.1. Here, we are primarily interested in viewing the gen-
erated model’s performance by considering the uplink capacity and the ZF
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Figure 4.2: CDFs of singular values for the 5 users in measured and the
Kronecker model channel. Measurement campaign: ULA with 5 virtual users;
User location: MS 2; Propagation condition: LOS.
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Figure 4.3: Validation of the Weichselberger model. Measurement campaign:
ULA with 5 virtual users; User location: MS 2; Propagation condition: LOS.
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sum-rate. Figure 4.3 illustrates the gaps between the measured channels
and the Weichselberger model become smaller for both the uplink capacity
and the ZF sum-rate, when comparing with the gaps achieved in the Fig-
ure 4.1. Once more, the figure shows the gaps for M = 5 is smaller than
others (M = 32, 64 and 128).

We now study the CDFs of singular values for the Weichselberger model,
as shown in Figure 4.4. It can be seen from the figure that the median of
singular value spreads for the measured channels are the same as shown in
Figure 4.2, and for the Weichselberger model are 20 dB, 13 dB, 11 dB and
9 dB based on the different antenna configuration.
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Figure 4.4: CDFs of singular values for the 5 users in measured and the
Weichselberger model channel. Measurement campaign: ULA with 5 virtual
users; User location: MS 2; Propagation condition: LOS.

Therefore, for this selected LOS scenario, when comparing the perfor-
mance metrics between the measured channels and the correlative models,
we can observe that the uplink capacity obtained by the Weichselberger
model is higher than that achieved in the Kronecker model, for 5, 32, 64
and 128 antennas, respectively. This characteristic also can be observed for
the ZF sum-rate, except for 5 antennas at BS.
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NLOS Scenario

Comparing with the LOS scenario above, the validation results are collected
in the NLOS scenario below. From the Figure 4.5, it is easy to observe that
when considering the measured channels and the Kronecker model, both the
uplink capacity and the ZF sum-rate achieved in NLOS scenario are greater
than those achieved in LOS scenario (see Figure 4.1), since rich scatterers
within NLOS scenario allow better spatial separation of user signals.

Notice that the gap between the uplink capacity and the ZF sum-rate
for the measured channel becomes smaller, as increasing the number of
BS antenna. The reason for this is that ZF pre-coder consumes power to
remove ISI, however, the consumption decreases as the number of BS an-
tenna increases. That leads to the resulting ZF sum-rate goes to the uplink
capacity. Despite the environment is improved, both the uplink capacity
and the ZF sum-rate obtained by the Kronecker model underestimate those
achieved in the measured channels.
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Figure 4.5: Validation of the Kronecker model. Measurement campaign: ULA
with 5 virtual users; User location: MS 5; Propagation condition: NLOS.

The CDFs of singular values shown in Figure 4.6 is used to check if
the Kronecker model can represent the measured channel. For this NLOS
scenario, the singular values become smaller than the LOS scenario for
the measured channels and the Kronecker model; and the median of the
singular value spreads display 12 dB, 4 dB, 3 dB and 2 dB for the measured
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channels, 24 dB, 12 dB, 11.5 dB and 11 dB for the Weichselberger model,
for all cases of 5, 32, 64 and 128 antennas. Obviously the median values of
the model are larger than the measured channels, so it is not a good model
to represent the measured channels.
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Figure 4.6: CDFs of singular values for the 5 users in measured and the
Kronecker model channel. Measurement campaign: ULA with 5 virtual users;
User location: MS 5; Propagation condition: NLOS.

We now use measured data from NLOS scenario to generate the We-
ichselberger model and describe its uplink capacity and ZF sum-rate when
using different number of antennas, as shown in Figure 4.7. The Weichsel-
berger model supports higher uplink capacity and ZF sum-rate than the
Kronecker model for 5, 32, 64 and 128 antennas in this NLOS scenario,
when comparing with Figure 4.5. Because of this reason, the Weichsel-
berger model is closer to the measured model than the Kronecker model.

In Figure 4.8, the median of singular value spreads are 13 dB, 7 dB, 6.5
dB and 6 dB for equipping 5, 32, 64 and 128 antennas at the BS, respec-
tively. Compare the CDF curves of singular values between the measured
channels and the Weichselberger model, both singular values are close, how-
ever, they also give some difference. Singular value spreads can reflect the
benefits of complex propagation. Both the measured channels and the We-
ichselberger model have smaller singular value spreads. That indicates a
much better user channel orthogonality in the measured channels and the
model channels.
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Figure 4.7: Validation of the Weichselberger model. Measurement campaign:
ULA with 5 virtual users; User location: MS 5; Propagation condition: NLOS.
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Figure 4.8: CDFs of singular values for the 5 users in measured and the
Weichselberger model channel. Measurement campaign: ULA with 5 virtual
users; User location: MS 5; Propagation condition: NLOS.
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Summarizing, we find that the Weichselberger model is more closer
to the measured channels than the Kronecker model, when considering
the LOS scenario and NLOS scenario, respectively. That is due to the
separability assumption for the Kronecker model that scatterers at both
sides can not be coupled. Furthermore, when considering the Kronecker
model and the Weichselberger model, respectively, NLOS scenario with
rich scatterers can bring the better benefits than the LOS scenario, since
scatterers in the environment can support strong decorrelation effect to the
channel.

4.2 Cylindrical Array

In order to compare with linear array, the chosen scenarios in this section
are gathered in the measurement campaigns performed with UCA at BS,
which are ”UCA with 5 virtual users”, ”UCA with 9 synchronized users
- outdoor”, ”UCA with 9 synchronized users - indoor”. With the order
of 5 (or 9), 32, 64 and 128 antennas equipped at BS, the three validation
metrics are shown in the following, the antenna selection method will also
be presented.

4.2.1 Selection of Antennas

Here, the antenna selection of UCA is introduced, and it will be used for
all validation results of UCA:

1. M = 128: All antenna ports are used.

2. M = 64: We randomly choose two rings from the four rings of the
UCA, thus, the 6 possible selections are got to do simulations and
then average them.

3. M = 32: We select one ring among the four rings at one time and give
4 selection methods. Using the 4 selections, four simulation results
are achieved and then also average them.

4. M= 5 (or 9): For each ring of the four rings, the 5 (or 9) antenna
ports are evenly spaced by 6-7 (or 3-4) antenna ports. After that,
the spaced 5 (or 9) antenna ports start circulating in a clock wise
direction. Since each ring has 32 antenna ports, 6 (or 3) possible
selections are given for each ring. Thus, 24 (or 12) selection ways
are selected to consider the 128 ports. Finally, we can simulate the
sum-rates for each selection way and calculate the mean value of
them.
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4.2.2 UCA with 5 Virtual Users

In this subsection, the measured data is from the second measurement
campaign. It is important to know that the measured data is from the
first half of the 40 positions, since the user travels long distance over the
positions and the environment has changed. As mentioned in the section
4.1, validation results of the two correlative model are based on the same
scenario as before in order to compare the performance of the UCA and
ULA.

LOS Scenario

Given the Figure 4.9, a good experimental result has been provided. It
is clear from the simulation results that for the measured channels and
the Kronecker model, the uplink capacity and the ZF sum-rate stay the
same for different antenna deployments at BS. However, when using more
antennas at BS (>5), both the uplink capacity and the ZF sum-rate increase
neglectfully.
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Figure 4.9: Validation of the Kronecker model. Measurement campaign: UCA
with 5 virtual users; User location: MS 2; Propagation condition: LOS.

Moreover, as compared to Figure 4.1, we see that with UCA, the uplink
capacity and the ZF sum-rate are improved for 5, 32, and 64 antennas,
however, when BS has 128 antennas, both the uplink capacity and the ZF
sum-rate for the measured channels reduce.
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Consider the CDFs of singular values in Figure 4.10, the median of
singular value spreads for 5, 32, 64 and 128 antennas are 16 dB, 10 dB,
9.5 dB and 9 dB for the measured channel. For the Kronecker model, they
are 16 dB, 10 dB, 9.9 dB and 9.5 dB. It seems to be a negligible between
the measured channels and the Kronecker model. Furthermore, the CDF
curves just have unsubstantial upper tails as M exceeds the number of users
(K = 5).
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Figure 4.10: CDFs of singular values for the 5 users in measured and the
Kronecker model channel. Measurement campaign: UCA with 5 virtual users;
User location: MS 2; Propagation condition: LOS.

Here, the Weichselberger model is generated by using the same LOS
scenario with the above Kronecker model. Thus, the performance metrics
of the measured channels show the same characteristics, as given in the
above Kronecker model.

From the Figure 4.11, UCA can do better than ULA, as compared to
Figure 4.3. Note that the uplink capacity and the ZF sum-rate achieved
in the Weichselberger model overestimate those achieved in the measured
channel. Although the half of the measured data is used, the user still moves
up to 10m. The distance leads to the slightest mistake, so our simulation
can be accepted.

Figure 4.12 shows the CDFs of singular values for the measured channel
and the Weichselberger model. By surveying the figure, the median of
singular value spreads obtained in the Weichselberger model are 15.5 dB, 9
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Figure 4.11: Validation of the Weichselberger model. Measurement cam-
paign: UCA with 5 virtual users; User location: MS 2; Propagation condition:
LOS.
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Figure 4.12: CDFs of singular values for the 5 users in measured and the
Weichselberger model channel. Measurement campaign: UCA with 5 virtual
users; User location: MS 2; Propagation condition: LOS.
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dB, 9 dB and 8.9 dB for different antenna deployment. When M is larger
than 5, CDF curves become more stable.

In this LOS scenario, the contribution of the correlative models to the
measured channels from massive MIMO can be viewed as sameness. The
Weichselberger model has been shown to be accurate than the Kronecker
model in the literature, however, it does not be supported, when considering
massive MIMO performed with UCA at BS.

NLOS Scenario

In contrast to the LOS scenario above, validation results of correlative
models for the NLOS scenario will be given in the next paragraphs.

From Figure 4.13, it is clear that both the uplink capacity and ZF sum-
rate achieved in NLOS scenario are always higher than those achieved in
LOS scenario for the measured channels and the Kronecker model, when
compared with the Figure 4.9. It is worth mentioning that the improvement
in the ZF sum-rate if using more antenna (>5). That is because as the
number of the antenna increasing, ZF consumes less power, which leads to
the ZF sum-rate become larger and close to the measured channels.
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Figure 4.13: Validation of the Kronecker model. Measurement campaign:
UCA with 5 virtual users; User location: MS 5; Propagation condition: NLOS

Consider the CDFs of singular values in this NLOS scenario, as shown
in Figure 4.14. The median of singular value spreads are 13 dB, 5 dB, 4.7
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dB and 4.5 dB for the measured channels when equipping 5, 32, 64 and 128
antennas at BS. Furthermore, the median values for the Kronecker model
(13 dB, 5.5 dB, 5 dB and 5 dB) also can be caught for different antenna
number in the figure. The median values in this scenario for both the
measured channels and the Kronecker model are smaller than the median
values achieved in the LOS conditions (see Figure 4.10). Moreover, it can
be observed that the lines become tighter as the antenna increases, that let
singular value spreads become much more stable.
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Figure 4.14: CDFs of singular values for the 5 users in measured and the
Kronecker model channel. Measurement campaign: UCA with 5 virtual users;
User location: MS 5; Propagation condition: NLOS.

Using the measured data from the NLOS scenario, the Weichselberger
model is generated. After that, the metrics are computed. Observing
Figure 4.15 and Figure 4.13, it is difficult to distinguish both figures. That
can prove that we can not determine which model is more accurate.

As can be seen in Figure 4.16, singular values for the Weichselber model
give the same characteristic as the Kronecker model, when compared to
those in Figure 4.14.

When considering the NLOS scenario, validation metrics created by the
Kronecker model give the same variation as shown in the Weichselberger
model. Thus, the Weichselberger model is not more accurate than the
Kronecker model.

Clearly, compared to the section 4.1, UCA shows good performance
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Figure 4.15: Validation of the Weichselberger model. Measurement cam-
paign: UCA with 5 virtual users; User location: MS 5; Propagation condition:
NLOS
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Figure 4.16: CDFs of singular values for the 5 users in measured and the
Weichselberger model channel. Measurement campaign: UCA with 5 virtual
users; User location: MS 5; Propagation condition: NLOS.
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than ULA. On the other hand, it is very likely that the two correlative
models are great models to model the measured channel by the validation
metrics, when considering the measured data from the second measurement
campaign. And in the future, it is really needed to do more research for
the two correlative models.

However, for this measurement campaign, we measured the 40 positions
with a inter-spacing of 0.5m, that results in the variation of the environ-
ment. To reduce the changes of the environment, we remove the last half
of the measured data for our simulation, however, that still leads to some
challenges.

4.2.3 UCA with 9 Synchronized Users - Outdoor

It is important the fact that the third measurement campaign employs
9 simultaneous real users to communicate with the UCA BS. Thus, it is
obvious that the correlative models modelled in this measurement campaign
could have significant differences relative to the measurement campaign
employed 5 virtual users.

As simulated in the first two measurement campaigns, the LOS scenario
and the NLOS scenario were considered. We study the same two kinds of
scenarios for this campaign, and except for the LOS condition and the
NLOS condition, we also consider a heavy crowed condition with 10-12
persons. The measurement sites used in this subsection has been shown in
Figure 2.3a.

The investigated scenarios are:

• The first used scenario is measured at MS 1, as shown in Figure 2.3a,
and MS 1 has LOS condition. Furthermore, the 9 active users are
crowded by another 10 to 12 persons or not.

• The another scenario is performed at MS 3, that has NLOS condition.
The 9 active users with the crowd and without the crowd also be
observed.

LOS Scenarios

Figure 4.17 shows the uplink capacity and the ZF sum-rate between the
measured channels and the Kronecker model. For 9, 32, 64, and 128 an-
tennas, respectively, the uplink capacity and the ZF sum-rate for both the
measured channels and the Kronecker model go to a high level, as compared
to Figure 4.9. The reason is the more the users we employ, the better the
sum-rate, according to the Shannon theorem.
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Figure 4.17: Validation of the Kronecker model. Measurement campaign:
UCA with 9 synchronized users - outdoor; User location: MS 1; Propagation
condition: LOS - Crowd.
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Figure 4.18: CDFs of singular values for the 9 users in measured and the
Kronecker model channel. Measurement campaign: UCA with 9 synchronized
users - outdoor; User location: MS 1; Propagation condition: LOS - Crowd.
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To the best of our knowledge, the Kronecker model consistently under-
estimates the sum-rates of the channels, however, in this scenario, it has
been shown to be accurate for characterizing real-life channels. Thus, it
is reasonable to state that the Kronecker model does a good job of sim-
ulating the measured channel. As a matter of fact, since the number of
the scatterers limits the achievable sum-rates, the uplink capacity and the
ZF sum-rate for both the measure channels and the kronecker model do
not increase that significantly as the number of the antenna at BS, when
having more antennas (>9).

−10 −5 0 5 10
0

5

10

15

20

25

30

E
s
/N

0
 [dB]

U
pl

in
k 

su
m

−
ra

te
 [b

ps
/H

z]

Base station − 9

 

 

Weich
Weich, ZF
Meas
Meas, ZF

−10 −5 0 5 10
0

5

10

15

20

25

30

E
s
/N

0
 [dB]

U
pl

in
k 

su
m

−
ra

te
 [b

ps
/H

z]

Base station − 32

 

 

−10 −5 0 5 10
0

5

10

15

20

25

30

E
s
/N

0
 [dB]

U
pl

in
k 

su
m

−
ra

te
 [b

ps
/H

z]

Base station − 64

 

 

−10 −5 0 5 10
0

5

10

15

20

25

30

E
s
/N

0
 [dB]

U
pl

in
k 

su
m

−
ra

te
 [b

ps
/H

z]

Base station − 128

 

 

Figure 4.19: Validation of the Weichselberger model. Measurement cam-
paign: UCA with 9 synchronized users - outdoor; User location: MS 1; Prop-
agation condition: LOS - Crowd.

Figure 4.18 reveals that the median of singular value spreads are 19
dB, 12 dB, 11 dB and 10 dB for all the cases of 9, 32, 64 and 128 BS
antennas for the measured channels, and 19.5 dB, 12 dB, 11 dB and 10
dB for the Kronecker model. Results show that the median values become
smaller as increasing the number of antennas at BS. That means that user
channel decorrelate if we increase the number of the antennas at BS, that
can decrease the correlation between the channels and leads to a much
better channel orthogonality in the measured channels and the Kronecker
model.

The validation results for the Weichselberger model using the same LOS
scenario are shown in the Figure 4.19. It is also noteworthy that the two
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correlative models show the same performance, by seeing Figure 4.17 and
Figure 4.19.

As discussed in the [15], the Kronecker model performs poorly for the
larger number of antenna when using real-life data. However, the perfor-
mance metrics for this scenario imply that the Kronecker model can handle
the measured data obtained from a large number of antennas system. And,
we, here, demonstrate once again the Weichselberger model is not more
accurate than the Kronecker model.

For Weichselberger model, the median of singular value spreads are 19
dB, 11.5 dB, 10 dB and 10 dB when BS uses 9, 32, 64 and 128 antenna
elements (see Figure 4.20). In such a case, it give the same performance as
shown in Figure 4.18.
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Figure 4.20: CDFs of singular values for the 9 users in measured and the
Weichselberger model channel. Measurement campaign: UCA with 9 synchro-
nized users - outdoor; User location: MS 1; Propagation condition: LOS -
Crowd.

Let us next consider the case where there are no crowd in the location
MS 1. In such a case, it can be more possible to point out the contribution
of the crowd.

The uplink capacity and the ZF sum-rate for both the measured chan-
nels and the Kronecker model have been shown in Figure 4.21. The figure
presents the same characteristics as Figure 4.17, and we can not look at
the difference between them.
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Figure 4.21: Validation of the Kronecker model. Measurement campaign:
UCA with 9 synchronized users - outdoor; User location: MS 1; Propagation
condition: LOS - No Crowd.
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Figure 4.22: CDFs of singular values for the 9 users in measured and the
Kronecker model channel. Measurement campaign: UCA with 9 synchronized
users - outdoor; User location: MS 1; Propagation condition: LOS - No Crowd.
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According to Figure 4.22, the median of singular value spreads for the
LOS with crowd scenario are 19.5 dB, 12 dB, 11.5 dB and 11 dB for the
measured channel, and are 20 dB, 13 dB, 12 dB 12 dB for the Kronecker
when equipping with 9, 32, 64 and 128 antennas, respectively. This can
identify with the CDFs of singular values, as shown in Figure 4.18.

By Figure 4.23, we can see that the uplink capacity and the ZF sum-
rate for both the measured channels and the Weicheselberger model in the
LOS condition with no crowd follow the same features of the Figure 4.19.
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Figure 4.23: Validation of the Weichselberger model. Measurement cam-
paign: UCA with 9 synchronized users - outdoor; User location: MS 1; Prop-
agation condition: LOS - No Crowd.

Figure 4.24 investigates the behaviour of the CDFs of singular values
for the Weichselberger model based on the LOS condition without crowd
environment. The simulated curves not only present that the median of
singular value spreads for the Weichselberger model are 19 dB, 12 dB,
11 dB and 11 dB (M = 9, 32, 64 and 128), but also depict that it is a
trustworthy model for the measured data.

To the end, our general comments are that when we consider this LOS
scenario in the future, the Kronecker model and the Weichselberger model
can play a great role in simulating this kind of environment. However, the
designed crowd leads to a neglect-able influence for our environment, thus,
it is required to define a better crowd for our environment if we want to
examine the effect of the crowd.
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Figure 4.24: CDFs of singular values for the 9 users in measured and the
Weichselberger model channel. Measurement campaign: UCA with 9 synchro-
nized users - outdoor; User location: MS 1; Propagation condition: LOS - No
Crowd.

NLOS Scenarios

For the LOS scenarios above, it reflects the simulate ability of the correlative
models considered at massive MIMO channels. We now give the validation
results based on the NLOS scenario in order to gain more insights for the
correlative models.

As illustrate in Figure 4.25, the uplink capacity and the ZF sum-rate
for both the measured channel and the Kronecker model go to a higher
level compared with the LOS scenario with crowd, as shown in Figure 4.17,
that is because NLOS with rich scattering allows better spatial separation
of the user signals.

As the number of antenna elements at BS increases, the gap between the
measured channel and the Kronecker model for the uplink capacity and the
ZF sum-rate becomes smaller, since ZF pre-coding is used to remove inter
symbol interference (ISI) and this process consumes some power, however,
the consumption decreases when increasing the number of antenna.

Figure 4.26 shows the result of the CDFs of singular values, and accord-
ing to the figure, the median of singular value spreads can be given. They
are 14 dB, 6 dB, 5 dB and 4 dB as the number of the antenna elements at
BS increases for the measured model, and 14.5 dB 6 dB, 5.5 dB and 5 dB
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Figure 4.25: Validation of the Kronecker model. Measurement campaign:
UCA with 9 synchronized users - outdoor; User location: MS 3; Propagation
condition: NLOS - Crowd.
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Figure 4.26: CDFs of singular values for the 9 users in measured and the
Kronecker model channel. Measurement campaign: UCA with 9 synchronized
users - outdoor; User location: MS 3; Propagation condition: NLOS - Crowd.
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Figure 4.27: Validation of the Weichselberger model. Measurement cam-
paign: UCA with 9 synchronized users - outdoor; User location: MS 3; Prop-
agation condition: NLOS - Crowd.

for the Kronecker model.

It should be noted that the median values become significantly smaller
in NLOS condition, as compared to those in the corresponding LOS con-
dition. Moreover, the singular value spreads have lesser variations for the
measured channel and the Kronecker model if M = 9, after that, the sin-
gular value spreads can be treated as a constant for M = 32, 64 and 128.
This model provides performance very close to the measured channel and
gives better spatial separation of the user signals.

It is assumed that the Weichselberger model is confirmed. By using
that, the uplink capacity and the ZF sum-rate can be achieved, as illus-
trated in 4.27. By taking into account the figure, it is hard to be further
distinguished for the measured channels and the Weichselberger model and
it is also difficulty to specify the difference between this figure and the Fig-
ure 4.25. Accordingly, the two described correlative models is supposed to
have ability to model the measured channel when we choose this scenario.

In Figure 4.28, the median of singular value spreads (14 dB, 6 dB 5
dB and 4.5 dB) for the Weichselberger model can be achieved according
to equipping 9, 32, 64 and 128 antenna elements at BS. This figure can be
explained as the Figure 4.26, as they match each other very well.

As can be seen in Figure 4.29 and Figure 4.25, both figures are the
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Figure 4.28: CDFs of singular values for the 9 users in measured and the
Weichselberger model channel. Measurement campaign: UCA with 9 synchro-
nized users - outdoor; User location: MS 3; Propagation condition: NLOS -
Crowd.

−10 −5 0 5 10
0

5

10

15

20

25

30

E
s
/N

0
 [dB]

U
pl

in
k 

su
m

−
ra

te
 [b

ps
/H

z]

Base station − 9

 

 

Kron
Kron, ZF
Meas
Meas, ZF

−10 −5 0 5 10
0

5

10

15

20

25

30

E
s
/N

0
 [dB]

U
pl

in
k 

su
m

−
ra

te
 [b

ps
/H

z]

Base station − 32

 

 

−10 −5 0 5 10
0

5

10

15

20

25

30

E
s
/N

0
 [dB]

U
pl

in
k 

su
m

−
ra

te
 [b

ps
/H

z]

Base station − 64

 

 

−10 −5 0 5 10
0

5

10

15

20

25

30

E
s
/N

0
 [dB]

U
pl

in
k 

su
m

−
ra

te
 [b

ps
/H

z]

Base station − 128

 

 

Figure 4.29: Validation of the Kronecker model. Measurement campaign:
UCA with 9 synchronized users - outdoor; User location: MS 3; Propagation
condition: NLOS - No Crowd.
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same. Figure 4.30 and Figure 4.26 display the same characteristics. The
reason for this is from the crowd, furthermore, the crowd can be ignored
due to its inefficiency.
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Figure 4.30: CDFs of singular values for the 9 users in measured and the
Kronecker model channel. Measurement campaign: UCA with 9 synchronized
users - outdoor; User location: MS 3; Propagation condition: NLOS - No
Crowd.

For the Weichselberger model, it also can be shown that the crowd is
hard to influence our measurement, when we comparing the Figure 4.31
and 4.27 as well as the Figure 4.32 and the Figure 4.28.

Reviewing the simulation results for the third measurement campaign,
we must point out three key statements. Firstly, the Kronecker model
and the Weichselberger model do a good job of representing the measured
data obtained in this measurement campaign, as the singular values of the
model channel predicted by the correlative models closely follow those of
the measured channel. Secondly, despite the Weichselberger model has been
provided to be more accurate than the Kronecker model, the two models
make an equal contribution for our data. Finally, unfortunately, the crowd
is of no effect when adding it to our measurement. Thus, in the future, a
new method is needed to set the crowd.
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Figure 4.31: Validation of the Weichselberger model. Measurement cam-
paign: UCA with 9 synchronized users - outdoor; User location: MS 3; Prop-
agation condition: NLOS - No Crowd.
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Figure 4.32: CDFs of singular values for the 9 users in measured and the
Weichselberger model channel. Measurement campaign: UCA with 9 synchro-
nized users - outdoor; User location: MS 3; Propagation condition: NLOS -
No Crowd.
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4.2.4 UCA with 9 Synchronized Users - Indoor

Expect for the concluded three measurement campaign, the simulation re-
sults for the last measurement campaign presented in this section hold for
the indoor environment. It is clear that all scenarios own LOS conditions
by viewing the Figure 2.4.

To facilitate our analysis, we here show the results of the scenarios
according to the positions of the BS, as following:

• Firstly, the scenario employs the BS 1, as shown in Figure 2.4a. The
users with and without the crowd displayed in Figure 2.4b stay at
the 20 seats of the Group 1.

• The second scenario is based on the first scenario, but follows the BS
3 instead of BS 1.

BS Location 1

We take Figure 4.33 as a starter to show the validation results of the Kro-
necker model. It is easy to see that the gap between the measured channels
and the Kronecker model becomes lesser, as the number of antennas at BS
increases, for the uplink capacity and the ZF sum-rate.
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Figure 4.33: Validation of the Kronecker model. Measurement campaign:
UCA with 9 synchronized users - indoor; BS location: BS 1; Crowd: Yes.
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By comparing to the outdoor scenario, we observe that the uplink ca-
pacity and the ZF sum-rate go to a higher level and the gap between become
smaller, for 9, 32, 64 and 128 antennas, respectively (see Figure 4.17).

Figure 4.34 shows the CDFs of singular values when using BS 1 with
crowd. From the figure, the median of singular value spreads can be found,
that are 16 dB, 9 dB, 8 dB and 7 dB for the measured channel when
equipping with 9, 32 64 and 128 antenna elements at BS, further, 16 dB, 9
dB, 8 dB and 7 dB for the Kronecker model. We note that the medians are
equal for the measured and the model, that indicates that in this scenario,
the Kronecker model is a perfect model to follow the measured channel.
Furthermore, it is still shows a good performance, as compared to outdoor
scenario (see Figure 4.18).
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Figure 4.34: CDFs of singular values for the 9 users in measured and the
Kronecker model channel. Measurement campaign: UCA with 9 synchronized
users - indoor; BS location: BS 1; Crowd: Yes

Here, we present the uplink capacity and ZF sum-rate for both the
measured channel and the Weichselberger model in Figure 4.35. By recall-
ing the same validation metrics in the outdoor with LOS condition (see
Figure 4.19), it is easy to know that the validation metrics achieved in the
indoor environment are higher than those achieved in the outdoor environ-
ment. On the other hand, the ZF sum-rate is close to the uplink capacity
for both the measured channel and the Weichselberger model, when the
number of the antenna elements at BS increases.
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Figure 4.35: Validation of the Weichselberger model. Measurement cam-
paign: UCA with 9 synchronized users - indoor; BS location: BS 1; Crowd:
Yes.
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Figure 4.36: CDFs of singular values for the 9 users in measured and the
Weichselberger model channel. Measurement campaign: UCA with 9 synchro-
nized users - indoor; BS location: BS 1; Crowd: Yes
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Figure 4.37: Validation of the Kronecker model. Measurement campaign:
UCA with 9 synchronized users - indoor; BS location: BS 1; Crowd: No.
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Figure 4.38: CDFs of singular values for the 9 users in measured and the
Kronecker model channel. Measurement campaign: UCA with 9 synchronized
users - indoor; BS location: BS 1; Crowd: No.
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Figure 4.39: Validation of the Weichselberger model. Measurement cam-
paign: UCA with 9 synchronized users - indoor; BS location: BS 1; Crowd:
No.
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Figure 4.40: CDFs of singular values for the 9 users in measured and the
Weichselberger model channel. Measurement campaign: UCA with 9 synchro-
nized users - indoor; BS location: BS 1; Crowd: No.
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Figure 4.36 gives the CDFs of singular values for the measured channel
and the Weichselberger model, when using BS 1 with the crowd. We can
observe that the median of singular value spreads are 16 dB, 8 dB, 7.5 dB
and 7 dB, for M = 9, 32, 64 and 128. After that, it can be seen that the
match between the model and the measured channel is well and the the
tails of the CDF curves disappear when using more than 9 antennas at BS.

As shown in Figure 4.37 and Figure 4.38, the simulation results are
got when using BS 1 with crowd. As already known, the crowd for our
measurement has no impact on the system performance. Unfortunately, it
is clear to give that for this scenario, the crowd also makes a little con-
tribution to the system performance when compared with Figure 4.33 and
Figure 4.34.

Because of the null crowd, the validation results for the Weichselberger
model (Figure 4.39 and Figure 4.40) can lead to the same characteristics
as Figure 4.35 and Figure 4.36.

BS Location 3

To gain more insights, we do the simulation according to the indoor envi-
ronment by changing the BS 1 into BS 3. It is worth point out that the
uplink capacity and the ZF sum-rate for both the measured channel and the
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Figure 4.41: Validation of the Kronecker model. Measurement campaign:
UCA with 9 synchronized users - indoor; BS location: BS 3; Crowd: Yes.
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Kronecker model (see Figure 4.41) can be found the same as Figure 4.33.
That is noted that in indoor scenario, the improving of the performance
goes to zero when changing the distance between the users and the BS.
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Figure 4.42: CDFs of singular values for the 9 users in measured and the
Kronecker model channel. Measurement campaign: UCA with 9 synchronized
users - indoor; BS location: BS 3; Crowd: Yes.

From the CDFs of singular values in Figure 4.42, the median of singular
value spreads are 16 dB, 8.5 dB, 7.5 dB and 7 dB for the measured channel,
16 dB, 9 dB, 8 dB and 7 dB for the Kronecker model when equipping 9, 32,
64 and 128 antenna elements at BS. The match for the measured channel
and the Kronecker model is worse than those shown in Figure 4.34, that is
because the BS 1 is closer to Group 1 than the BS 3 as shown in Figure 2.4a.

Comparing Figure 4.43 with Figure 4.35, we can see that the twin figures
are obvious. Thus, in this case, BS 1 and BS 3 can support the same unlink
capacity and ZF sum-rate for the measured channel and the Weichselberger
model.

From Figure 4.44, the median of singular value spreads are 16 dB, 8.5
dB, 7.5 dB and 7 dB for all the cases of 9, 32, 64 and 128 antenna elements,
respectively. For the comparison with Figure 4.36, this figure also gives
worse match since the BS 3 is farther to users than the BS 1.

In the following, the validation results are achieved by employing the
BS 3 without the crowd. Since the validation results for the Kronecker
model (Figure 4.45 and Figure 4.46) are considered as the same with those
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Figure 4.43: Validation of the Weichselberger model. Measurement cam-
paign: UCA with 9 synchronized users - indoor; BS location: BS 3; Crowd:
Yes.
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Figure 4.44: CDFs of singular values for the 9 users in measured and the
Weichselberger model channel. Measurement campaign: UCA with 9 synchro-
nized users - indoor; BS location: BS 3; Crowd: Yes.
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Figure 4.45: Validation of the Kronecker model. Measurement campaign:
UCA with 9 synchronized users - indoor; BS location: BS 3; Crowd: No.
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Figure 4.46: CDFs of singular values for the 9 users in measured and the
Kronecker model channel. Measurement campaign: UCA with 9 synchronized
users - indoor; BS location: BS 3; Crowd: No.
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obtained in crowd (Figure 4.41 and Figure 4.42) and the validation results
for the Weichselberger model (see Figure 4.47 and Figure 4.48) also achieve
the same validation results, as shown in Figure 4.43 and Figure 4.44, we do
not give more comments for them.
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Figure 4.47: Validation of the Weichselberger model. Measurement cam-
paign: UCA with 9 synchronized users - indoor; BS location: BS 3; Crowd:
No.

In this chapter, we present an experimental analysis of the correlative
channel models by choosing typical scenarios, and validation results of all
scenarios will be given in the Chapter 5. To the end, two comments to
the development of massive MIMO for this chapter can be summarized as
follows:

1. As already known, the crowd has no impact on the system perfor-
mance and it is required to seek a good method to set the crowd if
we want to investigate the influence of the crowd in the future.

2. Cylindrical array supports higher advantages than linear array.
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Figure 4.48: CDFs of singular values for the 9 users in measured and the
Weichselberger model channel. Measurement campaign: UCA with 9 synchro-
nized users - indoor; BS location: BS 3; Crowd: No.



Chapter 5

Summary Results of the Correlative
Models

We have validated the two correlative models by using real-life data from
some typical scenarios in the Chapter 4. Also, real-life data given by all sce-
narios from each measurement campaign have been used to develop the two
correlative models. After that, two validation metrics the uplink capacity
and the ZF sum-rate were computed according to the generated correlative
models.

When considering one measurement campaign, both the uplink capacity
and the ZF sum-rate for each scenario are extracted at Es/N0 = 10 dB. And
in order to evaluate the correlative models, we summarize all the extracted
ZF sum-rates for each measurement campaign as well as the extracted
uplink capacities in this chapter.

5.1 Linear Array

5.1.1 ULA with 5 Virtual Users

Figure 5.1 shows the modelled versus measured uplink capacity for the
Kronecker model and the Weichselberger model , when having 5, 32, 64 and
128 antennas at BS. The diagonal represents the case of no model error.
For each model, a specific marker corresponds to one scenario, and there
are 9 scenarios in the first measurement campaign. The kronecker model
(red squares) and the Weichselberger model (blue circles) underestimate the
measured uplink capacity. The reason for this is due to the larger aperture
of the ULA. Moreover, the mismatch goes to 50% for the Kronecker model
and 20% for the Weichselberger model. Since the Weichselberger model
considers the coupling coefficients between the transmit side and the receive
side, it has a lower mismatch than the Kronecker model.

59
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Figure 5.1: The uplink capacity of Measured versus Modeled for the measure-
ment campaign ”ULA with 5 virtual users” at a Es/N0 of 10 dB.
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Figure 5.2: The Zero-forcing sum-rates of Measured versus Modeled for the
measurement campaign ”ULA with 5 virtual users” at a Es/N0 of 10 dB.
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Figure 5.2 shows a modelled versus measured ZF sum-rate graph for all
scenarios from the first measurement campaign. The two correlative models
underestimate significantly the measured ZF sum-rate. And it is obvious
to show that the improvement of the ZF sum-rate for the two correlative
models when the number of the antenna elements is larger (>5). That
is because ZF pre-coder consumes less power as increasing the number of
antennas at BS, which results in the ZF sum-rate become larger and close
to the measured ZF sum-rate.

5.2 Cylindrical Array

5.2.1 UCA with 5 Virtual Users
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Figure 5.3: The uplink capacity of Measured versus Modeled for the measure-
ment campaign ”UCA with 5 virtual users” at a Es/N0 of 10 dB.

It is observed from the Figure 5.3 that the UCA gives higher advantages
than the ULA when comparing with Figure 5.1. All scenarios are from the
second measurement campaign and the uplink capacity for each scenario
are summarized in Figure 5.3. In general, the Kronecker model and the
Weichselberger model fit the measurements best with relative errors within
a few percents for the all cases of 5, 32, 64 and 128 antennas.
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As with the scenarios from the second measurement campaign, the ZF
sum-rates for all scenarios are shown in Figure 5.3. When considering 5
antennas at BS, the Kronecker model error is 20% for all scenarios, whereas
that of the Weichselberger model is 5%. However, when having more than
5 antennas, the ZF sum-rate for both models improve significantly and the
two correlative models error remains relatively constant regardless of array
size.

For the second measurement campaign, note that for all scenarios, both
the uplink capacity and the ZF sum-rate extend to a longer interval, as
having more antennas at BS (>5). As mentioned in Chapter 4, the envi-
ronment for this measurement campaign fluctuates rapidly, that leads to
the extension for the uplink capacity and the ZF sum-rate.
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Figure 5.4: The Zero-forcing sum-rates of Measured versus Modeled for the
measurement campaign ”UCA with 5 virtual users” at a Es/N0 of 10 dB.

5.2.2 UCA with 9 Synchronized Users - Outdoor

In Figure 5.5, the modelled versus measured uplink capacity for all scenarios
listed in the third measurement campaign is shown. The Kronecker model
and the Weichselberger model perform quite well overall for equipping 9,
32, 64 and 128 antennas at BS. The two correlative models error for all
scenarios shows almost zero and remains zero regardless of array size.
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Figure 5.5: The uplink capacity of Measured versus Modeled for the measure-
ment campaign ”UCA with 9 synchronized users - outdoor” at a Es/N0 of 10
dB.
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Figure 5.6: The Zero-forcing sum-rates of Measured versus Modeled for the
measurement campaign ”UCA with 9 synchronized users - outdoor” at a Es/N0

of 10 dB.



64 Summary Results of the Correlative Models

On the other hand, it is also pointed that some markers with higher
uplink capacity are from the scenarios with NLOS condition and the rest
markers with lower uplink capacity are built in the scenarios with LOS
condition, this is because the NLOS conditions given rich scattering can
allow a much better spatial separation of user signals.

Figure 5.6 illustrates the modelled versus measured ZF sum-rate for all
scenarios achieved in the third measurement campaign. It shows the We-
ichselberger model (blue circles) performs best for all antenna deployments.
For the Kronecker model, it underestimates the measured ZF sum-rate for
equipping 9, 32, 64 and 128 antennas. Furthermore, from the NLOS scenar-
ios to the LOS scenarios, the mismatch for the Kronecker model increases
for all cases.

The special points can be found in Figure 5.6 that obviously underesti-
mated the measured channel is a different case that have not been discussed
before. The users are well-separated at four measurement sites in measure-
ment campaign ”UCA with 9 synchronized users - outdoor”.

5.2.3 UCA with 9 Synchronized Users - Indoor
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Figure 5.7: The uplink capacity of Measured versus Modeled for the measure-
ment campaign ”UCA with 9 synchronized users - indoor” at a Es/N0 of 10
dB.
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Let us investigate the two correlative models according to indoor sce-
narios from the last measurement campaign, as shown in Figure 5.7. For
all scenarios, both the uplink capacity and the ZF sum-rate always stay
on the diagonal regardless of array size. That means that both the Kro-
necker model and the Weichselberger model have no model error and perfect
match. On the other hand, since LOS component serves for every scenario,
the uplink capacity and the ZF sum-rate for both models have a relative
smaller fluctuation, when considering all antenna deployments.
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Figure 5.8: The Zero-forcing sum-rates of Measured versus Modeled for the
measurement campaign ”UCA with 9 synchronized users - indoor” at a Es/N0

of 10 dB.

The ZF sum-rates computed from the last measurement campaign for
both the Kronecker model and the Weichselberger model are shown in
Figure 5.8. It can be observed that the Weichselberger model fits the
measurements best with no model error for 9, 32, 64 and 128 antennas,
respectively. The Kronecker model underestimates the measured ZF sum-
rate, when having more than 9 antennas. When the number of antennas is
9, the Kronecker model performs very well, that reflects it is a good model
in this case.

It is also to interesting to study the significant increase of the ZF sum-
rate for both models, as the BS antenna is larger than 9. Also, the reason for
this is because ZF pre-coder is used to remove ISI and this process needs
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to consume power, however, the consumption reduces, as the number of
antenna elements at BS increases.

In the end, two comments for this chapter are given by

• Firstly, in the literature [15], it has been shown that the Kronecker
model performs poorly, when having larger antennas (>3). However,
the Kronercker model shows good match for equipping more antennas
at BS, when considering UCA scenarios.

• Second, for massive MIMO channels performed with UCA, both the
Kronverker model and the Weichselberger are good model for perfor-
mance analysis and evaluation.



Chapter 6

Random Cluster Model

To model the massive MIMO channel based on the Random Cluster Model
(RCM) [16], we use the measurement data from the measurement campaign
”ULA with 5 virtual users” with the linear array. In this chapter, the
measurement data processing, the implementation of the RCM as well as
the channel behavior and validation will be present.

6.1 Measurement Data Processing

Instead of investigating the measured channel matrix, i.e., the correlative
models, the RCM is modeled on a cluster level. The space-alternating
generalized expectation maximization(SAGE) algorithm [23] is applied to
estimate the MPCs of the raw data obtained from the measurement. With
joint clustering and tracking, the MPCs having similar azimuth angles,
elevation angles and delays are grouped into one cluster by using KPower-
Means clustering algorithm [24]. To extract the clusters better, a sliding
window with 10 adjacent antennas over the ULA was implemented.

6.2 Parametric Model

Each of the extracted clusters contains a set of parameters to classify the
cluster location, power, spread, number of the MPCs in each cluster and
its updating over time. The impulse response of the channel can be written
as the sum of the cluster impulse responses:

H(t, f) =

Nc∑
c=1

Hc(t, f,Θc) (6.1)

where Hc expresses the impulse response of the cth cluster, the cluster
parameter set Θc contains the mean azimuth and elevation angles for both
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receive and transmit side ϕ̄Rx, ϕ̄Tx, θ̄Rx, θ̄Tx, the mean delay τ̄c, the spread
of preceding parameters σϕRx,c, σϕTx,c, σθRx,c, σθTx,c, στ,c, the cluster power
σ2γ,c, the number of MPCs within cth cluster Nc,p, the number of coexisting
cluster per snapshot Nc, the total snapshot power ρc and the cluster lifetime
Λc. To simulate a smoothly time-variant channel over the large array, the
rate of change parameters 4ϕ̄Rx,c,4ϕ̄Tx,c,4θ̄Rx,c,4θ̄Tx,c,4τ̄c,4σ2γ,c are
included in the clsuter parameter set Θc. The cluster impulse response is
given as

H(t, f,Θc) =

Nc,p∑
p=1

Hcp(t, f,Θcp) (6.2)

where the impulse response of the pth MPC in the cth cluster is denoted
by Hcp. Each cluster consists of Nc,p MPCs, and each MPC parameter
set Θcp is composed by the MPC amplitude γc,p, delay τc,p, azimuth and
elevation angles ϕRx,c,p, ϕTx,c,p, θRx,c,p, θTx,c,p.

As discussed in 1.2.2, one obvious feature of RCM improved from the
COST 273 model is that the environment PDF was employed to describe
the channel properties. The environment PDF Θenv, which is the joint
distribution of entire cluster parameters, is given by

Θenv =p(Θc)

=p(ϕ̄Rx, ϕ̄Tx, θ̄Rx, θ̄Tx, τ̄c, σϕRx,c, σϕTx,c, σθRx,c, σθTx,c, στ,c, σ
2
γ,c,

ρc, Nc, Nc,p,4ϕ̄Rx,c,4ϕ̄Tx,c,4θ̄Rx,c,4θ̄Tx,c,4τ̄c,4σ2γ,c,Λc) (6.3)

In this thesis work, a kernel density estimator toolbox for MATLAB [25]
is used to estimate the environment PDF. Since all the cluster parameters
are obtained from the raw measurement data, the environment PDF can
closely reflects the real environment with its multivariate PDF description.

The primary job of the parametric model is to generate the cluster
parameter sets Θc and MPC parameter sets Θcp from the environment
PDF Θenv. Once the environment PDF Θenv has been obtained , a set of
cluster parameter for one snapshot (refer to a sliding window in our thesis
work) will be determined by using the marginal PDF and conditional PDF.
The rough procedure is given as

• Number of clusters for the first windowNc is drawn from the marginal
PDF P (Nc) , which is computing by integrating all cluster parameters
except for Nc of the environment PDF.

• With the fixed Nc, the second obtained parameter window power ρc is
determined with its marginal PDF conditioned on the Nc, P (ρc|Nc).



Random Cluster Model 69

• Based on the environment PDF conditioned on ρc and Nc, the cluster
parameter set Θc is generated.

After that, we create the MPC parameter sets Θcp by using the gener-
ated Θc. The MPC amplitude is defined as

|γc,p| =

√
σ2γ,c

|γatt|2Nc,p
(6.4)

which is the cluster power divided by the number of the MPCs in the
current cluster, the phase of γc,p follows the uniform distribution U(−π π),
and |γatt|2 is the cluster attenuation factor aiming to fading in and out clus-
ters smoothly over the large array. The MPC angle parameters ϕRx,c,p, ϕTx,c,p,
θRx,c,p, θTx,c,p are generated by Gaussian distribution, that is

ϕRx,c,p ∼ N (ϕ̄Rx, σ
2
ϕRx,c

)

ϕTx,c,p ∼ N (ϕ̄Tx, σ
2
ϕTx,c

)

θRx,c,p ∼ N (θ̄Rx, σ
2
θRx,c

)

θTx,c,p ∼ N (θ̄Tx, σ
2
θTx,c

) (6.5)

The mean and the variance of the Gaussian distribution is the mean angle
and angle spread of the current cluster, respectively. The generated pa-
rameter set is for the first sliding window, and the next windows repeat
the same step. The parameter updating per window as well as the cluster
appear and disappear on the antenna array will be realized by a birth-death
process, detailed description in next section.

6.3 Birth-Death Process

One significant feature of the cluster models is that a time-variant channel
is modeled, here we apply time-variation modeling concept to the spatial
domain. The RCM considers a birth-death process to update the parame-
ters every sliding window aiming to generate a smoothly space-variant radio
channel along the large array. The cluster parameters updating over the
large array are achieved by the rate of change parameters.

For the rate of change cluster parameters, we define them as the slopes
of the parameter change along the array. For instance, the cluster power
variations for a LOS scenario (MS 3) and a NLOS scenario(MS 5) are shown
in Figure 6.1.We fit each of them by a dotted linear line to get the slope,
which is considered as the rate of change of cluster power 4σ2γ,c. The other
rate of change parameters, i.e., angles and delay, are realized in the same
way.
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Figure 6.1: The cluster power variations along the array

The power variations for LOS scenario (left side of Figure 6.1) only
contains the NLOS clusters. The LOS component are considered separately
by using the Ricean k-factor, which is defined as the ratio of power between
the LOS component and NLOS clusters.

Since the ULA performed at the BS has a physically large dimension,
the massive MIMO channels can have observable variation over the large
array. The procedure of clusters accrue and pass away on the large array
called birth-death process. We determine the birth and death rate form
the measurement data, by counting the number of newly born and died
clusters per sliding window, shown in Figure 6.2.
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Figure 6.2: Cluster birth and death per sliding window along the large array.

The two histograms give the statistic data of all LOS and NLOS scenar-
ios from the measurement campaign ”ULA with 5 virtual users” separately,
where the users located in measurement sites MS 1-4 having LOS condition
and sites MS 5-8 having NLOS condition (see Figure 2.2). The birth and
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death rate are computed from Figure 6.2 shown in Table 6.1. It is notewor-
thy that the the count for the birth and death is huge when no fresh cluster
born or die. Furthermore, the NLOS scenarios present a higher birth rate
and death rate due to the rich scattering propagation environment.

LOS NLOS
[birth/death] [birth/death]

0 cluster 0.9771/0.9975 0.9136/0.9292
1 cluster 0.0203/0.0225 0.0797/0.0657
2 clusters 0.0026/0 0.0059/0.0042
3 clusters 0/0 0.0004/0.0009
4 clusters 0/0 0.0004/0

Table 6.1: Birth-death rate.

In this thesis work, the birth of a new cluster is governed by the cluster
birth rate. For a new-born cluster, the cluster parameter set Θc is gained
from the environment pdf Θenv by repeating the procedure in the paramet-
ric model. With the obtained cluster lifetime Λc, the cluster disappears as
its lifetime has terminated.

Figure 6.3: MPC parameter updating.

The parameter updating talked previously is on the cluster level along
its cluster lifetime Λc. For the MPCs parameter change over the antenna
array, the updated MPC amplitude γc,p is given as
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|γn+1
c,p |2 = |γnc,p|2 +4σ2γ,c

λ

2
(6.6)

where 4σ2γ,c is the rate of change of cluster power, λ2 is the distance of two
adjacent antenna element. The MPC delay τc,p is refreshed by establishing
a coordinate system (see Figure 6.3). The MPC position is represented
by its coordinate (cosϕRx,c,pdc,p, sinϕRx,c,pdc,p). And dc,p is the distance
between the MPC and the BS array, which is calculated by multiplying
the MPC delay τc,p by the speed of light. And the ϕRx,c,p is the azimuth
angle at receiver side obtained in Section 6.2. After given the coordinate
of the MPC, the dc,p can be determined for the each antenna consisted in
its lifetime.

6.4 System Model

According to the cluster parameters and MPC parameters generated before,
the system model can be written as

H(t, f) =

Nc∑
c=1

Nc,p∑
p=1

γc,paRx(ϕRx, θRx)aTTx(ϕTx, θTx)e−j2πfτc,p (6.7)

where aRx(ϕRx, θRx) is the receive array steering vector and aTx(ϕTx, θTx)
is the transmit array steering vector. And Nc, Nc,p are the number of the
cluster per snapshot and the number of MPCs in cth cluster, respectively.
τc,p is the delay for each MPC in cth cluster. Here we have omni-directional
antennas at the BS, the array steering vector equals to 1. And the phase
different was embodied in the MPCs delay updating. We can rewrite the
system model as

H(t, f) =

Nc∑
c=1

Nc,p∑
p=1

γc,pe
−j2πfτc,p (6.8)

For the LOS scenario simulation, the direct propagation path LOS compo-
nent achieved by Ricean k-factor is considered as a special cluster consisted
of only one MPC, and the lifetime Λc of the LOS cluster is assumed as the
whole linear array.

6.5 Model Validation

To validate the simulated model, a number of scalar properties showing
the channel performance are introduced, i.e., the spatial and statistic auto-
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correlation, large scale fading, moreover, the simulation results for the
scalar properties will also be shown in this section. The LOS and NLOS
scenarios are modeled separately, since the statistic data both from the
measurement and simulation show different characteristics for the two prop-
agation conditions.

6.5.1 Spatial Auto-Correlation

The spatial auto-correlation indicates correlation of a variable with itself
through space. Furthermore, we here use it to show the correlation between
each antenna elements over the antenna array. The correlation coefficient
for one realization is defined as

r(4j) =

∣∣∣∣∣ 1L
L∑
`=1

1

K

K∑
k=1

1

J

J∑
j=1

hk,j,`h
∗
k,j+4j,`

|hk,j,`||hk,j+4j,`|

∣∣∣∣∣ (6.9)

where hk,j,` is the channel gain at kth user, jth antenna and `th sub-
carrier. 4j represents the antenna space along the array.
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Figure 6.4: The spatial auto-correlation comparision between the measured
and simulated channel (LOS scenarios ).

Figure 6.4 gives the auto-correlation of measured channel and the simu-
lated channel when we model the LOS conditions. In the left of the figure,
it is easy to find the MS 2 and MS 3 are stronger than the MS 1 and
MS 4, and the correlation coefficient becomes smaller as the wavelength
increases. As can be seen in the right of the figure, the RCM leads to the
same performance as the measured channels.

However, we must point out the correlation coefficient goes to higher
value at the end of the array, that is because the data volume achieved in
the end of the array is more less than that achieved in the previous array.
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Figure 6.5: The spatial auto-correlation comparision between the measured
and simulated channel (NLOS scenarios ).

On the other hand, the simulation times is not enough due to the time
constraints.
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Figure 6.6: The averaged spatial auto-correlation comparision between the
measured and simulated channel.

According to the left of Figure 6.5, we can see that the correlation coeffi-
cient for the NLOS conditions always goes to smaller after a few wavelength
if consider the measured channels, since the scatterers in the environment
can support strong decorrelation effect to the channel. The same charac-
teristics is given for the model channel, as illustrated in the right of the
figure. As mentioned in the last paragraph, the simulation times for this
are also not enough.

In the Figure 6.6 we plot the average spatial auto-correlation of the
LOS scenarios and the NLOS scenarios for the measured channel and the
simulated channel. Both the LOS scenarios and the NLOS scenarios show
a smaller gap between the measured channel and the simulated channel.
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Therefore, the RCM can reflect the measured channel if considering the
spatial auto-correlation scale.

6.5.2 Statistic Auto-Correlation of Fading Process

Another important property to construct and evaluate a channel model is
the statistic auto-correlation between the channel parameters, e.g., channel
fading. A wide-sense stationary (WSS) channel is assumed, where µ and
σ2 are the mean and variance of each realization, the correlation coefficient
is given as

R(τ) =
E[(xt − µ)(xt+τ − µ)]

σ2
(6.10)

where E represents the expected value, τ is the antenna space over the ULA
performed at BS.
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Figure 6.7: The statistic auto-correlation of fading (LOS scenarios ).

By using the statistic auto-correlation for the channel power, the corre-
lation coefficient can be obtained, as illustrates in Figure 6.7 and Figure 6.8.

Figure 6.7 shows the statistic auto-correlation of the measured channels
and the modeled channels, and according to the left of the figure, it can be
observed that the correlation coefficient becomes smaller as the wavelength.
From the right of the figure, we can know that the correlation coefficient for
all simulated realization of RCM decreases with the increase of the wave-
length. However, we must tell the truth that some of the realizations have
the lower correlation coefficient, which is smaller than -1. That indicates
that we still need do many more simulations.

In the left of Figure 6.8, it is clear that all NLOS scenarios own a
constant correlation coefficient after a few wavelength. Because the data
volume of the end array is more less than that of the previous array, the
correlation coefficient becomes higher at the end of the array. The same
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Figure 6.8: The statistic auto-correlation of fading (NLOS scenarios ).

trend for the simulated channel is shown in the right of the figure, and then
we can state that the RCM closely follows the measured when the statistic
auto-correlation is considered.
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Figure 6.9: The averaged statistic auto-correlation of fading.

Averaging all the realizations for the measured channel and the sim-
ulated channel, the Figure 6.9 can be obtained. From the figure,we are
motivated to study the gap between the measured channel and the mea-
sured channel. Despite the gap is too bigger, it can be accepted due to the
limited simulation times.

6.5.3 Large-Scale Fading

The large-scale fading along the measured antennas is evaluated by the
following equation:

PLSF = max |Pant −PMean| (6.11)
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where Pant is the power on each antenna and PMean is the average power
over the large array. In order to check the stationary, we search for the
antenna with the higher fluctuation.
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Figure 6.10: Comparison between CDFs of the large scale fading.

As shown in Figure 6.10, on one hand, it is easy to observe that the
CDF curve of the simulated channel has a longer upper tail than the mea-
sured channel when considering the LOS scenarios and the NLOS scenarios.
On the other hand, since the CDF curve of the measured channel is more
steeper than the simulated channel for both kinds of scenarios, the mea-
sured channel is more stable than RCM. The gap between the measured
channel and the simulated channel is bigger, as the simulation times for the
simulated channels are not enough because of the time restriction.
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Chapter 7

Conclusions and Discussion

This thesis has investigated the correlative models and the cluster model
for massive MIMO by using measured channels.

Conclusion and summary for the correlative models are as follows:

• With physically-large array, both the uplink capacity and the ZF
sum-rates achieved in the correlative models underestimate those
achieved in the real-life channel. Furthermore, the Weichselberger
model is more accurate than the Kronecker model. Singular value
spreads were gathered for different scenarios, and they indicates that
the correlative models cannot do a good job of representing the real-
life channel. The worse match is because of the physically large array.

• With compact cylindrical array and closely-spaced users, we deliver
several conclusions for the correlative models, that is, (i) the cor-
relative models match well with real-life data. (ii) Both the uplink
capacity and the ZF sum-rate not only are influenced by rapidly
changing environment (following the second measured campaign),
but also give higher values for the LOS scenarios when compared
with NLOS scenarios (following the third measurement campaign).
(iii) We found that for compact array and closely-spaced users, the
correlative models can be used for analytical study and the further
problem is that large number of parameters in correlation matrix is
a modelling challenge.

To the end, the RCM employed a statistical description (namely en-
vironment PDF) of the measured scenarios to generate clusters for the
modelled scenario. Expect for that, we used the Birth-death process to
model continuously time-varying scenarios and used the K-factor to model
the LOS component.

In order to validate the RCM, the spatial auto-correlation, the statistic
auto-correlation and the large-scale fading have been examined. Despite
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the spatial auto-correlation has shown that the channel correlation give a
good match between the RCM and the measured channels, the statistic
auto-correlation and the large-scale fading told us that the power match
still needs to improve. On the other hand, the simulation times is not
enough due to the time constraints.

In future work, it is interesting to consider well-separated users, when
investigating the correlative models. And for the RCM, we may do enough
simulations so that some better suggestions can be achieved.
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