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Abstract

The ‘self-referential’ character of evolutionary process noted
by Goldenfeld and Woese (2010) can be restated through a
‘language’ model in which genes, gene expression, and envi-
ronment are represented as interacting information sources.
The larger, composite, source that characterizes the high
probability evolutionary paths then becomes, in a real sense, a
language that speaks itself. The approach represents a signif-
icant extension of nonequilibrium condensed matter formal-
ism in which the asymptotic limit theorems of information
theory beat back the mathematical thicket a full step, pro-
viding necessary but not sufficient conditions for punctuated
evolutionary transitions that can themselves be expressed as
highly structured large deviations having their own grammar
and syntax.
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large deviations, Morse Function, punctuation, renormaliza-
tion

1 Introduction

Wallace (2010a) has proposed expanding the modern synthe-
sis by introducing ‘The principle of environmental interac-
tion,’ i.e., that individuals and groups engage in powerful,
often punctuated, dynamic mutual relations with their em-
bedding environments that may include the exchange of her-
itage material between markedly different organisms. Escap-
ing the intellectual straightjacket of mathematical population
genetics – or at least exchanging it for a slightly larger one –
that work characterizes genes, gene expression (as a cognitive
process) and embedding environments as interacting informa-
tion sources constrained by the asymptotic limit theorems of
information theory. This leads to an inherently coevolution-
ary system described in terms of a formalism quite similar to
that of Onsager’s nonequilibrium thermodynamics and having
quasi-stable ‘coevolutionary’ states coupled by highly struc-
tured large deviations, all much in the sense of Champagnat
et al. (2006). Wallace (2010b) restricted the general theory
in terms of gene expression and gene transmission, producing

∗Contact: wallace@pi.cpmc.columbia.edu. Box 47, 1051 Riverside
Drive, New York, New York, 10032.

close analogs to the niche construction approach of Odling-
Smee et al. (2003).

This body of work introduces powerful methods from the
statistical physics of phase transitions into evolutionary the-
ory, much in the spirit of the recent paper by Goldenfeld
and Woese (2010), who focus on evolution ‘as a problem in
nonequilibrium statistical mechanics, where the key dynami-
cal modes are collective’. They provide a central insight:

...[T]he genome encodes the information which
governs the response of an organism to its physics
and biological environment. At the same time, this
environment actually shapes genomes through gene
transfer processes and phenotype selection. Thus,
we encounter a situation where the dynamics must
be self-referential: the update rules change during
the time evolution of the system, and the way in
which they change is a function of the state and thus
the history of the system... self-referential dynam-
ics is an inherent and probably defining feature of
evolutionary dynamics and thus biological systems.

Here we explore such self-referential dynamics from the per-
spectives of Wallace (2010a, b), recognizing that the represen-
tation of fundamental biological processes in terms of informa-
tion sources restrains, somewhat, the inherent nonequilibrium
nature of those processes. That is, although the operation of
information sources is both nonequilibrium and irreversible
in the most fundamental sense (e.g., few and short palin-
dromes), the asymptotic limit theorems of information theory
beat back the mathematical thicket surrounding such phe-
nomena one full step. The theorems permit, in some measure,
an ‘equilibrium-like’ approximation to inherently nonequilib-
rium processes under proper circumstances, and, as in Wal-
lace (2010a), allow the stochastic differential equation models
inherent to nonequilibrium statistical mechanics to penetrate
a full step deeper.

2 Basic formalism

Evolutionary process, as envisioned by Wallace (2010a), in-
volves dynamic interplay between (at least) three informa-
tion sources representing gene transmission, gene expression,
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and embedding environment, given that both genes and en-
vironment ‘remember’, producing serial correlations in time.
We suppose it possible to coarse-grain observational measures
of those three processes, representing the results in terms of
some ‘alphabet’ of possible states. Our interest is in (prop-
erly characterized, and possibly very long) temporal paths
beginning at some initial state a0, and having the form

xn ≡ {a0, a1, ..., an},

where the aj are possible elements of the coarsegrained alpha-
bet.

Given a particular tripartite starting point, a0, evolution,
being inherently path dependent, must build on what has
gone before. Thus, crudely, subsequent paths can be divided
into two classes, a vast set having vanishingly small probabil-
ity, and a much smaller set that, we suppose, follows some-
thing like the regularities of information theory that govern
the three component information sources. That is, if N(n) is
the number of high probability paths of length n, then there
exists a path independent limit H such that

H = lim
n→∞

log[N(n)]

n
.

(1)

Below we will indicate how the restriction of strict path
independence might be lifted, somewhat.

We assume that, associated with each path xn of length n,
there is an information source Xn producing it that is defined
in terms of the joint and conditional probabilities

P (a0, a1, ...an)

and

P (an|an−1, ..., a1, a0),

such that appropriate Shannon uncertainties may be defined
(e.g., Ash, 1990; Khinchin, 1957; Cover and Thomas, 2006),
and that the Shannon-McMillan Theorem holds:

H = lim
n→∞

log[N(n)]

n
=

lim
n→∞

H(Xn|Xn−1, ..., X0) =

lim
n→∞

H(X0, X1, ..., Xn)

n+ 1
.

(2)

We now shift perspective, defining equivalence classes of
paths, and an associated symmetry groupoid (simplest exam-
ple, a disjoint union of groups) that will be needed for the
characterization of collective phenomena, much in the sense
that a symmetry group is needed for Landau’s theory of phase
transition.

We call two states aj and ak equivalent if there is a high
probability path beginning with a0 that connects them. The
set of high probability paths beginning at a0 defines the possi-
ble evolutionary processes that start at that state, and the set
of equivalence classes defines a groupoid in a standard man-
ner that characterizes the information source H associated
with them. See the Mathematical Appendix for a summary
explanation of groupoids.

We can now index the set of possible evolutionary informa-
tion sources by the groupoids defining the equivalence classes
of high probability paths associated with them.

Next, allow the initial state to vary, that is, allow differ-
ent starting points, a0, across the system. This produces an
even larger groupoid that will enable our analysis of certain
collective phenomena.

3 Punctuated equilibrium:
metabolic phase transitions in
evolution

As Feynman (2000) argues, based on work by Bennett (1988),
information is simply another form of free energy, and the
information in a message is quite precisely measured by the
free energy needed to erase it. Indeed, Feynman (2000) shows
how to construct an (idealized) machine that directly converts
the information in a message to work.

But there are subtleties. First, information sources are
already inherently irreversible dynamic systems. For exam-
ple, in spoken or written English, the short sequence ‘ the
’ has much higher probability than its time reversed ‘ eht ’.
There is no local reversibility, and adaptation of methods from
nonequilibrium statistical mechanics or thermodynamics will
not be graced with ‘Onsager reciprocal relations’.

Another subtlety is that, in spite of the inherently nonequi-
librium dynamic nature of an information source, the asymp-
totic limit theorems defining information source uncertainty
appear to permit ‘nonequilibrium equilibria’ in a certain
sense.

We suppose there to be some monotonic increasing measure
of available metabolic free energy, Q(M), Q(0) = 0. We as-
sume that possible evolutionary trajectories are constrained
by the availability of metabolic resources, so that the prob-
ability of an (inherently irreversible and highly dynamic) in-
formation source associated with groupoid element Gj , at a
fixed Q(M), is given, in a first approximation, by the standard
expression for the Gibbs distribution
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P [HGj
] =

exp[−HGj
/Q]∑

i exp[−HGi/Q]
.

(3)

As Goldenfeld (2010) has pointed out, this appears to be
not really appropriate for a system evolving in an open man-
ner, and we will generalize the treatment somewhat, using an
adiabatic approximation in which the dynamics remain ‘close
enough’ to a form in which Morse Theory can work, adapting
standard phase transition formalism for transitions between
adiabatic realms.

In essence, however, by adopting an information source per-
spective on evolutionary process we implicitly incorporate the
possibility of ‘nonequilibrium equilibria’ in the sense of El-
dredge and Gould (1972).

The ‘E-property’ that Khinchin (1957) identifies – the di-
vision of paths into high and low probability sets – and the
limiting relation

lim
n→∞

log[N(n)]

n
= H

for all high probability paths generated by an ergodic infor-
mation source, permits imposition of a powerful regularity
onto inherently nonequilibrium evolutionary processes.

The partition function-analog of this strange system can,
as usual, be defined as

ZG(Q) =
∑
i

exp[−HGi/Q].

(4)

We can now define an evolutionary groupoid source uncer-
tainty, FG, constructed over the full set of possible evolution-
ary trajectories as constrained by metabolic energy, as

exp[−FG/Q] ≡
∑
i

exp[−HGi
/Q],

(5)

so that

FG(Q) = −Q log[ZG(Q)].

(6)

This is to be taken as a Morse Function, in the sense of the
Mathematical Appendix.

Argument by abduction from statistical physics (Lan-
dau and Lifshitz, 2007; Pettini, 2007) identifies this as the
groupoid free energy of the evolutionary process, here con-
strained by metabolic energy availability, to which we now ap-
ply Landau’s theory of punctuated phase transition in terms
of groupoid, rather than group, symmetries.

Recall, now, Landau’s perspective on phase transition (Pet-
tini, 2007). The essence of his insight was that certain physi-
cal phase transitions took place in the context of a significant
symmetry change, with one phase being more symmetric than
the other. A symmetry is lost in the transition, i.e., sponta-
neous symmetry breaking. The greatest possible set of sym-
metries being that of the Hamiltonian describing the energy
states. Usually, states accessible at lower temperatures will
lack the symmetries available at higher temperatures, so that
the lower temperature state is less symmetric, and transitions
can be highly punctuated.

Here, we have characterized the dependence of evolutionary
process on the availability of metabolic free energy in terms of
groupoid, rather than group, symmetries, and the argument
by abduction is essentially similar: Increasing availability of
metabolic free energy – rising Q(M) – will allow richer in-
teractions between gene expression, genes, and environment,
and will do so in a highly punctuated manner, as in Eldredge
and Gould (1972). Wallace (2009) examined the eukaryotic
transition from this perspective, using a cruder version of the
theory, and found that the aerobic transition was a likely pre-
requisite to the coming-together of individual organisms into
nucleated cells. A sulfur-based metabolism, e.g.,

H2 + (1/2)S2 → H2S

generates about 21 KJ/mol, while

H2 + (1/2)O2 → H2O

provides about 241 KJ/mol, more than an order of magnitude
greater, a typical result. Canfield et al. (2006) show a range of
possible electron donors and acceptors likely available to early
anaerobic metabolisms, and discuss likely early ecosystems
based on them. These would have been orders of magnitude
less active than an O2-based biosphere. A ten-fold increase
in available metabolic free energy might well be expected to
permit very high orders of (groupoid) symmetries, including
the eukaryotic transition.
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4 Extending the model

4.1 Kadanoff theory

Given FG as a free energy analog, we are interested in a math-
ematical treatment of transitions between adiabatic realms
and suppose it possible to define a characteristic ‘length’, say
r, on the system, more fully described below. We can then
define renormalization symmetries in terms of the ‘clumping’
transformation, so that, for clumps of size R, in an external
‘field’ of strength J (that we can set to 0 in the limit), one
can write, in the usual manner (e.g., Wilson, 1971)

FG[Q(R), J(R)] = f(R)FG[Q(1), J(1)],

χ(Q(R), J(R)) =
χ(Q(1), J(1))

R
,

(7)

where χ is a characteristic correlation length.
As Wallace (2005) shows, following Wilson (1971), very

many ‘biological’ renormalizations, f(R), are possible that
lead to a number of quite different universality classes for
phase transition.

In order to define the metric r, we impose a topology on
the system, so that, near a particular ‘language’ A defining
some HG there is (in an appropriate sense) an open set U of
closely similar languages Â, such that A, Â ⊂ U .

Since the information sources are ‘similar’, for all pairs of
languages A, Â in U , it is possible to:

1. Create an embedding alphabet which includes all sym-
bols allowed to both of them.

2. Define an information-theoretic distortion measure in
that extended, joint alphabet between any high probability
(grammatical and syntactical) paths in A and Â, which we
write as d(Ax, Âx) (Cover and Thomas, 2006). Note that
these languages do not interact, in this approximation.

3. Define a metric on U , for example,

r(A, Â) = | lim
∫
A,Â

d(Ax, Âx)∫
A,A

d(Ax,Ax̂)
− 1|,

(8)

using an appropriate integration limit argument over the high
probability paths. Note that the integration in the denomina-
tor is over different paths within A itself, while in the numer-
ator it is between different paths in A and Â. Consideration
suggests r is indeed a formal metric.

Clearly, other approaches to metric construction on U seem
possible, and other approaches to renormalization than out-
lined by equation (7).

4.2 Nonergodic information sources

The ergodic nature of an information source is a generaliza-
tion of the law of large numbers and implies that the long-time
averages can be closely approximated by averages across the
probability spaces of those sources. For non-ergodic informa-
tion sources, a function, H(xn), of each path xn → x, may
be defined, such that limn→∞H(xn) = H(x), but H will not
in general be given by the simple cross-sectional laws-of-large
numbers analogs above (Khinchin, 1957).

Let s ≡ d(x, x̂) for high probability paths x and x̂, where
d is a distortion measure, as described in Cover and Thomas
(2006). For ‘nearly’ ergodic systems one might use something
of the form

H(x̂) ≈ H(x) + sdH/ds|s=0

for s sufficiently small. The idea is to take a distortion mea-
sure as a kind of Finsler metric, imposing a resulting ‘global’
structure over an appropriate class of non-ergodic informa-
tion sources. One question obviously revolves around what
properties are metric-independent, in much the same manner
as the Rate Distortion Theorem.

These heuristics can be made more precise:
Take a set of ‘high probability’ paths xn → x.
Suppose, for all such x, there is an open set, U , containing

x, on which the following conditions hold:
1. For all paths x̂n → x̂ ∈ U , a distortion measure sn ≡

dU (xn, x̂n) exists.
2. For each path xn → x in U there exists a pathwise

invariant function H(xn) → H(x), in the sense of Khinchin
(1957, p.72). While such a function will almost always exist,
only in the case of an ergodic information source can it be
identified as an ‘entropy’ in the usual sense.

3. A function FU (sn, n) ≡ fn → f exists, for example,

fn = sn, log[sn]/n, sn/n,

and so on.
4. The limit

lim
n→∞

H(xn)−H(x̂n)

fn
≡ ∇FH|x

exists and is finite.
Under such conditions, standard global atlas/manifold con-

structions are possible. Again, H is not simply given by the
usual expressions for source uncertainty if the source is not
ergodic, and the phase transition development above may be
correspondingly more complicated. Restriction to high proba-
bility paths simplifies matters considerably, although precisely
characterizing them may be difficult, requiring extension of
the Shannon-McMillan Theorem and its Rate Distortion gen-
eralization.

An essential question is under what circumstances this dif-
ferential treatment for ‘almost’ ergodic information sources
permits something very much like what Khinchin (1957, p.
54) calls the ‘E property’ enabling classification of paths into
a small set of high probability and a vastly larger set of van-
ishingly small probability (Khinchin, 1957, p. 74).
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4.3 Morse Theory

As Goldenfeld (2010) has pointed out, equation (3), the Gibbs
distribution, seems not really appropriate for a system evolv-
ing in an open manner, although, as we have argued, the
regularities imposed by the asymptotic limit theorems of in-
formation theory permit study of ‘nonequilibrium equilibria’
in a standard way. Here we attempt to significantly generalize
that treatment.

Letting t represent time, for the groupoid information
source ensemble we propose a probability density function
of the form

P [HGj
] =

ft(HGj
/Q)∑

i ft(HGi/Q)
,

(9)

with the provisos that the sum always converges and that
the dependence on time is adiabatic, in the sense that the
system changes slowly enough so that the information theory
mathematics ‘almost’ works all the time. Between such realms
the Kadanoff formalism is to be applied.

Then, as above, we take

Z(Q) ≡
∑
i

ft(HGi/Q)

(10)

and define a free energy-analog by

ft(FG/Q) = Z(Q),

FG = Qf−1t (Z(Q)).

(11)

The essential point is that FG is to be taken as a Morse
Function, in the sense of the Mathematical Appendix, so
that Pettini’s (2007) topological hypothesis applies, and Lan-
dau’s symmetry breaking arguments carry through, albeit in
a groupoid context. If HGi and Q are not easily separable,
then the algebra becomes more complicated, but the principle
remains the same.

The essential point is that, if a system evolving in an open
manner can be described in terms of information sources, then
the asymptotic limit theorems constraining the behavior of
such sources permit construction of a Morse Function inher-
ently generating punctuated equilibria for that system.

4.4 Large deviations

Wallace (2010a) has taken a more recognizable nonequi-
librium statistical mechanics approach to evolutionary dy-
namics. In that work the interaction of genes, (cognitive)
gene expression, and environmental information sources is ex-
pressed using the coevolutionary formalism of Chapagnat et
al. (2006). The basic idea is to write each information source
as a function of those with which it interacts:

Hm = Hm(Q1, ..., Qs, ...Hj ...), j 6= m.

where the Qk represent other relevant parameters. The dy-
namics of such a system is defined by the usual recursive net-
work of stochastic differential equations, using gradients in a
‘disorder’ construct as analogs to the more usual gradients in
entropy, the thermodynamic forces:

Sm ≡ Hm −
∑
j

∂Hm/∂Kj ,

(12)

where we have expressed both the Hj and Qj as driving pa-
rameters Kj , again with the proviso that one not express Hm

directly as a function of itself.
Then, via the homology between information and free en-

ergy, the dynamics become driven by the usual Onsager set
of stochastic differential equations,

dKj
t =

∑
i

[Li,j(t, ...∂Sm/∂Ki...)dt+σi,j(t, ...∂Sm/∂Ki...)dB
i
t] =

Lj(t,K1, ...,Kn)dt+
∑
i

σi,j(t,K1, ...,Kn)dBit

(13)

where we have collected and simplified terms. Lj and the σi,j
are functions, and the terms dBjt represent different kinds of
‘noise’ constrained by particular forms of quadratic variation,
in the usual manner. Standard texts abound.

Again, since information sources are not locally reversible,
there are no ‘Onsager reciprocal relations’.

Several patterns are obvious.
1. Setting this system of equations to zero and solving

for stationary points gives quasi-equilibrium attractor states
since the noise terms preclude unstable equilibria. The system
then undergoes diffusive drift about the equilibrium configu-
ration.
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2. The system may converge to a limit cycle or a pseudo-
random strange attractor.

3. What is converged to, however, is not a simple state or
set of such states. Rather, this system, via the constraints im-
posed by the asymptotic limit theorems of information theory,
converges to an equivalence class of of highly dynamic infor-
mation sources coupled by mutual crosstalk, and equivalence
classed define groupoids, as above. In effect, via the Shannon-
McMillan Theorem that defines the information source un-
certainty, we have driven the mathematical thicket one layer
back, expressing a dynamical system in terms of a relatively
simple formalism abducted from nonequilibrium statistical
mechanics.

As Champagnat et al. (2006) note, however, shifts between
the quasi-equilibria of this system of equations can be ad-
dressed by the large deviations formalism. They find that the
issue of evolutionary dynamics drifting away from trajectories
predicted by the canonical equation can be investigated by
considering the asymptotic of the probability of ‘rare events’
for the sample paths of the diffusion.

By ‘rare events’ they mean diffusion paths drifting far away
from the canonical equation. The probability of such rare
events is governed by a large deviation principle: when a crit-
ical parameter (designated ε) goes to zero, the probability that
the sample path of the diffusion is close to a given rare path
φ decreases exponentially to 0 with rate I(φ), where the ‘rate
function’ I can be expressed in terms of the parameters of the
diffusion. This result, in their view, can be used to study long-
time behavior of the diffusion process when there are multiple
attractive evolutionary singularities. Under proper conditions
the most likely path followed by the diffusion when exiting a
basin of attraction is the one minimizing the rate function
I over all the appropriate trajectories. The time needed to
exit the basin is of the order exp(H/ε) where H is a quasi-
potential representing the minimum of the rate function I
over all possible trajectories.

An essential fact of large deviations theory is that the rate
function I which Champagnat et al. invoke can almost always
be expressed as a kind of entropy, that is, having the canonical
form

I = −
∑
j

Pj log(Pj)

for some probability distribution. This result goes under a
number of names; Sanov’s Theorem, Cramer’s Theorem, the
Gartner-Ellis Theorem, the Shannon-McMillan Theorem, and
so forth (Dembo and Zeitouni, 1998; R. Wallace and R.G.
Wallace, 2008).

These considerations lead very much in the direction of
equation (13), but now seen as subject to internally-driven
large deviations that are themselves described as information
sources, providing H-parameters that can trigger punctuated
shifts between quasi-stable modes, in addition to resilience
transitions driven by ‘catastrophic’ external events or the ex-
change of heritage information between different classes of
organisms.

Figure 1: Spontaneous symmetry breaking in FG as an ap-
proximation to a structured large deviations transition driven
by increase in an available energy parameter. Unlike a simple
physical system, such a transition can occur if Q increases
beyond Qcrit, but will not do so in the absence of a highly
structured large deviation. Increase in Q is therefore a neces-
sary, but not sufficient, condition.

Figure 1 is a schematic that links this perspective to the
Morse Theory treatment of section 4.3. FG, as constructed,
is a kind of systemic information source subject to punctuated
transitions in a driving ‘metabolic’ parameter that we call Q.
As Q increases, spontaneous symmetry breaking permits, say,
a transition to eukaryotic structures via serial endosymbiosis:
the transition from the lower cluster to the higher. But this
is seen to take place via a highly structured large deviation
that is itself constrained as being the output of an information
source.

The spontaneous symmetry breaking argument is thereby
seen as a simplified approximation to the coevolutionary for-
malism of Champagnat et al. (2006), as adapted by Wallace
(2010a). Such transitions can occur, but, unlike simple physi-
cal systems, need not occur, in the absence of a large deviation
that is itself highly structured. To reiterate, in figure 1, in-
crease of available metabolic free energy is a necessary, but
not sufficient, condition for punctuated evolutionary change
that must be driven by a ‘self-dynamic’ and highly structured
large deviation having its own grammar and syntax.

5 Discussion and conclusions

Clearly, something analogous to what Goldenfeld and Woese
(2010) want to do can, in fact, be done, at least in terms of
a theory of evolutionary collective phenomena that has roots
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in physics. But life is not physics: the self-referential nature
of evolutionary process is truly something different. While
dependent on free energy and constrained by physical prin-
ciples, from the perspectives of this analysis, evolution is a
language that speaks itself. For example, available metabolic
free energy, written as Q(M) above, can itself be an evolu-
tionary product, as with the aerobic transition. The formal
description of such bootstrapping will require more compre-
hensive methods than are available by abduction from rela-
tively simple physical theory, as Goldenfeld and Woese (2010)
have noted.

Again, figure 1 suggests that changes in available metabolic
free energy were a necessary, but not sufficient, condition for
the eukaryotic transition. Evolution is indeed self referential.

Gene expression is a cognitive process (e.g., Wallace and
Wallace, 2009) that takes cues from the embedding environ-
ment to produce a phenotype response. Modes of such ex-
pression having adaptive value can become fixed in genetic
(or cultural) heritage by selection. Some very simple or-
ganisms can, in fact, increase their rates of mutation in re-
sponse to environmental stress. Some might even use such sig-
nals to direct mutational strategies, as Goldenfeld and Woese
(2010) suggest. But evolution will remain a self-dynamic, self-
referential, continually bootstrapping phenomenon, in effect,
a language that speaks itself, and life is not physics. Although
statistical physics and more reductionist theories are certainly
tools useful in the study of data on living systems, the under-
lying scientific discipline remains that of biology.

There is a cautionary note. One wag has put it as ‘All
mathematical models are wrong, but some are useful’. Pielou
(1977, p. 106) warns that mathematical models in biology and
ecology are only useful as subordinate partners in a continuing
dialog with data: models can only recommend perspectives
for empirical test. Replacing the intellectual straightjacket
of mathematical population genetics with one driven by the
asymptotic limit theorems of information theory will not ad-
dress the essential scientific problems now facing evolutionary
theory. These will yield only to data-based empirical study in
which mathematical models are only one among many possi-
ble tools: the word is not the thing.

6 Mathematical appendix

6.1 Groupoids

Following Weinstein (1996), states aj , ak in a set A are related
by the groupoid morphism if and only if there exists a high-
probability grammatical path connecting them to the same
base point, and tuning across the various possible ways in
which that can happen parameterizes the set of equivalence
relations and creates the groupoid. This assertion requires
some development.

Note that not all possible pairs of states (aj , ak) can be
connected by such a morphism, that is, by a high-probability,
grammatical and syntactical path linking them with some
given base point. Those that can define the groupoid ele-
ment, a morphism g = (aj , ak) having the natural inverse

g−1 = (ak, aj). Given such a pairing, it is possible to define
‘natural’ end-point maps α(g) = aj , β(g) = ak from the set
of morphisms G into A, and a formally associative product in
the groupoid g1g2 provided α(g1g2) = α(g1), β(g1g2) = β(g2),
and β(g1) = α(g2). Then the product is defined, and associa-
tive, (g1g2)g3 = g1(g2g3).

In addition, there are natural left and right identity ele-
ments λg, ρg such that λgg = g = gρg (Weinstein, 1996).

An orbit of the groupoid G over A is an equivalence class
for the relation aj ∼ Gak if and only if there is a groupoid
element g with α(g) = aj and β(g) = ak. Following Cannas da
Silva and Weinstein (1999), we note that a groupoid is called
transitive if it has just one orbit. The transitive groupoids
are the building blocks of groupoids in that there is a natural
decomposition of the base space of a general groupoid into
orbits. Over each orbit there is a transitive groupoid, and
the disjoint union of these transitive groupoids is the original
groupoid. Conversely, the disjoint union of groupoids is itself
a groupoid.

The isotropy group of a ∈ X consists of those g in G with
α(g) = a = β(g). These groups prove fundamental to classi-
fying groupoids.

If G is any groupoid over A, the map (α, β) : G→ A×A is
a morphism from G to the pair groupoid of A. The image of
(α, β) is the orbit equivalence relation ∼ G, and the functional
kernel is the union of the isotropy groups. If f : X → Y is a
function, then the kernel of f , ker(f) = [(x1, x2) ∈ X ×X :
f(x1) = f(x2)] defines an equivalence relation.

Groupoids may have additional structure. As Weinstein
(1996) explains, a groupoid G is a topological groupoid over a
base space X if G and X are topological spaces and α, β and
multiplication are continuous maps. A criticism sometimes
applied to groupoid theory is that their classification up to
isomorphism is nothing other than the classification of equiv-
alence relations via the orbit equivalence relation and groups
via the isotropy groups. The imposition of a compatible topo-
logical structure produces a nontrivial interaction between the
two structures. Below we will introduce a metric structure on
manifolds of related information sources, producing such in-
teraction.

In essence, a groupoid is a category in which all morphisms
have an inverse, here defined in terms of connection to a base
point by a meaningful path of an information source dual to
a cognitive process.

As Weinstein (1996) points out, the morphism (α, β) sug-
gests another way of looking at groupoids. A groupoid over A
identifies not only which elements of A are equivalent to one
another (isomorphic), but it also parameterizes the different
ways (isomorphisms) in which two elements can be equivalent,
i.e., all possible information sources dual to some cognitive
process. Given the information theoretic characterization of
cognition presented above, this produces a full modular cog-
nitive network in a highly natural manner.

Brown (1987) describes the fundamental structure as fol-
lows:

A groupoid should be thought of as a group with
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many objects, or with many identities... A groupoid
with one object is essentially just a group. So the no-
tion of groupoid is an extension of that of groups. It
gives an additional convenience, flexibility and range
of applications...

EXAMPLE 1. A disjoint union [of groups] G =
∪λGλ, λ ∈ Λ, is a groupoid: the product ab is defined
if and only if a, b belong to the same Gλ, and ab is
then just the product in the group Gλ. There is an
identity 1λ for each λ ∈ Λ. The maps α, β coincide
and map Gλ to λ, λ ∈ Λ.

EXAMPLE 2. An equivalence relation R on [a
set] X becomes a groupoid with α, β : R → X the
two projections, and product (x, y)(y, z) = (x, z)
whenever (x, y), (y, z) ∈ R. There is an identity,
namely (x, x), for each x ∈ X...

Weinstein (1996) makes the following fundamental point:

Almost every interesting equivalence relation on
a space B arises in a natural way as the orbit equiv-
alence relation of some groupoid G over B. Instead
of dealing directly with the orbit space B/G as an
object in the category Smap of sets and mappings,
one should consider instead the groupoid G itself as
an object in the category Ghtp of groupoids and ho-
motopy classes of morphisms.

The groupoid approach has become quite popular in the
study of networks of coupled dynamical systems which can
be defined by differential equation models, (Golubitsky and
Stewart, 2006).

6.2 Morse Theory

Morse theory examines relations between analytic behavior of
a function – the location and character of its critical points
– and the underlying topology of the manifold on which the
function is defined. We are interested in a number of such
functions, for example a ‘free energy’ constructed from infor-
mation source uncertainties on a parameter space and ‘second
order’ iterations involving parameter manifolds determining
critical behavior. These can be reformulated from a Morse
theory perspective. Here we follow closely the elegant treat-
ments of Pettini (2007) and Kastner (2006).

The essential idea of Morse theory is to examine an n-
dimensional manifold M as decomposed into level sets of some
function f : M → R where R is the set of real numbers. The
a-level set of f is defined as

f−1(a) = {x ∈M : f(x) = a},

the set of all points in M with f(x) = a. If M is compact,
then the whole manifold can be decomposed into such slices
in a canonical fashion between two limits, defined by the min-
imum and maximum of f on M . Let the part of M below a
be defined as

Ma = f−1(−∞, a] = {x ∈M : f(x) ≤ a}.

These sets describe the whole manifold as a varies between
the minimum and maximum of f .

Morse functions are defined as a particular set of smooth
functions f : M → R as follows. Suppose a function f has
a critical point xc, so that the derivative df(xc) = 0, with
critical value f(xc). Then f is a Morse function if its critical
points are nondegenerate in the sense that the Hessian matrix
of second derivatives at xc, whose elements, in terms of local
coordinates are

Hi,j = ∂2f/∂xi∂xj ,

has rank n, which means that it has only nonzero eigenvalues,
so that there are no lines or surfaces of critical points and,
ultimately, critical points are isolated.

The index of the critical point is the number of negative
eigenvalues of H at xc.

A level set f−1(a) of f is called a critical level if a is a
critical value of f , that is, if there is at least one critical point
xc ∈ f−1(a).

Again following Pettini (2007), the essential results of
Morse theory are:

1. If an interval [a, b] contains no critical values of f , then
the topology of f−1[a, v] does not change for any v ∈ (a, b].
Importantly, the result is valid even if f is not a Morse func-
tion, but only a smooth function.

2. If the interval [a, b] contains critical values, the topology
of f−1[a, v] changes in a manner determined by the properties
of the matrix H at the critical points.

3. If f : M → R is a Morse function, the set of all the
critical points of f is a discrete subset of M , i.e. critical
points are isolated. This is Sard’s Theorem.

4. If f : M → R is a Morse function, with M compact, then
on a finite interval [a, b] ⊂ R, there is only a finite number of
critical points p of f such that f(p) ∈ [a, b]. The set of critical
values of f is a discrete set of R.

5. For any differentiable manifold M , the set of Morse
functions on M is an open dense set in the set of real functions
of M of differentiability class r for 0 ≤ r ≤ ∞.

6. Some topological invariants of M , that is, quantities that
are the same for all the manifolds that have the same topology
as M , can be estimated and sometimes computed exactly once
all the critical points of f are known: Let the Morse numbers
µi(i = 1, ...,m) of a function f on M be the number of critical
points of f of index i, (the number of negative eigenvalues of
H). The Euler characteristic of the complicated manifold M
can be expressed as the alternating sum of the Morse numbers
of any Morse function on M ,

χ =

m∑
i=0

(−1)iµi.

The Euler characteristic reduces, in the case of a simple
polyhedron, to

χ = V − E + F

where V,E, and F are the numbers of vertices, edges, and
faces in the polyhedron.
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7. Another important theorem states that, if the interval
[a, b] contains a critical value of f with a single critical point
xc, then the topology of the set Mb defined above differs from
that of Ma in a way which is determined by the index, i, of
the critical point. Then Mb is homeomorphic to the manifold
obtained from attaching to Ma an i-handle, i.e., the direct
product of an i-disk and an (m− i)-disk.

Again, Pettini (2007) contains both mathematical details
and further references. See, for example, Matusmoto (2002)
or the classic by Milnor (1963).
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