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ABSTRACT

. After weaning, human hunter-gatherer juvenilesikecsubstantialX3.5-7 MJ day),

extended&15 years) and reliable (kin and nonkin food podliegergy provision.

. The childhood (pediatric) and the adult human btakes a very high share of both

basal metabolic rate (BMR) (child: 50-70%; adal0%) and total energy expenditure
(TEE) (child: 30-50%; adultz10%).

. The pediatric brain for an extended peried-0 years-of-age) consumes roughly 50%

more energy than the adult one, and after thigjrmees during adolescence, at a high
but declining rate. Within the brain, childhoodaemal gray matter has an even higher
1.9 to 2.2-fold increased energy consumption.

. This metabolic expensiveness is due to (i) the bagt of synapse activation (74% of

brain energy expenditure in humans), combined (ijtha prolonged period of
exuberance in synapse numbers (up to double théemnpnesent in adults). Cognitive
development during this period associates with m&ric changes in gray matter
(expansion and contraction due to metabolic relaize alterations in glial cells and
capillary vascularization), and in white mattergarsion due to myelination).

. Amongst mammals, anatomically modern humans shownajue pattern in which

very slow musculoskeletal body growth is followgdebmarked adolescent
size/stature spurt. This pattern of growth consrasth nonhuman primates that have a
sustained fast juvenile growth with only a minoripé of puberty acceleration. The
existence of slow childhood growth in humans hantshown to date back to 160,000
BP.

. Human children physiologically have a limited capato protect the brain from

plasma glucose fluctuations and other metaboliwgdigons. These can arise in adults,
during prolonged strenuous exercise when skeletiacta depletes plasma glucose,
and produces other metabolic disruptions upon tham i§hypoxia, hyperthermia,
dehydration and hyperammonemia). These are propaitto muscle mass.

. Children show specific adaptations to minimize songabolic disturbances. (i) Due

to slow body growth and resulting small body sthey have limited skeletal muscle
mass. (ii) They show other adaptations such axearcise specific preference for free
fatty acid metabolism. (iii) While children are geally more active than adolescents
and adults, they avoid physically prolonged integsertion.

. Childhood has a close relationship to high levélsnergy provision and metabolic

adaptations that support prolonged synaptic neweldpment.
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1. INTRODUCTION

1.1. Unique human metabolic innovations

Anatomically modern humangi¢mo sapiens sapienare often viewed as biologically
unique in regard to possessing articulate thoughgjuage and symbolic culture (human
specific cognitive capabilities). However, humare @so unique or specialized in several
less appreciated ways related to energy and glunesabolism.

Following weaning, human juveniles receive subsh(it3.5-7 MJ day), extended
(=15 years) and reliable energy (kin and nonkin fpodling) provision (see fig. 1 on
page 7 for the marked contrast between consumptdrproduction between
chimpanzees and hunter-gatherer forages) (Kap884; Kaplan, Hill, Lancaster, &
Hurtado, 2000).

The childhood (pediatric) and the adult human btakes a higher share of both basal
metabolic rate (BMR) (child: 50-70%; adut20%) and total energy expenditure (TEE)
(child: 30-50%; adult=10%) than any other animal (see discussion belodfigs. 2-3
on page 8).

The pediatric brain for an extended peried-Q years-of-age) consumes roughly 50%
more energy than the adult one, and after thigjrmees during adolescence, at a high
but declining rate (see fig. 4 on page 29). Withia brain, childhood cerebral gray
matter has an even higher 1.9- to 2.2-fold incréas@ergy consumption (Chugani,
1998; Chugani, Phelps, & Mazziotta, 1987).

This metabolic expensiveness is due to:

I.  the high cost of synapses (74% of total brain gnexgpenditure in humans,
(Attwell & Laughlin, 2001, p. 1140)), and

ii.  prolonged exuberance of synapses (up to doublefletults) that is needed
while human neural circuits undergo connectiomeafient (Huttenlocher,
2002; Huttenlocher & Dabholkar, 1997) (see fig.rbpage 30).

Cognitive development closely associates during pleriod with volumetric changes to
gray matter (expansion and contraction due to noditatelated size alterations in glial
cells and capillary vascularization), and in whtatter (expansion due to myelination)
(see fig. 6A and 6B on pages 33 and 34).

The energy needed for the pediatric brain is labikepite of the pediatric liver (just
under a third of adult size) producing near adudirgities of glucose (Bier et al., 1977).
Moreover, the pediatric brain is more sensitivgltawose deficiency as it shows
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neurological impairment (indexed by reduced P30@lande) at a much higher level of
low plasma glucose (4.2 mmot).than the adult one (3.0 mmof)L(Jones et al., 1995,
see particularly their fig 3.).

Amongst mammals, anatomically modern humans shownaque pattern in which of
slow musculoskeletal body growth following by ams$cent size/stature spurt.
(Bogin, 1999a; Walker, Hill, Burger, & Hurtado, 2800 (See fig. 7 on page 43). This
pattern of growth contrasts with chimpanzees ahdrgirimates that have a sustained
fast juvenile growth with only a minor period oflarty growth acceleration (Hamada
& Udono, 2002; Walker, Hill et al., 2006) (fig. ipage 54). The existence of slow
childhood growth in anatomically modern humaHsifio sapiens sapienkas been
shown to date back to 160,000 BP using x-ray syitobm microtomography of tooth
enamel (Smith, Tafforeau et al., 2007). The sarolenigue, however, suggests that
archaicH. sapiensspecies such as Neanderthals had a different atef favenile
growth (Ramirez Rozzi & Bermudez De Castro, 2004itl§, Toussaint, Reid,
Olejniczak, & Hublin, 2007).

In adults, skeletal muscle (the main nonbrain giecasing tissue) during prolonged
intense exercise creates in a mass proportionateen#rain impairment due to:

plasma glucose depletioriCoyle, Coggan, Hemmert, & vy, 1986; Nielsen,
Febbraio, Ott, Krustrup, & Secher, 2007),

hypoxia (Dempsey, Hanson, & Henderson, 1984; Subudhi,nzreulco, &
Roach, 2008),

dehydration (Baker, Conroy, & Kenney, 2007; Cian, Barraud, iMe& Raphel,
2001),

hyperthermia (Nybo, Moller, Volianitis, Nielsen, & Secher, 2002ybo &
Nielsen, 2001; Secher, Seifert, & Van Lieshout,@0@nd
hyperammonemia(Nybo, Dalsgaard, Steensberg, Moller, & Seched520

The skeletal muscle of children during strenuower@sge is adapted to limit the
possible existence of such potential metaboliadistnces upon the brain.
0] Due to its limited mass as result of slow gtibwnd small body size.
(i) Its exertion metabolism is less anaerobie.(honoxidative glucose using)
than in adults (Boisseau & Delamarche, 2000)
(i) Its exercise aerobic oxidization is also $ed to the metabolism of free
fatty acids rather than the uptake of glucose (Tamsy Bar-Or, & Riddell,
2003).
(iv)  Also while children are more active than asfaents and adults (Sigmund,
De Ste Croix, Miklankova, & Fromel, 2007), they mnize engagement in
prolonged intense physical exertion (Bailey etH95; Gilliam, Freedson,
Geenen, & Shahraray, 1981).
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1.2. Outline of review

These above human specific metabolic traits anewad here in the context of their adaptive
role in supporting the neurodevelopment of anataftyianodern human cognitive

capabilities. This discussion details the reasomg meurodevelopment in general, and human
neurodevelopment, in particular, is metabolicakkpensive. It also reviews the adaptations in
the child’s body that minimize metabolic disruptinits neurodevelopment. The review
specifically does not directly address the adapegs of the enhanced cognitive capacities
acquired in childhood (except in regard to metabiskues) to anatomically modern humans.

1.3. Technological innovations
Three technological advances make this reviewqadatily opportune.

1.3.1. Qualitative MRI. Volumetric MRI already reveals profound maturatrelated changes
occurring during the period of human prolonged &pee neurodevelopment. These changes
correlate, moreover, to the acquisition of humagcs cognitions (Lenroot & Giedd, 2006;
Shaw, 2007). In the near future, this researchaaitisiderably expand with the use of new
forms of MRI that allow the qualitative study oktimaturation of gray and white matter (such
as high b value diffusion weight (Ben Bashat et2005)), proton spin-lattice relaxation time
(T1) MRI (Steen, Ogg, Reddick, & Kingsley, 199@hd longitudinal relaxation rate
(Sigalovsky, Fischl, & Melcher, 2006). Also imprav®rms of MRI are now available for

the investigation of developmental changes in wimédter, for example quantitative diffusion
tensor tractography MRI (Eluvathingal, Hasan, Krgrietcher, & Ewing-Cobbs, 2007;
Lebel, Walker, Leemans, Phillips, & Beaulieu, 2QG8)d fractional anisotropy and mean
diffusivity tensor MRI (Schmithorst, Wilke, Dard=aki, & Holland, 2005).

1.3.2. Genomics. Human genomic research identifies metabolic gendsteeir up regulated
expression in the adult human and primate bralmasg undergone positive selection
(Caceres et al., 2003; Grossman, Wildman, Sch&i@podman, 2004; Haygood, Fedrigo,
Hanson, Yokoyama, & Wray, 2007; Uddin et al., 2008din et al., 2004). The technical
possibility now exists to extend such researcinéopediatric brain as it has already been
done with the fetal one (Uddin et al., 2008). Treahderthal genome (Green et al., 2006;
Noonan et al., 2006) further allows a direct DNAngarison between the genes involved in
the human genome with those in Neanderthals. Higes the prospect of a paleogenomic
orientated detailing of the metabolic adaptatidra support human prolonged expensive
neurodevelopment.

1.3.3. X-ray synchrotron microtomography of tooth enamel. The recent development of x-
ray synchrotron microtomography of tooth enamehwohature fossiHomo(Tafforeau &
Smith, 2008) permits the investigation of the etioluof earlyH. sapiens sapien&mith,
Tafforeau et al., 2007), and Neanderthal growtjettaries (Smith, Toussaint et al., 2007).
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This will allow the detailed modeling of the growthttern differences iHomospecies, and
through this, its changing role in preadult energgtabolism.

2. BRAIN EVOLUTION AND BRAIN ENERGY CONSUMPTION

The vertebrate central nervous system (CNS) igla émergy consuming organ due to the
metabolic costs associated mostly with synapsdipmactivation: 34% in rodents (Attwell
& Laughlin, 2001), and 74% in humans (Attwell & Lghlin, 2001, p. 1140). These energy
demands contrast with those made by other orgatimairihey are to a large extent similarly
high whether the brain is active or not. For examtilere is a limited12% increase in total
brain glucose consumption during problem solvingnpared to mental rest (Madsen et al.,
1995). Task related local area activations aredrigfiian this but their effect on total brain
energy consumption is reduced by counterbalanantical area deactivations elsewhere
(Raichle & Mintun, 2006; Seitz & Roland, 1992; Sin§ Fawcett, 2008). In contrast, skeletal
muscle can show~=2000-fold difference between rest and maximum gneogisumption,

for example, when human adults jump from swat.démtinuous activity, such as extending
repetitively the human knee, the difference is tmsisa still substantiat40-fold'.

Further—and a major topic in this review—the gpeosts of the brain are far greater per
unit mass or volume of neural tissue in juvenilentin adults due to exuberant
developmental synaptogenesis (about 2-fold in thredn cerebral cortex).

The proportion of the body’s basal metabolic r&®IR) devoted to the CNS is highly
conserved across mature vertebrates being 2.7{mé&4dn 5.3%) irrespective of vertebrate
class, size, and thermoregulatory status (homothesrb+0.7%, or ectothermy, 4.8+0.6%)
(Mink, Blumenschine, & Adams, 1981). (The size BMI®metric function is unity (Mink et
al., 1981) allowing discussion of percentages iedeent of body size.) In this context, it is
notable that the proportion of energy allocatetheadult CNS is markedly increased in
primates (>10%), and particularly in modern hum@®86). Concomitant with this increase,
there has been the positive selection in primatdshamans upon energy related genes that
have otherwise been generally conserved in vetikralution, such as the electron carrier
molecule cytochrome c, (Grossman et al., 2004)GAssman and colleagues note of
cytochrome c, that it, “underwent two periods afrgase amino acid replacement: the first
occurred early in vertebrate evolution and the sdaxcurred at the stem of the anthropoid
primates” (Grossman et al., 2004, p. 582).

1. Resting skeletal muscle has a BMR of 0.63 W kBlia, 1992). An adult human male when jumping
up from a swat mechanically generates 314 W k§cholz, D'Aout, Bobbert, & Aerts, 2006): sincesuie
energy conversion is only 25% efficient, mechanial heat production will bel200 W kg™. (Interestingly,
bonobos produce nearly twice as much mechanicatjgme such jumps, 615 W Kg(Scholz et al., 2006).) For
continuous knee extending, this consumes 0.5 minobge mift kg™ of muscle (Richter, Kiens, Saltin,
Christensen, & Savard, 1988). Assuming completdation and that this fuel is the only source ofrgpéo the
muscle, this is equivalent t®4 W kg".
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Fig 1. The two panels show the energy consumptiohpeoduction with filled in graph “slopes” of humsand
chimpanzees. Humans are the very light gray (copsion) and the black (production) filled in grapgbes;
chimpanzees, the light brown (consumption) anditm& brown (production) ones. Energy is shown itisvi
be uniform with the other graphs in this review.nklins (very light gray) receive much more energyailty but
chimpanzees (light brown) (which are slightly sraglbegin to catch up by 8 years-of-age but thituis to their
own energy production (brown), which is not theeceshumans (black). Energy production only conoesdual
energy consumption for men at 18 years-of-age,enfoil women this is delayed until 45 years-of-adgemwthey
cease to be mothers of dependent children (offgrdgased upon human data averaged for the Achd, Bind
Hadaza hunter-gathering bands and chimpanzeesdgiKephl., 2000, fig.3).
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Fig. 2 The total energy expenditure (TEE) is bagsuoh the predictive equations for boys and meii aryn,
2005). The basal metabolic rate (BMR) is based upemredictive equations in (Henry, 2005). Thgtgli
nonsmoothness in the BMR line around 10 years-efiaglue to two equations for different age pantii that
do not exactly match at this transitional age. Bbten line is based on children between 4 and 8syekage
having a 50% higher metabolic rate than adults,thatithis smoothly declines between 10 and 15sye&age
to adult levels. Energy is expressed in watts. N energy consumption appears slightly highen the total
energy expenditure in fig. 1. However, the grapk fior this in men in fig. 1 continues upwards agaches
157 W which is in a similar range to that in fig.IPalso, moreover, concerns hunter-gatherers fyoonps that
tend to have smaller body sizes than those popukatised to create the TEE and BMR predictive curve

Fig 3 The figures for TEE and BMR energy consumptiofig. 2 expressed as percentages of brain gnerg
consumption.

BMR
TEE
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2.1. Origin of the CNS share in juveniles

The immature CNS has a considerably higher enesggumption than mature CNS
(discussed below in section 4). Due to this, udsally the maternal energy support provided
to the developing brain (such as during pregnancylactation in mammals) that determines
the adult brain, and through this, its later enarggds (Martin, 1981; Martin, 1989, 1996;
Martin, 2007). Thus, the high share of BMR in aqulimates and humans originates in
adaptations that have led them to receive a highggrsupported neurodevelopment.

2.2. Primate energy provision to young

Primates as an order of mammals make an unusughyemergy investment in each of their
offspring: (i) gestation is prolonged, and (ii) aflv a single birth. After this, postnatally
infants and juveniles receive (iii) an extendedqukof lactation and (iv) protected and
prolonged dependency (Martin, 2007). While thiggratof high investment is not unique to
primates (it is found also, for example, in Cetackdphins and whales), primates also
provide their young with novel energy requiringrfar of assistance. For example, as an
order, primates, uniquely (apart from Chiropteraydnon several occasions evolved the long-
duration “fur riding” carriage of their young, anexgetically costly form of support provided
to young by their mothers (Ross, 2001).

2.2.1. Forage-while-with-mother

Primates gradually wean juveniles while the youngage in foraging of their own in
physical proximity to their mothers (an infant clpiamzee, starts increasingly to forage after
six months, though weaning does not stop until 8 years-of-age (Hiraiwa-Hasegawa,
1990)). Lactation adapts to this as it is “on dediamhis kind of lactation contrasts with “on
schedule” lactation which occurs when the offspang not carried for long durations but
deposited in nests and so regularly separated tihemmothers (Martin, 2007). Fur carrying
and “on demand” lactation is important since iba# offspring to stay together with their
mothers while they both forage.

Foraging-while-with-mother advantages the transimmsef specialized forging related skills
and knowledge such as types of food, existencalltiaick foods, the location and nature of
foraging sites, techniques in foraging includingltose such as nut cracking (Boesch &
Boesch, 1990) and termite-fishing (Lonsdorf, 20@Bdugh not with instruction, (Csibra,
2007)). Chimpanzees will, for example, preventrtigeung eating inedible fruits, and young
chimpanzees look at their mother before ingestmgehfoods (Ueno & Matsuzawa, 2005).
The tolerated “thief” of food by offspring from tinenothers provides a means of
familiarizing them with safe food (Jaeggi, van Nawijk, & van Schaik, 2008). Male
chimpanzees (a species that remains in the samp gral territory as their mothers) during
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food shortages visit the same foraging areas ugdidelr mothers up to 20 years after their
deaths, since these are the areas for which theydwuired, due to their association with
her, their greatest foraging-related knowledge (siyrGilby, Mane, & Pusey, 2008). These
skills allow the better exploitation of local resoes, and so make adult foraging better
adapted to particular local habitats.

2.2.2. Subsidized expert skill learning

Continued lactation while foraging with mother isaadevelopmentally critical since it allows
a juvenile to take the learning risks needed tausegxpert forager skills. While much food
is readily available for direct picking, many foagsgjuire skills that involve experimental
learning and deliberate practice. Gorillas, forragée, feed upon leaves with powerful stings
by folding their edges so the stings are innermden ingested to prevent them hurting their
lips (Byrne & Byrne, 1993). This skill requiresatiand error learning to perfect (Byrne &
Byrne, 1993). Another example in chimpanzees isking nuts with hammerstones upon
anvils: this skill requires considerable practiod patience before motor coordination allow
that nut shells can be broken to yield their highrgy kernels intact (Boesch & Boesch,
1990). The first attempts of a novice primate ferag@t such a food acquisition skill are
usually unsuccessful. A mother’s presence therefakes this practice possible since she
can provide an alternative food—Iactation—dutheglearning period when their attempts at
a new foraging skill initially fafl.

Due to this conditional nutritional support, juMenprimates can afford to experiment with
foraging skills observed in others, and so allogirtibultural transmission (Horner, Whiten,
Flynn, & de Waal, 2006). These copied skills bysmaof their higher motor coordination
requirements will have before expertise developshraarly failure. The provision of
lactation ensures, however, that they can be l@athbut compromising the juvenile’s
energy intake. As a result, not only can suchskillturally transmit but that juveniles grow
into adults that possess the complex food foragkilis—and so the high energy acquiring
ones—that can support such transmission.

2.2.3. Social skill investment

Fur riding carriage by enabling a juvenile to bestantly with their mother also allows them
greater opportunities to acquire by observationarticipation the skills needed for social
interaction, cooperation and communication. Thédks @re particularly important to fission-
fusion primates such as chimpanzees, since theg pagsible a band-type of social group in
which varying sized foraging units are constantig éormed and reformed. This allows for
the better exploitation of variably available foe$ources than can be made by primates that
live in troop-type social groups that do not bregkin this flexible resource adaptive manner

2. A link between foraging skills and resourcesaaste” on learning has also been found (in regard
better “body condition”) with meerkats (Thornto(3).
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(Chapman, Wrangham, & Chapman, 1995; Hashimotb,e2@03). Such social interaction
and cooperation skills also allow for the makingyamizing and coordinating of hunting
parties (Boesch & Boesch, 1989).

In summary, the increased energy investment mageung by primates closely interacts
with juveniles learning superior food acquiringateld skills. These skills, in turn, later on,
play a critical role when they are adults in enadpkhem to obtain the large amounts of food
energy needed to provide such high energy investmeheir own offspring’s cognitive
development.

3. HUMAN HIGH-ENERGY FOOD PROVISIONING
3.1. Adult provision of supplementary food

Humans build upon such primate high energy investnmetheir young both by increasing it
considerably (Robson & Kaplan, 2003), and by prmgdhem with additional forms of

energy support. This high investment greatly enbanice capacity of humans to acquire
complex adult cognitions. One key innovation id thihile lactation is gradually replaced

with weaning foods (as in many other primates)sé¢hf@ods are to a large extent not gathered
by the juvenile but provided by adults (includingnkin). By the age of 18, in this way,

young individuals in hunter-gather bands receives 8% J, while obtaining energy that is

only around a quarter of this from their own eféofiKaplan, 1994, pp. 760-763). This practice
amongst primates is unique to humans though somgrimeate animals— canids [dogs,
wolves, foxes], meerkats, and birds—also retuth ptiey fragments or regurgitate them
(Macdonald, Creel, & Mills, 2004). However, thispsovided by parents and alloparents that
are usually related to the juveniles, and the plesiossupport does not usually last more than a
year. Human provisioning investment—both in teahiss prolonged length and its freeing
immature individuals from immediate food acquisitiseeds—is important as it puts human
juveniles in a novel evolutionary situation in redj¢o the metabolic support of the
neurodevelopment needed to become cognitively ctanpadults.

3.1.1. High-energy foods and adult skills

Several factors interlink with this shift by humanghe highly prolonged adult provisioning

of juveniles. One is the dietary change that hasiwmed inHomoto foods that require highly
specialized adult skills. The australopith dietlikat of other hominoids was predominately
vegetarian (Spoonheimer et al., 2006; Teaford &a/ng000), and so required few adult
specific skills. But with thé&domodiet, this changed to one that depended upongpeafi
complex forms of expertise since it included higtergy foods (such as meat and tubers) that
were acquired by adults in wide territory, tool aatially cooperative based hunter-gathering
(Foley, 2002). Further, at some stage, the energynatrition content of such foods was
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enhanced (detoxification, increased digestibility)adult skills in cooking (Wrangham &
Conklin-Brittain, 2003; Wrangham, Jones, Laderh&iim, & Conklin-Brittain, 1999).

3.2. Group food pooling behavior

A further key behavioral innovation—because iicallly changes the reliability of energy
provision and its support for juveniles and mothers group food pooling behavior (Kaplan
& Hill, 1985). Food pooling is distinct to the lited food sharing occasionally found in
nonhuman primates as it is not necessarily linkedirect reciprocity, tolerated thief, nor
focused upon kin (these issues are reviewed in€12004; Kaplan & Hill, 1985). In studies
of extant human hunter-gatherers, group food pgdehavior, moreover, has been found to
occur in regard to a substantial proportion of reglergy foods (Kaplan & Hill, 1985). In
contrast, nonhuman primates such as chimpanzeasrghsimilar behavior failing to provide
food to other nonkin group members when it couldibee at a very low cost to themselves
(Silk et al., 2005; Vonk et al., 2008).

Group food pooling behavior minimizes differenceshe individual capacity to acquire food
resources. Importantly, it also makes food avdilglore reliable for any individual band
member since its buffers them against daily valitgbn their own foraging success (Kaplan
& Hill, 1985). This is crucial to survival sinceedthigh-energy foods exploited by human
foragers cannot on a daily basis be relied updhesare environmentally patchy.

A consequence of food pooling is that hunter-gathfaragers lack within group variations in
body mass index and percent body fat (except thised to gender), and exist in what
anthropologists call “nutritional homogeneity” (3he& Marlowe, 2007). Moreover, this
equal access to resources across the forager bbarttédeffect of equalizing the growth of its
children irrespective of the advantages possesgéitel parents: in foragers, “kin groups,
some more powerful than others either in influeoicen sheer number, were not able to gain
superior access to resource and then divert thehetoown children” (Daper & Howell,
2005, p. 280). This situation contrasts with witdriinoids such as chimpanzee that show
marked individual differences, particularly as joies, in mass related to their own or their
mother’s ability to acquire foods, together witkeitthmother’'s dominance status (Pusey,
Oehlert, Williams, & Goodall, 2005).

3.3. Human physiological adaptations and food poalg behavior

Group food pooling behavior radically changes thegaholic situation of mothers that due to
them being pregnant or caring for dependents caoistain by themselves sufficient food for
their needs. Human mothers receive substantiatiaddi energy intake~3.5 MJ day)
(Kaplan et al., 2000, fig. 3) that more than adégjyacovers the cost of pregnancy (325 MJ
total; for the first, second and third trimesté& MJ day, 1.2 MJ day, 1.9 MJ day), and
lactation (2.6 MJ da3) (Butte & King, 2005; Sellen, 2007). This provising has effected



Nature Precedings : hdl:10101/npre.2008.1856.2 : Posted 30 Oct 2008

Skoyles 13

human physiology: human neonates have a birth wéhglh is roughly twice that of primates
of similar size and length of gestations (humangkg, 267 days; chimpanzees, 1.7 kg, 235
days; orangutans, 250 days, 1.7 kg; gorillas, 8,2K0 days) (Martin, 1989). They also
provide more energy early in lactation: a humaanthby the age of two has gained 25%
more of its adult weight (12.7 kg of 70.6 kg) treanhimpanzee by this age (12.6 kg of 59.5
kg). This difference can be seen in Fig. 1 on pagethe different neonatal energy
consumption by chimpanzees and hunter-gatherer isima

Another factor, due to bipedality and lack of bddyr, is that human mothers have to
physically hand carry their very young infants. §makes such mothers more dependent
upon support as infant carrying (without a slingjits their ability to gather foods. It is also
energetically costly (Wall-Scheffler, Geiger, & 8tel-Numbers, 2007).

3.3.1. Energy banking

The extra weight gain in human juveniles is physgatally novel in that it provides for tissue
energy banking. The above noted greater weighteohtiman newborn is due to increases in
adipose tissue (15% at birth) in the last trimeferzawa, 1998). It also underlies 2 year-old
infants’ rapid weight gain since this is mostly gobwth in skeleton and muscle but adipose
tissue (70% of its growth expenditure (Kuzawa, )99Bnergy banking tissue as result
makes up to 25% of body weight in 18-month-oldsy{pared to 15% in 5 and 10 year-olds,
11% male adults, 20% female adults) (Kuzawa, 1998)n the energy involved, this energy
banking by fetuses and infants depends upon tistesde of high energy provision during
pregnancy and lactation from their mothers, anohgorn, the existence of the energy support
that they receive from group food pooling behaviSee Appendix 1 for the evolutionary
importance of energy banking).

This human energy banking generally enhances slrsimce mortality in primates occurs
mostly during the first year of life.

® Human infants are particularly vulnerable as thatynot forage foods if food
stuffs are not supplied to them—such energy bankare that even if adults fail
to obtain food due to temporary problems (famiregrpveather, iliness) that they
can survive such periods.

® Another problem specific to humans is the greatémerability of human infants
compared to other primate infants to such energytages due to the
exceptionally high energy consumption (relativéhi® rest of their bodies) of their

3. The graphs in fig. 1 based on food acquisitiemd distribution budgets in Ache, Hiwi and Hadaza
seem to overestimate slightly the intake of infatd children, while underestimating them for adoénts
when compared to energy provision given in lactatiod estimates of age related TEE based on modern
populations. The source of discrepancy is not dbeit could relate to assumption(?) that “chitldieegin at a
consumption level of 0.3 of a standard consume#gp(n et al., 2000, notes to fig. 3).
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very large brains (Kuzawa, 1998; Leonard, RobertSmodgrass, & Kuzawa,
2003) (see figs. 2 and 3).

® A major cause of early death is the very high epeigmands of iliness: every 1
degree C rise in body temperature increases BMR3Bf, infections can raise
resting metabolic rate by 15-30%, and cause 15188%in body weight
(Lochmiller & Deerenberg, 2000). Energy bankinglddue crucial to provide the
energy capital needed to afford fever heat lodsa#sim humans are exuberated in
their cost due to the lack of insulating body fodaweat based thermoregulation.

3.3.2. Deciduous dentition and child appropriatedo

Human children spend two to three years after baeye weaned (2.3-3.2 years-of-age)
(Marlowe, 2006; Robson, van Schaik, & Hawkes, 20@@)out adult dentition (acquired 5.5-
6 years-of-age). As a result, instead of lactatibey rely in this critical period (in which they
start high energy neurodevelopment) upon food iteglesith deciduous dentition (in place by
24 months) that has thin enamel and short rootssars easily broken and worn. Thus, for
two to three years, unlike other primates thatikeca much longer lactation, they are totally
dependent upon ingesting high energy adult foods/Fich they as juvenile primates are not
evolved, and for which they have inappropriateltdBogin 1997; Kennedy, 2005). Further,
their digestive tracts cannot not always absorlitddods (Bogin 1997). This requires that
adults not only provision them but that they alaa select and prepare juvenile appropriate
foods. This adult provisioning contrasts markedithwhe occasional nonlactational support
given to chimpanzee and ape juveniles where motheety give food, or allow it to be
“thieved” (Jaeggi et al., 2008; Nishida & Turne®986). Such nutritional support is even
limited when it is begged and whimpered for by dependent juvenile: “only food scraps are
given and difficult-to-process food rather thanye@sprocess food is more likely to be
taken” (Nishida & Turner, 1996). As noted abovs fitnction might be less nutritional than
to provide juveniles with information about whaolts are safe to eat (Jaeggi et al., 2008).

3.3.3. Children and energy provisioning

Human juveniles continue to receive substantidlf-7 MJ/day) and prolongedi5 years)
energy support (Kaplan et al., 2000), following &m&l of weaning (2.3-3.2 years-of-age in
hunter-gatherer forgers: (Marlowe, 2006; Robsaal.e2006)).

This provisioning makes human infant survival attex age of one largely independent of the
continued survival of its mother (Sear, Steele, Magdr, & Mace, 2002). (Before the age of
one, a child’s survival links not only to nutritiaihsupport but the antibodies—and so
enhanced immunity—obtained from its mother’s milkalso—the topic of the sections 4, 5
and 6 of this review—could allow for humans to hameespecially extended period of
synapse exuberance and so metabolically expensivedevelopment with a consequent
capability to learn complex cognitions.
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3.4. Energy banking as evidence for ancient food pbng behavior

The existence of energy banking adaptations irséstand infants, as noted above, depends
upon mothers obtaining increased energy intake fitaman food pooling behavior. This is
theoretically important since the food pooling bebaseen in contemporary human foragers
(Kaplan & Hill, 1985) potentially could have origited more recently than the Middle
Paleolithic when the first anatomically modern hasiavolved. All the researched
contemporary, or near-contemporary hunter-gathsaeds have (i) been subject to contact
with nearby agrarian communities, and/or (ii) depapon Upper Paleolithic technologies
such as the bow and arrow. These might have chahgedehavioral profile. However, the
existence of physiological adaptations that linkawod pooling behavior argue that such
behavior must have also been in existence wheadip@se tissue composition biology of
modern humans arose, and so present, at leastelpetiod of the first early anatomically
modern human hunter-gatherers, 160,000-200,000 BP.

4. ENERGY COSTS OF BRAIN DEVELOPMENT
4.1. Adaptive cost space of brain development

Modern human brains, in addition to the extensietainolic support noted above, have
cognitive capacities that are distinct to thosentbin other animals. This raises the question
of the opportunities that arose to acquire comptEnitive capabilities when energy intake is
removed as a limiting factor upon neurodevelopment.

Three factors seem particularly pertinent for reyief which the first two are discussed
immediately below. The third is given special treaht in sections 5 and 6.

(1) The total size of the immature brain compai@that of the body both
physically (mass, volume), and in terms of its oelinbers. This is important
since a larger brain relative to the bodgteris paribuswill cause it to have
greater percentage energy needs.

(i) The extent to which the immature brain peitwolume or mass due to the
nature of its postnatal neurodevelopment has aeased metabolic cost
compared to the adult brain. Several contributaddrs exist here, notably the
degree to which its synapses are exuberant in nisncbenpared to that in
adults, and the energy inefficiency of axons praotheir full adult myelination.
These factors increase the expense of supportimmgraature brain in addition
to that created by its large size relative to tfahe immature body.



Nature Precedings : hdl:10101/npre.2008.1856.2 : Posted 30 Oct 2008

Skoyles 16

(i)  The degree to which the period of metabdlicaxpensive neurodevelopment is
extended. Is it a few months, or is it stretchedraomething like a decade?
This is important because the longer expensiveaugwelopment is prolonged,
the more its evolutionary existence will dependrupew forms of energy
provision arising that can support juveniles foctsa protracted period.

4.2. Absolute and relative size of the immature bia

Unlike other body organs, the brain does not sgpléhrough cell addition during
development but is formed in the fetus with mostoadult cell mass of neurons (and to a
lesser extent also that of its glial support cellshumans, the peak of neuron production is
15-20 weeks gestation, and that of glial cells figbrweeks to end of first year (Dobbing,
1970, fig 2). No significant numbers of new neur@BBardwaj et al., 2006; Gould, 2007) are
created after birth, though there is a continuadduer in glial cells (Bhardwaj et al., 2006).
This initial cell mass is created (like that of mdissues including the neurodevelopment of
the spinal cord and periphery nervous system) antimitial exuberance of components
(neurons, axons, synaptic junctions) that with metan gets eliminated and pruned (Hua &
Smith, 2004; Purves & Lichtman, 1980). Around 70Rthe brain’s initial neurons
(Rabinowicz, de Courten-Myers, Petetot, Xi, & de Reyes, 1996), and a roughly equal
percentage of axons (LaMantia & Rakic, 1990) ardnisiway mostly removed by the time of
birth. Thus, the early immature brain may havedticefour times more neurons than the
adult brain, even though the immature brain takea emaller volume than the adult one.

Brain maturation leads to brain volume expansion:

(1) In the cerebral gray matter, this is due toréased space being occupied by the
dendritic arbors upon which synapses exist, andnilseovascular capillaries and glial
cells from which synapses gain metabolic suppdresé make up a substantial
component of gray matter. Every 1 rhof gray matter, for example, contains, 4 m of
capillaries (Kreczmanski et al., 2005). In the hamarebral cortex, depending upon
layer, roughly half to two glial cells exist forewy neuron (Gittins & Harrison, 2004).
Apart from neuropil, gray matter in nonelderly adus 3.8-8.6% blood (Leenders et
al., 1990). The volume of human gray matter hasturational inverted U shape: it
initially expands due to synapse exuberance, agml ths this gets pruned and
eliminated it shrinks—these volume changes linknarily to ones in metabolic
supporting glial cells and capillaries (see sectid);

(i) In the cerebral white matter, volume expadds to increased myelination of its axons
as the circuit connections between networks bedugtter differentiated and
integrated. White matter is in nonelderly adul®-3.6% blood (Leenders et al.,

1990). White matter has a delayed expansion relagray matter, and in
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adolescence, its pattern of increase is broadlgrses/to that of gray matter (Lebel et
al., 2008¥.

While expanding overall the size of the brain, ¢h8o maturational changes do not increase
its use of energy (indeed, they reduce it—dedlirgray matter volume links to decreases in
synaptic numbers, and so the size of their capilitial cell energy support; increased
myelination makes axonal transmission more eneffgpient).

The relative size of the brain to the body alstem$ the concomitant but separately
determined size increase that occurs in the restedbody. Due to the initial large size of the
immature brain (even if it is smaller than in tlii), the brain body ratio starts off high after
birth and then decreases, usually abruptly (Kold@yd963). The peculiar pattern of juvenile
body growth that characterizes anatomically modheimans is discussed in section 8.

4.3. Metabolic cost of the immature brain

4.3.1. Two neurodevelopmental stages with diffecests and opportunities for adaptive
innovation

Compounding the high juvenile/ adult brain bodyar& that the immature brain consumes
more energy per unit volume/weight than the adwirb These neurodevelopmental costs can
be divided broadly into those linked (i) to a predoantly embryo/fetus neuron and axon
formation stage, and those linked (ii) to a predwntly postnatal infant/juvenile synapse
junction proliferation and refinement stage. These stages pose different evolutionary
adaptive challenges, first, in regard to the enexgts that must be supported, and, second, in
regard to their inheritable and environmental aigajyt as to their adult cognitive capacities.

In what follows, discussion mainly refers to theeelepment of the cerebral hemispheres due
to their predominance in primates (they make up 8%e adult human brain (Filipek,
Richelme, Kennedy, & Caviness, 1994)).

4.3.2. Neuron and axon excess/elimination timetable

The costs of the initial formation stage conceméhergy needed to create the brain’s initial
overproduction of neurons and axons. This costapgrtional to adult brain size as this
determines the number of cell numbers with whi@hlihain is created. Since neurons
(Rabinowicz et al., 1996) and axons (LaMantia & Rak990) are mostly eliminated before
birth, or shortly postnatally, the expense of 8tege is largely borne by the mother during
pregnancy, and to a lesser extent during lactalibe.sequence of developmental events that
this involves occurs, moreover, within a highly served timetable across different
mammalian species (Clancy, Darlington, & FinlayQ20Darlington, Dunlop, & Finlay,

4. One factor here is that by the time of adolesegthe cranial sutures of the skull have stadddse
constraining total brain to a fixed volume.
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1999). This leaves two main variables at this stgggn to evolutionary change. First,
variation in the duration of the timetable of theswelopmental events (Clancy et al., 2001;
Darlington et al., 1999). Second, the degree takvthe initial embryonic neural precursor
cells proliferate into neurons and glial cells lod train, and so determine the eventual size of
the brain (Chenn & Walsh, 2002).

4.4. Synaptic neurodevelopment

The postnatal stage concerns neurodevelopmentagjeban gray and white matter. In the
gray matter, these changes relate to the refineoferdural networks. These networks mainly
consist of axons that link to synapses locatedesrddtic arbors. Each neuron &2 mm of
dendrite arbor, that when mature, can express aB@@®00 synapses (Megias, Emri, Freund,
& Gulyas, 2001). The diameter of the space in wiihéarbor extends can in humans be 1.0.
mm (Elston et al., 2006, p. 33). The arbor alsoreach up and down through the six cerebral
cortex layers (about 3.1 mm) (Hutton, De Vita, Agirter, Deichmann, & Turner, 2008). The
neuron’s soma exists in a particular layer thageines how its axon connections link with
the synapses and dendrites of other neurons elsewhthe brain. These connections can
range from those to nearby mini- and macro- colgnoups (Casanova & Tillquist, 2008), to
those with other parts of the cerebral cortexherdubcortical brain, and in some cases, the
spinal cord. White matter changes concern the mgetin of the axons, and concern
predominately the connections that link neural weks in different cortical areas.

4.5. Synaptogenesis and synapse elimination

Synapses are initially exuberant like neurons atmhg. For example, the auditory cortex
might have 29.4 synapses on each micrometany{) of dendrite in the newborn, but this
quickly rises to an exuberant 55.7 synapsesi’ in a 3.5 year-old, and then reduces in a
19 year-old, to 24.0 synapsesm’ (Huttenlocher & Dabholkar, 1997, table 2) (se® éig.
5. on page 30, for changes in visual and prefraitdgkx synapse numbers).

However, while neurons and axons are created doenegeriod and then with few
exceptions fixed and subject only to later reductibat of synapses is dynamic as they are
constantly created and eliminated. This happenseover, within homeostatically
determined set points that are open (unlike théutieoarily conserved sequence that
timetables the development of neurons and axons} eaptively modified by diverse
genetic and environmental factors.

4.5.1. Synapse dynamic turnover within set points
~7% of the adult macaque visual cortex synaptic msifound on axons change each week,

(Stettler, Yamahachi, Li, Denk, & Gilbert, 2006hdein the somatosensory cortex of
5-10 week-old mice, 17% dendritic spines changetdalay; 23% last two to three days, and
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50% last more than 30 days (Trachtenberg et &D2)20However, other research suggests
lower rates of change i.e. 87.5% of dendritic spirenaining after 3 weeks (Majewska,
Newton, & Sur, 2006). Grutzendler and colleagu®923 also estimates a half-life greater
than 13 months for dendritic spines in adult mAecompanying such changes to synapses
can be ones to the small side branches that aosedxons (Stettler et al., 2006, fig. 7),
though these are more stable with 95% unchangedooeeweek (Majewska et al., 2006).

Terms here, however, are relative: such synapsevemd side branch “stability” is markedly
unstable compared to the changes that happen tirteabled development of axons and
neurons.

From an evolutionary perspective, this aspect nhpge neurodevelopment is important since
the homeostatic set points of synaptogenesis amihakion are variable in regard to input
learning stimulation (see below), and neuroregmabormones such as leptin (O'Malley et
al., 2007) and estradiol (Sato, Akaishi, Matsukin®@, & Nakazawa, 2007; Woolley &
McEwen, 1992), and neurotrophins such as BDMF (8a#b., 2007). This makes synapse
neurodevelopment (unlike that of neurons, andlesser extent axons) particularly open to
both genetic and environmental adaptation.

4.5.2. Synaptogenesis and environmental adaptation

Enriched environments increase synapses by arca#tdwith cortex thickness expanding by
up to 3.3-7% (Diamond, Krech, & Rosenzweig, 196é&rond et al., 1966).

Increases in synapse numbers are linked to sudloemental events as eye opening (Bates,
Thal, Finlay, & Clancy, 2003, p 557; Lu & ConstargiPaton, 2004), and opportunities to
acquire challenging motor skills (Black, IsaacsdArson, Alcantara, & Greenough, 1990).
They also link to the richness of environmentahsiation, immediately following birth
(Schapiro & Vukovich, 1970), after weaning (BennBiamond, Krech, & Rosenzweig,

1964; Diamond et al., 1964; Diamond et al., 1966y in maturity (Briones, Klintsova, &
Greenough, 2004). Consistent with a strong enviemtrmfluence (albeit upon a genetically
determined developmental plan (Bourgeois, JastfekdRakic, 1989)), eye opening in mice,
in its associated increase in synapse numberslisrday two days (12 rather than 14
postnatal days) following birth in visually rich\eronments (Cancedda et al., 2004). Though
this research has been mostly upon rodents, siemilironmental adaptation occurs in
primates (Kozorovitskiy et al., 2005). Such stintigia effects not only pyramidal neurons but
also stellate ones (Greenough & Volkmar, 1973j)héhmature brain, the numbers of
synapses increase after “acrobatic” skill learnmthe rat cerebellar cortex (Black et al.,
1990), and also following skill acquisition wherchuearning is consolidated in the rat
cerebral cortex (Kleim et al., 2004).

5. The receptor complex of a synapse consistdoiigon on the axon, and a spine on the receiving
dendrite, and these individual components are lysoalinted in proxy to synapses as a whole.
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When synapse numbers increase in adults, theyecaaim high even when the adults are
returned to improvised environment for 30 daysdBes et al., 2004) suggesting that such
increases in synapse numbers need not always fieexdito the immature brain nor
temporary. However, the rate of synapse replacetrenbeen observed generally to reduce
with maturation (Holtmaat et al., 2005; Zuo, Lirhdhg, & Gan, 2005).

How far similar environmental stimulation effeciscar in the human brain is unknown. One
clue that they do is that MRI detects localizedygreatter expansion after people learn
complex tasks such as mirror reading (in this aaslee right occipital cortex) (llg et al.,
2008), three-ball juggling (bilateral mid-tempoaaka and left posterior intraparietal sulcus)
(Draganski et al., 2004), and when medical studetessively revise for exams (bilaterally
in the posterior and lateral parietal cortex) (Ruaski et al., 2006). As will be reviewed below
(section 4.9), theoretically such changes in gragten volume can be expected to link to
changes in synapse numbers due to the increasdaensiof glial cells and the expanded
capillary vascularization needed to support thereased energy consumption.

4.5.3. Dendritic arbor complexity

The neurodevelopment of dendritic arbors upon whkigtapses form and neural networks are
wired can vary in the complexity with which thenabches away from the neuron body
divide up into further small branches, and thesiin into further “distal” 3rd and 4th order
ones. Additionally, dendrites can vary in respddhe length of these various “distal”
branches. Both can be effected by the environnktigher-order dendritic branch complexity
is increased in enriched environments (Greenouyfolkmar, 1973; Volkmar & Greenough,
1972), as can the length of distal branches in gammals (Wallace, Kilman, Withers, &
Greenough, 1992). A link also has been found batveekicational level and greater dendritic
branch complexity (Jacobs, Schall, & Scheibel, J998is suggests that not only synapse
numbers but also the arbor morphology upon whiely tire located (and so their role in
neural computation) can be subject to environmeadaptation.

4.5.4. Genetic adaptation upon synapse numbersrats

Though synapse numbers are effected by experientelasely associate with learning, this
seems to apply mainly to the later stages of sygapsarodevelopment as the initial surge in
synapse production linked to eye opening is natotdld by early caesarian delivery
(Bourgeois et al., 1989). There is also evidenaé dglenetically determined constraints exist
that differ between cortical areas (Majewska et28l06). The synaptic development of areas
with different phylogenic origins also differs &etdendritic branching in the cortex areas
handling the integrative stages of cognition (drée late in phylogeny) is more complex and
has greater density than that in sensory aredsefgainylogeny) (Elston, Benavides-Piccione,
& DeFelipe, 2001; Elston et al., 2006; Jacobs .efél01). Such phylogenic differences have
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also been found in the complexity of cortical voRiohanges during development (Shaw et
al., 2008).

Branch complexity and synapse numbers has changddedily during primate evolution
consistent with genetic factors effecting theirelepment. A measure of peak branching
complexity is quantified in marmoset prefrontaltearas 25.5, but in macaques as 32.4, and
in humans as 43.5 (Elston et al., 2001). Synaptinbers pepm of dendrites likewise has
changed during primate evolution in the prefrootatex: marmoset, 20.6, macaque, 24.0 and
humans 32.5 (Elston et al., 2001), as has totabeusmper prefrontal neuron (for basal
branches only—distal ones were not measurablenmahsg): marmoset, 3,983; macaque,
8,766, and humans, 15,138 (Elston et al., 2006% Jumggests that synapse numbers have also
been subject to strong adaptive evolution.

4.5.5.0ther synapse linked modifications

When synapses increase in numbers after envirominemichment, they show other
changes: the direct apposition area of glial aeith synapses expands (Jones & Greenough,
1996), the density of synaptic contact zone istgreand the synapses tend be very large
(Sirevaag & Greenough, 1985). Moreover, the volainglial cell nuclei for each synapse is
also higher. This suggests that with increase magge numbers, there is also increased
concomitant synapse activation (Sirevaag & Greehpli§87). Another change with this
activation is an increase in spine and synapsewem(Trachtenberg et al., 2002).

Such changes are paralleled by a diverse chanigesd¢o LTP (long term potentiation). For
example, the number of spines per bouton can @&y the activation threshold of synapses
can be modified by intracellular trafficking of placity-related proteins that “tag” them
(Barco, Lopez de Armentia, & Alarcon, 2008). Syregpsan change from silent to active and
back again through changes in NMDA receptors (Attesém During, Pleasure, & Nicoll,
2008). Synaptic activation can change the recepi@sent in synapses (Krueger &
Fitzsimonds, 2006), the rates of synaptic vesietgcling that enhance the probability of
transmitter release (Krueger & Fitzsimonds, 2086) the nonlinear compartmented
electrical strength potentiation properties of dé@itdbranches created by diverse voltage-
dependent ion channels (at least 17 types exigta@oBrannon, & Mel, 2003, p. 998)) in its
membranes (Losonczy, Makara, & Magee, 2008). Spioghology can vary in size (length
0.2-2.0um), and in shape (thin, stubby, sessile, mushrdwamched, heads with “thorny
excrescences”) (Sorra & Harris, 2000).

4.5.6. Synapse changes and information processing
These synapse related changes are fundamentayaadtto “rewire” the neural networks

that form between neurons, and so refine and athastinformation processing (Chklovskii,
Mel, & Svoboda, 2004; Le Be & Markram, 2006). Thasvriting occurs in an enormous
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developmental “space” in which neural networks lsarmodified to acquire cognitive
capabilities. Each neuron without significant growft axonal or dendritic arbors (such as
generally is the case when mature) allows rewicingnges of 3-4 bits per synapse and so
~9 x 10" bits (Chklovskii et al., 2004). With the growthméw axonal and dendritic branches
(as when the neuron is developing), this rewiriogld be 23 bits per synapse and«6o< 10°
bits per dendritic arbor (Chklovskii et al., 200€hanges at the receptor such as in
presynaptic calcium buffers that do not need rengidan also enable such information
processes to temporarily store large amounts ofnmétion in the patterns of synapse
strengths, (Mongillo, Barak, & Tsodyks, 2008). Tihesrmational storage capacity of each
neuron’s arbor has been modeled as being as higfY asL0® bits (Poirazi & Mel, 2001).

In the present neuroscientsgra incognita a large number of synapse neurodevelopmental
unknowns exists. Recently, it has been found thiatesdendrites but not others allow currents
to back propagate from the soma (Zhou, Yan, Wuske#tw, & Antic, 2008)—a variable

trait that in its arbor distribution will profoungdthange a neuron’s information processing.
The speech and language disorder gene FOXP2 wipeessed heterozygously in mice
impairs synaptic LTD (Groszer et al., 2008), sugjggsa synapse related link to complex
cognitions. Thus, a diversity of synapse relateghnpimena exist concomitant with exuberant
synaptogenesis that in unknown ways determine lebdd neural network development, and
S0 cognitive maturation.

4.6. Synapses and brain metabolism

A strong link exists between the energy consumptiaihe brain during the period of its most
intense cognitive development, and the periodsofieatest absolute number of synapses. For
example, the energy demands per 100g of the husrabral hemispheres between birth and
one year of age is 87% of that of the human adifiugani et al., 1987, table 2), which
corresponds to their limited number of synapsesténiocher, 2002; Huttenlocher &
Dabholkar, 1997), and the limited learning donthet age by the neonate brain. However,
the energy demands per 100g of the human cerebmakpheres between the ages of 3 and 8,
and those of 9 and 15, during which children arstreagaged in intense learning, jJumps
respectively to 198% and 162% (Chugani et al., 188)e 2), and this parallels an increase
at these ages in synapse numbers (Glantz, Gilrhiamgr, Lieberman, & Jarskog, 2007,
Huttenlocher, 2002; Huttenlocher & Dabholkar, 19&8e figs. 4 and 5).

Both mitochondria and glial cells are directly itwed in the energy provision to synapses
and neurons, while increased capillary densitynaydasing glucose and oxygen supply
associates with their increased metabolism (Borgwskollins, 1989). When synapses
numbers increase in enriched environments, thedareetly between glial cells and synapses
goes up to 19% (Jones & Greenough, 1996), andytiepses that exist tend be big (Sirevaag
& Greenough, 1985): “In addition to having larggnaptic contacts.. EC [environment
complex] rats exhibited a population of very lasyaapses not seen at all in the IC [isolated
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condition] in layer IV” (Sirevaag & Greenough, 1986 216). Moreover, the volume of glial
cell nuclei for each synapse is also higher by @7 Bnvironmental enrichment produced in
one study a 23.1% increase in dendrite lengthvilagtassociated with wider capillaries
(4.35um compared to 4.1pm in controls), and shorter distance between anyqgbdahe
neuropil and a capillary (278n compared to 34.6m) (Sirevaag & Greenough, 1987). The
mean volume of mitochondria per neuron was also gf®ater (1599m* compared to 1280
um®), and the volume of glial cell nuclei for each reuwas 63% higher (Sirevaag &
Greenough, 1987).

The cortex in animals exposed to enriched envirarisare thicker by up to 3.3-7%, and this
associates with an increase in glial cell numbersguron of 12-14% (Diamond et al., 1964;
Diamond et al., 1966). Such energy related chaagealso reflected in volumetric measures
of human gray matter. The subgenual part of Brodrisaarea 24 is reduced in size in those
with bipolar disorder (controls: 214.7 rhigray matter, major depressive disorder, MDD:
177.9 mm), and this correlates with reduced glial cell nemsb(controls: 8.43 1 glial

cells; MDD, 3.90x 1¢) but not reduced neuron numbers (controls: %.24° neurons; MDD,
5.97x 10°) (Ongur, Drevets, & Price, 1998). PET also findshbreduced blood flow and
reduced metabolism in this area in such individ(Rlevets et al., 1997)

The impact of such learning/metabolic changes cbalfligger in humans than in
experimental animals. In rodents, action potemiapagation (47%) rather than synapse
activation (34%) takes the larger share of therbealergy consumption (Attwell & Laughlin,
2001). In humans, due to greater synapse numbergepeon, the synapse component is
estimated to increase to 74% (Attwell & Laughlif02, p. 1140). Consistent with this, in
larger brained animals such as cats, synapse gexase more important than transmission
ones as oxygen consumption by neurons couplessyiithpse activity rather than the
generation of axon spikes (Viswanathan & Freem@@yp

4.7. Non-neurodevelopment learning costs

The energy costs associated with juvenile neurddpueent, it should be observed, do not
only concern those happening in the brain as theyatso involve the increased physical
activity needed to encounter learning experienegs i enriched environments engage in
more activity (Bennett et al., 1964), and 1Q inuartan at 11 years-of-age links to the degree
to which they as a child at 3 years-of-age souyimugation (Raine, Reynolds, Venables, &
Mednick, 2002). Human children also show much hideeels ofmoderatephysical activity
than adolescents and adults (Sigmund et al., 2@@d)so at this period gain extensive motor
and other opportunities for learning. Importantlgtepic discussed at length in section 8—
they do this, however, while also avoiding prolasthg&renuous physical activity (Bailey et
al., 1995; Gilliam et al., 1981).
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4.8. Myelination

Myelination makes axon transmission more efficiémt:the passage of each spike, ajirb
unmyelinated axon costs about 12-fold more in gndrgn when that spike is passed through
a myelinated one (S. S. Wang et al., 2008).

Less is understood about how white matter expardueto myelination links to information
processing. Unmyelinated axons conduct impuls@ssaio 10 m ¢ whereas myelinated do

so up to 150 ms Spikes communicated by unmyelinated axons agerasult effected by
delays and imprecision as they cross the brai§(8Vang et al., 2008). It has been suggested
that unmyelinated axons, for this reason, mightgamait information through their firing rate
rather than precise spike timing (S. S. Wang e2808). One problem is that myelination
must be selective since widening all axons by nmgglon would cause an unsupportable
increase in white matter volume. 2500 (@@ wide unmyelinated axons can fit into the space
of a single 1Qum wide myelinated one. Thus, extreme selectivitghaxist in regard to

which connections get and receive the most myetinat

It is reasonable to suppose that efficiency aneéd e information communication between
gray matter neural circuits effects the developnagrt capabilities of cognition. Supporting
this is the finding that the maturation of whitetteain terms of an increased density and
orderly packing of fiber tracts indexed by frac@banisotropy (FA) in diffusion tensor MRI
links to higher IQ (Schmithorst et al., 2005). e thuman hippocampus, high FA in its white
matter links to a person’s ability to navigate aniéntate (laria, Lanyon, Fox, Giaschi, &
Barton, 2008).

A further indication of the importance of myelir@tiis suggested by the substantial changes
that occur in the white matter of those humansahmatorn blind (Lui et al., 2007; Noppeney,
Friston, Ashburner, Frackowiak, & Price, 2005; ®tlbchneider, Paulson, & Kupers, 2008),
and of adult cats with retinal lesions (Darian-3nd&itGilbert, 1994). In the latter, axonal
sprouting of long-range connections occurs withearfodeling” of the visual cortex (Darian-
Smith & Gilbert, 1994). Those born blind consistesith profound axon change show on a
macro level significant white matter changes (Liuale 2007; Noppeney et al., 2005; Ptito et
al., 2008). For example, they have an enlargemfetiecoccipito-fronto fasciculus, the
superior longitudinal fasciculus, and the genuhef¢orpus callosum (Ptito et al., 2008).
Moreover, these are concomitant to profound nongenkanges in the functioning of their
“visual” cortex neural networks that is reflectedihem engaging in nonvisual functions,
including human specific ones such as semanticswamax (Amedi, Raz, Pianka, Malach, &
Zohary, 2003; Burton, Snyder, Diamond, & Raichlg02; Roder, Stock, Bien, Neville, &
Rosler, 2002) (review Skoyles submitted). This ssgg that myelination—Iike
synaptogenesis—is critically linked to the proesssf acquiring cognitive capacities.
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While occurring concurrently with changes in syregpsumbers, the trajectory of myelination
change seems to differ in that it can extend foruah longer period, a situation reflected in
the continued expansion in white matter volume ththird decade (Lebel et al., 2008;
Sowell et al., 2003, fig. 6).

4.9. Evolutionary opportunities to modify and enhare cognition through synaptogenesis

Above, it has been shown that synapse neurodevelapisiradically distinct from that of
neurons and axons as it is not part of a consgk@dlictive and elimination timetable
(Clancy et al., 2001). Indeed, it has been obseobtéide initial production of synapses that it
was the “only neural event we have found that syatecally fails to fit into the conserved
developmental sequences” (Clancy et al., 2001).p. 8

It makes evolutionary sense that synapse neurocal@velnt is adaptively open. Neuron and
axon development set up the brain structurallythey cannot anticipate the particular
challenges posed by different environments. Thaietabled preparation of the brain,
however, creates neural networks that can adaptdio environments through the flexibility
of their synapse-based learning.

As shown above, such an adaptive capacity linksdeased synapse numbers, and so is
metabolically costly learning. But, the period ihish brains need to most intensively learn
about their particular environment is also one witey are encountering novel learning
situations just after they have gained independéehues, an evolutionary dilemma exists in
that the period in which they have the most neetti@fdvantage of the cognitive learning
offered by exuberant synapses is also the one ichvthey are least likely to have the
necessary energy support—they are newly indepenaedtoy virtue of the immaturity of
their skills will be less than proficient in obtaig energy themselves.

This means that the costly nature of synapse neusdopment ties the evolution of exuberant
synapse enhanced cognition to the events outsédierttin that determine its energy support.
Evolutionary changes to the energy supply of julesnas a result can have a profound knock-
on effect upon the evolution of cognitive capalgist
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5. PROLONGED EXPENSIVE NEURODEVELOPMENT AND HUMAN@GNITIONS
5.1. Evidence that humans have a prolonged expensiperiod of neurodevelopment

5.1.1 Energy costs are predominately increasectielaral cortex

Childhood and adolescent brain energy consumpsi@above that found in adults, and these
are highest in the cerebral cortex. Chugani anigaglies (1987, table 2) provide the figures
below for percent energy increase in children &edence ages relative to those of adults:

area 0-1 years 1-2 years 3-8 years 9-15 years
cerebral cortex 0.72-0.93 0.99-1.25 1.85-2.24 2158
brainstem 0.89 1.06 1.46 1.45
cerebellum 0.93 1.03 1.71 1.45
basal ganglia 0.75 0.93 1.55 1.41

5.1.2. Estimates for total brain energy consumption

If these figures (assuming white matter does nahgk in its metabolic needs with age) are
combined with their adult metabolism figures (adgeen in (Chugani et al., 1987)), and those
for the volumetric size of these areas in childrad adults (Caviness, Kennedy, Richelme,
Rademacher, & Filipek, 1996; Filipek et al., 19atpy reveal that the total energy
consumption of the child’s brain between 3-8 ye#Hrage (and 8-15 years-of-age) is greater
by something like 1.77% (and 1.49%). These figpreside rough estimates (they ignore
gender differences, and metabolic differences batvilmmature and mature white matter) but
are consistent with those found using much oldghrigues 50 years ago (Kennedy &
Sokoloff, 1957) that measured an 1.80% increasedbral flow and an 1.30% for cerebral
oxygen utilization. It should be noted, that thesanges do not link to smaller gray matter
mass in the child than in the adult, as its volwtaets to overlap with the adult range of
volumes by 3-4 years-of-age. The gray matter oftrerage child brain increases by a few
percent to reach a maximum volume around 6-9 yelaagre. However, since white matter
increases with a different trajectory, it is seVenare years before the average child would
reach their maximum total brain volume (Courchestra., 2000).

5.1.3. An alternative estimate of the child’s raiggain energy consumption

An assessment of the wattage of a child’s brainbeamake by calculating the various BMRs
of different organs, and the whole body, and edemdat remains to be accounted for by the
brain. Hsu and colleagues provide the relevant idatbody organs of an average child of 9
years-of-age weighing 30.5 kg, and provide a measttheir total BMR (Hsu et al., 2003).
The total BMR was 59.2 W which is near that caltedausing predictive equations for
children of this age and weight (Henry, 2005). Iaftt59.2 W, 27.6 W are accounted for by
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the BMR of nonbrain components (liver, 6.6 W; h&a& W; kidney 3.9 W; skeletal muscle
7.7 W; adipose 1.4 W; residual 5.3 W). At the afy8,@ child grows by 3.6 kg yeatgrowth
chart spreadsheet data, Centers for Disease CamiidPrevention) which requires 5.3 K9 g
(Webster, 1980), suggesting that the energy foy lgndwth adds another 6.2 W. This implies
that the child’s brain consumes around 26 W. Thig'stbrain BMR if it had a adult
metabolic rate would be 17.5 W. The difference leevthe calculated child and adult brain
metabolic rates here—1.49%—roughly matches thasored by Chugani directly for this
age (though the wattage values are higher). (Seeigx 2 for more discussion on the
problems and issues in determining the actual gattd the pediatric and the adult brain.)

5.2. Changes concomitant with prolonged expensivearodevelopment

An extended inverted “U” period is shown in figiMwhich human gray matter during
childhood and adolescence has high energy consomptigether with that of the broad
parallel of this change with raised numbers of pgea in fig. 5. The latter figure also shows
the changes in synaptophysin levels (a markermdgye numbers) in the prefrontal cortex
(Glantz et al., 2007). (The pattern of cost recangiwith myelination are likely to be smaller
but are unknown).

The raised period of inverted “U” energy consumptid a child’s brain correlates with
cellular and blood flow changes.

® There is increased blood volume flow into the bf&annedy & Sokoloff, 1957):
130% between 3 and 6 years-of-age and declineaioatkilt levels at 15 years-of-
age.

® Parallel to this there is increased rate of bldod fper unit gram of the brain
(Chiron et al., 1992).

® The ratio of N-acetyl aspartate (a molecular wptenp in myelinated neurons) to
choline (used to make cell membranes of dendniges)hes a peak at 10 years-of-
age (Horska et al., 2002).

® Intriguingly, but lacking sufficient childhood dapmints (autopsy individuals in
some parts of this study were limited to a 2.5, amd.1 year old), research
suggests that one oxidative metabolic enzyme, sateidehydrogenase,
undergoes a late, cortical layer and area relatpression change (Farkas-
Bargeton, Diebler, Rosenberg, & Wehrle, 1984).

® The capacity to synthesize serotonin changes attarp that is similar to that of
changing metabolism (Chugani et al., 1999).
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There are neurophysiological correlates.

Slow-wave band EEG activity correlates with changegray matter density
(Whitford et al., 2007), and metabolism (Feinbérgode, Chugani, & March,
1990), and synaptic density (Feinberg et al., 1990is is also the case with the
power of delta and theta bands of eye-open EEGratdbolism (Boord, Rennie,
& Williams, 2007).

The power of eye-open EEG components such as dipte, delta and theta
declines from infancy to adulthood by up to terdf(Boord et al., 2007, for
example, in fig 1.; Dustman, Shearer, & Emmers@®d91 fig. 5).

Research finds that the delta EEG component ofrapitd eye movement
(NREM) sleep declines by 50% between 10 and 20syefage, with half that
happening between 12 and 14 years-of-age (Feinbgggins, Khaw, &
Campbell, 2006). This delta during sleep has beggested (Feinberg et al.,
2006) to reverse in a homeostatic manner the sftgfadbeuron metabolic activity
during waking.

There are also neurocognitive correlates.

A sensitive period exists after auditory deprivatio which cochlear implants can
lead to normal neural responses to speech thattatadeen 3.5 and 7 years-of-age
(Sharma, Dorman, & Spahr, 2002). For cataractsetisean open period up to
about 10 years-of-age for permanent deficit ireledicuity, a skill that in normal
children continues to be perfected until 6 yearsgeé (Lewis & Maurer, 2005). In
both these cases, the period in which the primangary cortex remains plastic
corresponds to the period in which it has exubesgnapses (which peaks and
declines earlier than the prefrontal and other éightegrative cortex areas)
(Huttenlocher, 2002; Huttenlocher & Dabholkar, 197

Research on standardized cognitive tests findsatological changes associated
with the prolonged expensive neurodevelopment@sielate with the most rapid
period in cognitive development: cognitive abilitlgreases more markedly
between 5-8 years-of-age than between 9-12 yeaag@{Korkman, Kemp, &

Kirk, 2001).

Speed in tasks such as visual matching becomesasiagly fast during childhood
but slows its rate of speed increase in adolescanaeate similar to changes
happening in brain size, and body mass, and ibbas suggested “that all might
have a common (unspecified) biological basis” (KaRerrer, 2007, p.1769).
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Fig. 4 This graph shows the changing pattern dica@rmetabolism of local cerebral

metabolic rate for glucose jomol min* g* against age. Data regraphed from (Chugani et al.,
1987) plue ' andpink ¢ dots), and (Muzik et al., 1999)r@ydots, no gender given). The

two graph lines are generated from the plateaudantine parameters in the 5-parameter
developmental function calculated by Muzik and eafjues (1999). Plateau phase formula for
metabolic rate of glucose a-(Cyirn)(1-exp($age))+Girn, Whereo=61.1,=-0.365, Girn
(glucose at birth) = 14.1; decline phase, metalyalie of glucose =ofCaqur)(€Xpl-(agea))+
Caduiy Wherea=50.3-24,A=7.8,y=0.072, Gaui (glucose in adults) = 24.
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Fig. 5 The two graph lines show the increase ofpga numbers in the visual(e) and
prefrontal (black) cortices in terms of synaptinisi¢y data from table 3 (prefrontal)
(Huttenlocher & Dabholkar, 1997), and table 2 (ai$Huttenlocher & de Courten, 1987).
Note, the synapse numbers in the visual cortex baee halved to make them comparable
with those in the prefrontal cortex. The columnshkad ingray outlineshow synaptophysin
levels in the prefrontal cortex. The width of tly@maptophysin columns reflect the ages across
which data were summed, data taken from fig. Zlautz et al., 2007). Huttenlocher’s data
indicate that the prefrontal cortex has a laterettgument than the visual cortex. The
synaptophysin data imply that this underestimabesesvhat the lateness of the proliferation

of synapses.
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5.3. Gray matter and white matter changes and infanation processing maturation

At present, the changes that occur in neural néssvduring the period of prolonged
expensive neurodevelopment, and how this linkadoeased human cognitive capabilities, is
not directly investigable at the level of the sysmjpnd the dendritic arbor (but see the rare
autopsy report of Jacobs, Schall and Scheibel (1998lume changes, however, during this
period to gray and white matter can be researched) wolumetric MRI (Lenroot & Giedd,
2006; Shaw, 2007; Shaw et al., 2008; Sowell, Trgudamst, & Jernigan, 2002).

For gray matter, this exists because its volumeslio that occupied by glial cells and
capillary vasculation that support the neuron’srgpeonsumption (Sherwood et al., 2006;
Sirevaag & Greenough, 1987). As noted (section &ubgn the number of synapses increase,
so does the energy support provided by capillasguiation, mitochondria and glial cells.

The alternative explanation that the dendritic aits®If expands is unlikely to be a major
factor for gray matter increase, though certaimelets of it might increase in some neurons
during childhood, see the data reported for laj€ pyramidal neurons in (Petanjek, Judas,
Kostovic, & Uylings, 2008). As the authors noteg thata only suggest “slight dendritic
growth might occur at that time [childhood and &dcknce]” (Petanjek et al., 2008, p. 926).
Further, though dendritic branches become more ognd long in enriched environments,
“the increased dendritic branching tends to takeglithin the volume already occupied”
(Greenough & Volkmar, 1973, p. 499).

Extensive change to dendritic dimensions is aldixelly since this might change the “cable”
related electrical properties of dendrites thaedrine the spread of forward and back
propagating currents that underlie their informafoowocessing (Segev & London, 2000):
related to this, the morphological dimensions ofdiges are under tight homeostatic
regulation (Samsonovich & Ascoli, 2006). Thus, duld appear that the increases in the
volume of the gray matter is largely or mostly do¢he enlarged space occupied by glial
cells and capillary vasculation that exist to ntbetincreased energy needs of more synapses.

5.4. Prolonged expensive neurodevelopment, volumgtichanges, and human specific
cognitions

Volumetric MRI research shows that volume changegay matter have (i) a trajectory of
initial increase followed by decrease, (ii) thatgh trajectory changes differ according to
particular cerebral cortex area, and (iii) thasthdifferent trajectories in their thickening and
thinning link with human specific cognitive capaest (Lenroot & Giedd, 2006; Shaw, 2007,
Sowell et al., 2002). Moreover, (iv) those aread #how the most elaborate volume changes
are also those polysensory and high-order associateas that are most recent in cortical
evolution (Shaw et al., 2008). Since cortex thickgrand thinning links to increases in
capillary and glial cell support for the energy aeef increased numbers of synapses, such
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changes provides a window into the pattern of syaa@xuberance neurodevelopment as it
shifts across the cerebral cortex as children readnd acquire their adult cognitions.

Four areas of research exist—IQ related cognitiexygertise, literacy, and early blindness—
that provide information about such volumetricdilhked prolonged expensive
neurodevelopment changes, and their relationshipitean specific cognitive capacities.

5.4.1. 1Q related cognitions

Initially, gray matter thickens in childhood onlyen to thin again during later childhood and
adolescence in a manner that links to 1Q. Thedtayg of this inverted U trajectory of change
in cortical gray matter and its link to age andis@hown in figs. 7A and 7B on page 33. This
trajectory suggests that the maturational and @lgaaittern of recruitment of additional
synapses across the developing brain reflectdukesetvolumetric changes has a critical role
in the process by which cortical neural networkisrgéned to enable human specific
information processing.

Some evidence suggests that these changes cad betgond adolescence: Sowell and
colleagues (2003), for instance, found that the gnatter density in the left posterior
temporal area continued up to 30 years, and linkisdo the protracted maturation of
language (i.e. human specific) functions.

Gray matter changes also link to the degree tolwaircarea is involved in integrating the
information processing done in other areas. Th&ha@wvn in the later development that
happens in the higher associative cortical araash(as the prefrontal cortex) in those with
higher 1Q over that done earlier in their sensorg(Shaw, 2007; Shaw et al., 2006). This
argues that cognitive abilities depend upon a cerphttern of energy demanding
overproduction of synapses that occurs in a devedmpal sequence across the cerebral
mantle. Moreover, the 1Q association suggestssihatess in the acquisition of complex
cognitive capabilities depends upon the trajectdihis pattern. These findings raise the
question of how far this developmental traject@rgubject to complex inherited and
environmental factors. 1Q is inherited and effedigdhe environment (Bouchard, 1998;
Dickens & Flynn, 2001), thus these volumetric chemgt would reasonably be supposed are
also similarly affected.

Though changes to gray matter are at present setearched, changes also occur to the
maturation of white matter connections, for examilese between the left frontal and
parietal cortices correlate to increased workingnoey capacity, and white matter changes in
the temporal lobe to reading capacity (Nagy, Weéstey, & Klingberg, 2004). There are also
MRI detected properties of white matter that havaea relationship with 1Q (Schmithorst et
al., 2005), and ones in hippocampal white mattiated¢o the ability to navigate and orientate
(laria et al., 2008).
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Fig 6 A. Superior intelligence = IQ range 121-1Bigh intelligence = 109-120; average
intelligence = 74-108. The graph show the thicknessease and decrease in gray matter in
the right superior and medial frontal gyrus. Thislpnged expensive neurodevelopment is
greatest in the cortical change in those with sopartelligence and minimal in those of
average intelligence. Figure from (Shaw et al.,6)00
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Fig 6 B. Lines represent the same bands of intelltg as in fig. 7A. Cortical thickness is in
mm. This shows how the cognitions associated vgthink with changes happening in the
left superior/medial prefrontal cortex. These astably delayed in those with the highest 1Q.
Moreover, the more dramatic the developmental &gsmnd peak of thickening, the higher
the IQ of the brain.
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5.4.2. Expertise

Expert skills such as chess and instrument plagregacquired through prolonged (ten year)
daily (several hours) deliberative practice (Emcs& Lehmann, 1996). Such expertise
correlates with area linked volumetric changeanderebral cortex gray and white matter.
Crucially, such volumetric changes also link to heavly—whether childhood or later—such
deliberative practice starts (Elbert, Pantev, Wianb, Rockstroh, & Taub, 1995; Schlaug,
Jancke, Huang, Staiger, & Steinmetz, 1995).

5.4.3. Literacy

Reading and writing are childhood acquired cogaitilities. While normally identified

with reading and writing skills, these skills alsmncomitantly change the brain’s neural
processing, a situation reflected in them effecingide range of other cognitive functions
such as a better ability to detect speech phorte (Morais, Cary, Alegria, & Bertelson,
1979) and speech errors (Morais, 1987), a biasdcegs the rhyming of spoken words in
terms of their orthographic spelling (Seidenbergahenhaus, 1979), and an integration of
orthography into the early prelexical processespiwken word recognition (Perre & Ziegler,
2008). There has also been suggested to be aedattapacity in those with literacy to
"abstract” or decontextualize ideas (Luria, 197800, 1996). Literacy cannot be entirely
separated from the effects of “schooling”, the héag environment in which reading and
writing is normally acquired by contemporary chddr Brain imaging upon groups that differ
only in regard to literacy and schooling (daughtbeg for social-cultural reasons did and did
not receive primary education) shows that it litlksolumetric changes in the white matter
connections between the cerebral hemispheres (C@atdas et al., 1999; Petersson, Silva,
Castro-Caldas, Ingvar, & Reis, 2007), and the iofgrarietal/ parietotemporal regions
(Petersson et al., 2007). These physical changesiate with functional connectivity
differences in the cerebral hemispheres (Peterg&ais, Askelof, Castro-Caldas, & Ingvar,
2000). Consistent with these findings is that tkiet of a person’s education (whether less
than high school, high school, or university) lirfse direction of causation is not known) to
dendrite differences (more extensive higher-ordanthing in those with higher levels of
education) (Jacobs et al., 1993).

5.4.4. Early blindness

The natural experiment of early blindness showsribaral circuits can radically change their
functionality and underlie the processing of cogeitapacities for which they could not have
been evolutionarily prepared: “ectopic cognitioBkpyles submitted). The visual cortex in
the early blind can acquire—in spite of its neaetlvorks having been subject to nearly 180
million years of selection in mammals in regargbtocessing sight—human specific
cognitive abilities such as semantics and syntarddi et al., 2003; Burton et al., 2002;
Roder et al., 2002) (for a review of such “ectaggnitions” see Skoyles submitted). These
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novel human specific cognitive capacities in thesthal” cortex closely link to white and gray
matter changes (Lui et al., 2007; Noppeney eR8D5; Ptito et al., 2008). This suggests that
human specific abilities might be due not so mucimbhate neural network competences but
the protracted period of synapse refinement andinaten during childhood that prune and
changes their information processing capabilities.

6. SYNAPSE NEURODEVELOPMENT INNOVATIONS

How might a prolongation in the period of expensieeirodevelopment lead to enhanced
cognitions?

6.1. Integration and differentiation of neural circuits

Here we must consider the nature of the informagpiamtessing carried out by the brain.
Central to this is the complexity of its integratiand differentiation of function across
different areas (Bassett, Meyer-Lindenberg, AchBruke, & Bullmore, 2006; Fair et al.,
2008; Fair et al., 2007; Honey, Kotter, Breaksp&agporns, 2007; Tononi, Sporns, &
Edelman, 1994). Neural complexity is high when“d@mponents show simultaneous
evidence of independence in small subsets andasicrg dependence in subsets of increasing
size (Torun, 2005, p. 5034). A related concepthésdlustering coefficient and path length
connectiveness of small world networks (Dosenbgelr, Cohen, Schlaggar, & Petersen,
2008; Watts & Strogatz, 1998). In parallel to thapproaches, theories of intelligence link
cognitive aptitude to the development of hierarahrautualism between cognitive processes
(van der Maas et al., 2006).

The human brain shows a strong capacity to create adaptive functional connectivity by
synchronized clustering and coupling between syegmpa multiple frequency time scales
(Bassett et al., 2006). Such connectivity in adisli®gulated by top-down controllers in
prefrontal and cingulate “hub” brain areas (Dosehbet al., 2008; Fair et al., 2008; Fair et
al., 2007).

The opportunity and the need for such complex natiggn and differentiation exists in part
due to large brains in humans since size incragasesumber of cortical areas that have to be
coordinated together: cortex area numbers exparalghly the square root of the number of
cerebral cortex neurons and so brain size (Cha&g&himojo, 2005). How does this
integration happen? One adaptation, it is reasertalduppose is adding extra years for
developmental synaptic refinement, since would pl®greater opportunities for these
processes to sculpt effective patterns of “smalldvoetwork” neural interactions across its
different areas.

Consistent with this, neural interactions in thaibs of 7-9 years-of-age children are not so
functionally segregated and integrated as in aqblg et al., 2008; Fair et al., 2007). Further,
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integrative hub regions such as the prefrontalangulate areas as might be expected
develop later than the ones that they coordinatg(&y et al., 2004; Huttenlocher &
Dabholkar, 1997; Lenroot & Giedd, 2006; Shaw, 20BfFaw et al., 2006; Shaw et al., 2008).

6.2. Developmental heterogeneity in timing

Since neural integration and differentiation arérozed by top-down controllers,
neurodevelopment needs to happen in a stage-likeenao allow for later maturation by
controlling hub areas. Restrictions upon this hapgecould limit the development of
nonhuman brains. The rhesus macaque monkey boaiexample, like the human brain, has
a period of exuberant synaptogenesis that asseacidtie metabolic expensive
neurodevelopment. But this lasts only to 3 yearagd, and it occurs in a homogeneous
manner across the cerebral cortex with, for exangyi@aptogenesis and pruning happening at
the same time in the visual and prefrontal cort{@muirgeois, Goldman-Rakic, & Rakic,
1994; Rakic, Bourgeois, Eckenhoff, Zecevic, & GoadrRakic, 1986)

While humans share with rhesus macaques a sinattgrp of synapse proliferation and
increased metabolically expensive brains, it ocowes a considerably greater number of
years £15, childhood+adolescence). This allows for thetexice of marked heterogeneity in
the developmental timing of different areas (priyneortex areas before prefrontal and
temporal ones) (Huttenlocher & Dabholkar, 1997).

This is reflected in the greater mean peak bramgcbamplexity of dendritic arbors of adult
human prefrontal cortex neurons than those in masa(Elston et al., 2001):

macaque human
branching complexity 324 43.5
spine density petm 24.0 325

Moreover, these differences have increased betiveerans and nonhumans primates with
respect to primary cortical areas (Elston et &Q19:

branching complexity marmoset macaque humans
visual cortex 27.1 21.5 23.5
prefrontal cortex: 25.5 324 43.5

Also, in humans, prefrontal cortex gray matter sh@awnore complex trajectory of volumetric
change in its cortex thickness compared to thidgs integrative areas (Shaw et al., 2008).

6. Unfortunately, present empirical research amrogevelopment and such factors as dendritic arbor
complexity and synapse numbers is limited to thegarison between modern humans and rhesus macaques,
Cercopithecidae monkey: there is no data with whictompare humans with other hominoids such as
chimpanzees, though these comparisons, if theyddmibbtained, would be theoretically more infolikeat



Nature Precedings : hdl:10101/npre.2008.1856.2 : Posted 30 Oct 2008

Skoyles 38

Thus, more complex and denser connected neuromstde®n selected that mature later. As a
result, their dendrites have more complex capacitieinformation processing. This lets
them engage in “hub” control over the small woredworks they form with earlier maturing
neural networks.

Consistent with this developmental pattern, the@gears to be a multifaceted sequence of
developmental integration and differentiation staigeoverall brain maturation, for example,
as indicated in the EEG changes identified by Thetand colleagues (1987), the earlier
development of the auditory cortex to the languamgéical areas (Devous et al., 2006), and
the progressive expansion and thinning of ceretmdéx areas (Gogtay et al., 2004; Shaw,
2007; Shaw et al., 2006; Shaw et al., 2008).

6.3. Internal stimulation

Stanley Rapoport, has noted, that in addition ¢dabttom-up richness of the environment,
there is also a top-down stimulation upon the bfimm ideation and attention that can
“stimulate widespread brain association areaand o] synaptic stabilization secondary to
adaptive thought processes . . New primate spatagscreate new cognitive, social or
cultural stresses which in turn can acceleratenbaolution” (Rapoport, 1999, p.160). Such
internal nonenvironmental stimulation might be gaifarly important if it aided the
integration and differentiation of the human braildrge number of cortical areas.

One internally stimulating cognition that would this is language. Though language is
usually discussed in terms of enhancing interpeiscommunication, language also has been
found to provide internal cognitive scaffolding ¢iay 1979; Vygotsky, 1986). This internal
organization is variously called “private speech™iaternal speech”, and it coordinates
thought processes (Sokolov, 1972). Reflecting thigguage dominates human cognition.
Words that describe objects in relative comparembiolute coordinate spatial frameworks
organize the nature of spatial perception (MajiowBrman, Kita, Haun, & Levinson, 2004),
and the availability of tense description wordsicture the temporal perception of events
(Boroditsky, Ham, & Ramscar, 2002). If children a exposed to intentional state words—
such as want, know, or believe—this impairs andydeheir ability to interpret other

people’s behavior in terms of them having “mind8&ferson & Siegal, 1995)unctional
imaging shows that language even shapes low-lerekptual decision processes in the
visual cortex (Tan et al., 2008). As noted in theecof special case of written language above
(section 5.4.3), the internal experience of womgsited by literacy can profoundly shape the
brain, and its cognition. Parallel to this, the miag of action and perceptual words is

7. This situation happens in children born deafdndeaf speaking parents. In such a situationaf de
child receives language from its parents that sdargely upon pointing. This situation doesapyily to deaf
children of deaf parents since they are proficiersign language and so can communicate linguistie@out
intents, wishes and beliefs and so mental stateg.Hearing parents have such skills in the eardys/ef having
a deaf child.
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grounded upon cortical areas that process motdral@and object perception (Hauk, Davis,
Kherif, & Pulvermuller, 2008), and the linguisticgqeessing of spatial relationships with that
of spatial aspects of images (Wallentin, Weed, @ated, Mouridsen, & Roepstorff, 2008).
Thus, language by providing organization to cognitis not only closely involved in the
internal stimulation that aids its neural integratand differentiation, but through this extends
deep into the neural processing of human cognitiwaespective of their involvement or not

in communication.

(For further possible ways synapse neurodevelopmaegtit have led to enhanced cognition

in regard to stimulation due to changes in axomeations, cerebello-cerebral reorganization,
neuron types, dendritic arbor maturation, dendatlwor geometry, developmental search
space, and neurological neoteny, see Appendixghétiorder association measurement of
neural integration and differentiation is discussedppendix 4, while Appendix 5, discusses
synapse neurodevelopment and its link with stagesgnitive and symbolic capacity
development.

7. EVOLUTION AND NEURODEVELOPMENT
7.1. Prolonged expensive neurodevelopment and enbafization

The existence of prolonged expensive neurodevelopmenodern children raises the
possibility, that it was not only extra encephdi@a but also an extension in the length of
synapse neurodevelopment that was central to hewaation, or that it was at least of
comparable or complementary importance.

Brain size within modern human range was achieegdral hundred thousand years ago.
Neanderthals, for example, have similar or greai@nial volume than anatomically modern
humans (Holloway, 1981), even though the two speaidhumans separated with a common
ancestor 311,000 to 435,000 BP (Weaver, Rosem&tri&ger, 2008). This lack of further
brain size in anatomically modern humans increasméxplained. One theory is that it could
link to the difficulties of passing heads of largere through the birth canal, in the context of
obstetric problems, and limits upon further pekxpansion due to the biomechanics of
efficient bipedality (Rosenberg, 1992). Anothertéeicould be that white matter increases as
a proportion of the brain to the power of 4/3 (Zh&Sejnowski, 2000). As a result, any
increase in brain size produces a larger propdatimtrease in white matter than gray matter,
a situation which could act to create diminishiaturns on the cognitive advantages of brain
expansion to gain more gray matter neural circuits.

Research on the coefficient of additive geneticarare in human body organs supports the
existence of an evolutionary ceiling restrictingrease in human brain size. The human brain
has a particularly low coefficient of additive génerariance compared to other human
organs such as the heart and the eye (Miller & PePB07). This suggests that modern
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human brain size is presently under strong stabgizaverage-is-better) selection (Miller &
Penke, 2007). Indeed, the authors “caution thahlsize may not be the most appropriate . .
endophenotype for understanding the evolutionangtjes of intelligence” (Miller & Penke,
2007, p. 108). Total brain size, moreover, only eratkly correlates with 1Q. Further, clinical
reports exist in which brains due to microcephalguwrgical hemisphere removal
(hemispherectomy) that possess IQs in the normagkeraut have brain volumes equal or even
lower than that oH. erectug= 930 cr) (reviewed, Skoyles, 1999).

Larger brain size and high encephalization, howearer important. Larger brain size notably
allows for more neural networks between mini-anagmeolumns (Casanova & Tillquist,
2008), and so more complex neural circuits, siheenumber of cerebral cortex areas as well
as neuron number increases with the size of tha fEdangizi & Shimojo, 2005). But given
that human brains had already arisen several hdridoeisand years ago in the modern
human brain size range, it seems that increadesfuirt size was not necessarily of much
advantage. Thus, additional evolutionary increasesgnitive ability could have come about
through a nonsize change to the brain, such gsassbility reviewed here of an extension of
the period of superabundant synapses during ctoldiho

7.2. Implications for understanding humans

Two things have been shown so far in this review.

The energy opportunity for the evolution of newrstigns radically changed with primates
and, in particular, with humans.

In nonprimate vertebrates, the percentage of eralggated to the adult brain exists within a
narrow band (2.7-7.7%) (Mink et al., 1981), and tlalates to the initial restricted energy
support of the brain during its development (Marti881; Martin, 1989, 1996). This argues
that the allocation of energy to the brain hasltedywith the exception of a few animal
groups such as primates) in brain developmentrétaives only limited energy support. As a
result, this has restricted the brain’s evolutiomagard to its potential neurodevelopment, and
S0 its potential cognitive capabilities.

It has also been shown above that certain aninsaipgrmost notably primates have a greatly
increased allocation of energy to the adult branmiates >10%; humans 20%), and that in
parallel to this, that they also receive substasti@rgy investment as juveniles. Therefore, a
central event in the evolution of primates and hogrigas been that their neurodevelopment
has not been constrained in its potential to aeqeemplex cognition by energy limits. This,
for example, has allowed for increased encepha@izah primates, and more sophisticated
foraging techniques in hominoids.
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If it can be supported, prolonged synapse neurddpweent offers adaptive opportunities to
enhance the complexity of cognitive functions.

It has been shown in section 6 that synapse newetmament in its length of duration has a
close relationship with the complexity of cognitie@pabilities that are acquired by allowing
for their greater integration and differentiatiéurther, that synapse neurodevelopment is
highly expensive due to exuberance in synapseshanigigh cost of synapse activation. Thus,
if energy supplies available for development aceeased, the evolutionary option arises for a
prolongation in the period during which synapsesexuberant in numbers, and through this,
the capacity of juveniles to learn more complexnibgns. From an evolutionary perspective,
therefore, an intimate relationship exists betwibenenergy provision to immature brains,
synaptic neurodevelopment, the integration anekéfitiation of brain function, and the
evolution of adult brains that have biologicallybkasticated information processing faculties.

Thus, since (i) human juveniles have been showadeive a radically enhanced energy
supply compared to those of other animals (high-ggn®ods, food pooling behavior), and
that also (i) human juveniles and adults show hougnitive capacities linked to integration
and differentiation, this suggests that (iii) ircses in energy provision might have played a
central role in human evolution through enabling & particularly extended period of
synapse neurodevelopment.

Prolonged and high energy consumption during huneamodevelopment does not happen,
however, in isolation to metabolic events occurimghe rest of the developing body. One
question that this raises is whether prolonged esipe neurodevelopment might have had an
important but presently unappreciated impact uperphysiology of the human body, in
particular, during the ages between 4 and 9 yelagi®. The next section addresses this
possibility in the context of what is known abounian “childhood”.

8. CHILDHOOD AND PROLONGED EXPENSIVE NEURODEVELOPNH

8.1. Childhood as human unique

8.1.1.Metabolic slow growth

Barry Bogin has argued that childhood is an ungfage characterized by nonlactational
dependence that has been insertedhttimodevelopment between infancy (dependent upon
lactation) and juvenility (capable of independeseding prior to the onset of reproductive
maturity) (Bogin 1997; Bogin, 1999b). Human childkdas metabolically notable as a period
during which body growth is extraordinary slow—nhtét of juvenile chimpanzees (Walker,
Hill et al., 2006). Indeed, the body growth of hunthildren is on the mean allometric

growth rate line not of mammals nor other primdesof reptiles (see fig 1, Walker, Hill et
al., 2006, "With respect to growth rate alone, hnsnare more like a reticulated python than a
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typical mammal" p. 578) This can be seen in fig. 9 on page 54 that iihuss the different
pattern of growth velocity between chimpanzeestandans (Ache hunter-gather foragers).
Final human adult size and stature occurs not Isecafuichildhood growth, but a rapid height
spurt that peaks at 14-15 (males) and 12-13 (feap@Bogin, 1999a; Walker, Hill et al.,
2006), see fig. 7. As it has been noted what hppdrged is that “we displace an otherwise
‘standard’ but condensed primate subadult growtiitdp a fairly late age” (Leigh, 2001, p.
231Y. Why did this period of very slow growth in humjaneniles—childhood—evolve?

8.1.2. Slow growth concomitant with prolonged espenneurodevelopment

Bogin, while identifying childhood as an extremedyarded growth period specific to human
development does not identify a definite adapteason why it should exist. (His suggestions
are reviewed below in appendix 8). However, linkihg slow growth of childhood to a
prolonged period of expensive neurodevelopmentdcprdvide a parsimonious explanation
since it integrates together diverse peculiarieshildhood brain and body physiology.

Human brain development is linked physiologicatiyobdy growth due to the competitive
allocation of energy between the brain and the bddg childhood brain, indeed, due to its
size and high energy consumption dominates theggrmrdget of the entire body (see figs. 2
and 3). The brain and body are in particular coitipetfor energy when skeletal muscle
requires energy during prolonged strenuous actiVitys energy cannot be drawn from
muscle reserves. This puts the child’s brain amdkeletal muscle into conflict in regard to
hepatic (liver) generated glucose. Importantly,@kient and intensity of this competition will
relate to the quantity of the skeletal muscle &éasts in juveniles and so their body size.

Moreover, strenuous exercise can have other typeet@bolic disruptive impacts upon the
brain (hypoxia, hyperthermia, dehydration and hgpenonemia) that impair it to the degree
that skeletal muscle mass is large. Unlike gluckeggetion, they are not, however, so well
studied. Together with the above noted glucose etitign, they might have acted to
advantage the evolutionary selection of slow groavitl the smaller body size that
characterizes modern children. The plausibilityho$ idea is now reviewed.

8. Since infant growth is 70% adipose tissue (Ku&al998), the earlier postnatal musculoskeletal
growth of infants can be considered, like thatlofdren, also to be retarded.
9. Bogin takes childhood to last from the end efwing until about 8 years-of-age which broadlyersv

the above discussed period of prolonged expensiueodevelopment. A stage of juvenility, accordiod@bgin,
occurs after this until the start of the growthsptihis division is not followed here since tharsbf puberty is
a more appropriate marker (due to its link to hared@nd metabolic changes, see appendix 6), andsthi
identified by Tanner stage Il, and the on-stariadlescent growth that usually occurs in the ybatereen 8
and 9 (girls) and 10 and 11 (boys) years-of-age.
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Fig. 7. Brain metabolic changes appear inversakelil to height velocity changes in this
composite graph. The dots represent the glucokzatitn of the brain inumols per min per
100 gram as in fig. 4. The added lines represegighhvelocity (rate of change in height, the
solid light pink line for females, and the dashigtit blue, for males). Skeletal muscle, it
should be noted, scales by the square with helgyrasfield, Gallagher, Mayer, Beetsch, &
Pietrobelli, 2007). The growth velocity curves shibvat a shift occurs towards faster growth,
“take-off”, at around 10-11 years-of-age (malesj 89 years-of-age (females), just after the
start of the decline in the peak metabolism inkitaen. This precedes the peak of adolescent
growth that occurs later at 14-15 years-of-age €s)adnd 12-13 years-of-age (females)
(Bogin, 1999a; Walker, Hill et al., 2006). Analysitvariance of chronological and skeletal
level of maturity suggests that adolescent growakie{off links to changes signaled by the
brain, while peak adolescent growth velocity linkghe stage of skeletal maturity (Hauspie,
Bielicki, & Koniarek, 1991). The brain data represmixed genders; however, Muzik and
colleagues (1999) note in their mathematical amalykit that males had a later transmission
(8.41 years) between the plateau and decline ctimaesfemales (7.54 years) paralleling the
difference in the onset age of adolescent growke-tdf. This difference in brain metabolism,
however, did not reach statistical significancee Tieight growth velocity data come from the
2000 CDC Growth Charts spreadsheets compiled bij#tienal Health and Nutrition
Examination Survey of the Centers for Disease @batnd Prevention.
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8.1.3. Plausibility of developmental metabolic braibdy link

The~50% increased energy demands of the pediatric begimres that the brain receives the
vast majority of hepatically generated plasma gdecgiaymond & Sunehag, 1999).
Moreover, this supply needs to be particularly aeladle and stable since the pediatric brain
is neurologically impaired at a much higher plagheose level (4.2 mmol1) than the

adult one (3.0 mmol 1) (Jones et al., 1995).

Metabolically, as earlier noted, adult skeletal odi€an consume 40-fold more energy—24
W kg'—than at rest—0.6 W Ky and so considerably exceed the activity of thanbfa five
year-old child has 5.6 kg of skeletal muscle, agmaalult, 29 kg, and female adult, 17.5 kg)
(International Commission on Radiological Protertid002). While initially, this energy
demand is supported by local muscle glycogen staresuses alternatives to plasma glucose
such a free fatty acids, plasma glucose produdtitimeeds to increase considerably. In
adults, hepatic glucose generation as a result goésfold—plasma glucose levels as a result
can rise considerably (Rose & Richter, 2005). Havewhen exercise turns prolonged and
strenuous in adults, it can overwhelm this plasinaage increase and cause plasma glucose
levels to fall below normal (Richter et al., 1988)even those in which it can impair the brain
and the body (<3 mmol1) (Coyle et al., 1986; Felig, Cherif, Minagawa, &a¥\fen, 1982).

The metabolic needs of muscles can also effecbbaggen levels. Again compensating
physiological actions occur, in this case, incrdassdiac output and pulmonary activity and
again in prolonged strenuous exercise these aveatswhelmed resulting in this case in
restricted oxygen supply to the brain (Dempsey.ei884; Subudhi et al., 2008). The waste
products of heat (Nybo et al., 2002; Nybo & Niels2d01) and ammonia (Nybo et al., 2005)
from intense prolonged physical activity can alsgatively impact upon the brain. A further
negative effect is dehydration. This results fromeat based thermoregulatory clearance of
exercise generated heat, and is particularly detriai to the brain in hot environments
(Baker et al., 2007; Cian et al., 2001; Maugharir&ifs, & Watson, 2007).

If minimizing metabolic disruption upon the braimmsvthe selective reason for children being
small, evolution could also have been expectedt@ lselected other adaptations that reduce
this disruption in addition to that of limiting bpdize. This, indeed, is the case (reviewed
below, in section 8.4). This provides independeppsrt that it has been the advantage of
minimizing metabolic disruption upon the brainhetthan some other factor, that has
resulted in slow body growth.

In what follows, focus is given particularly to thetter investigated effect of exercise upon
plasma glucose, due to the limited availability@gearch findings upon other metabolic
disturbances.
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8.2. Glucose supply, strenuous exercise and the pegtic brain

Developmental exercise physiologists have notedpiaama glucose levels are compromised
in children by strong exercise.

“Even at rest, it would appear to be difficult fdrildren to maintain blood
glucose concentration at a steady level; an imntgtof their
glucoregulatory system would seem to be likelyreéfere causing a delay
in an adequate response to any stimulus to hypeglialike prolonged
exercise.” (Delamarche et al., 1992, p. 71).

Evidence supporting this idea will now be detailed.
8.2.1. Glucose supply in children is fluctuatiobila

The hepatic production of glucose is closely linkedhat of brain size in nonhuman animals
such as the pig (Flecknell, Wootton, & John, 198@8)ywell as in humans (Haymond &
Sunehag, 1999, see their fig. 4B). By 3-4 yearagd; the human brain (and its high energy
consuming cerebral cortex component) is near aikzdt with the range of hepatic glucose
production approaching that of adults (Bier et ¥.77).

This glucose regulation lability occurs in spitetloé child’s liver producing near adult levels
of glucose in the context of a linear increaselamtund 8 and 10 years-of-age (Bier et al.,
1977). Between the ages of 1 month to 6 years-eftg liver per 100 g produces three-fold
more than that of the adult (between 6 and 14 yelage, over twice) (Bier et al., 1977).
The liver, however, is substantially smaller (57@hgn in the adult (18004, 1300 ¢g2)
(International Commission on Radiological Protectid002). The combination in children of
a higher glucose consuming brain, and a small tivar is physiologically extended in its
capacity to generate glucose could reasonably pectad to have a smaller margin than in
adults in its capacity to counteract depletiongkgrcising muscles.

The glucose regulation in children indeed showd@&we of lacking the reserve margin found
in adults to provide additional plasma glucose wtheme is heightened physiological
demand.

® The half life rate of turnover of plasma glucosaih5 kg child is 26 minutes, but 78
minutes in an 80 kg adult (Haymond & Sunehag, 1888e 1).

® Children during controlled insulin hypoglycemiacewith a two-fold greater peak of
the counter-regulatory hormone epinephrine to péaghacose depletion than adults
(Amiel, Simonson, Sherwin, Lauritano, & Tamborlah887; Davis, Goldstein,
Cherrington, & Price, 1994; Jones et al., 1995).
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® The plasma level that triggers this epinephrinendgpits controlled insulin reduction is
substantially higher in children (3.9mmof)Lthan adults (3.2 mmol1) (Jones et al.,
1991).

® Children aged 8.5-11 upon exercising show a drg@aama glucose levels (Delamarche
et al., 1994). After 18 minutes of 60% Y« exertion on an ergometer, plasma glucose
dropped in such children from 3.75-3.78 mmbtd 3.1-3.4 mmolt (Delamarche et al.,
1994). This drop does not occur in adults. It sodbllowed by a rise in epinephrine that
triggers glucogenesis (Delamarche et al., 1994aafche et al., 1992)

® Following temporary starvation (fast), plasma gkedrops to hypoglycemia levels
after 24-36 hours with corresponding up regulatibalternative energy sources (ketone
bodies, see appendix 9) that are not seen in aghgts after 2.5-3 days of fasting
(Cahill, 2006; Haymond & Sunehag, 1999).

® The management of insulin-dependent diabetes oeibtmuch more difficult in
children than adults (Amiel et al., 1987).

® A child weighing 15 kg (roughly the age of 3 yeargl 6 months) has a circulating
plasma that contains a total of 18.8 mmol (3.4fglacose. In a child weighing 30 kg
(roughly the age of 9 years and four months) &gt mmol, and for an 80 kg adult, it is
100 mmol (Haymond & Sunehag, 1999, table 1). Thentty of glucose at any
particular time in plasma in children is thus venyited—18.8 mmol (3.4 g) of glucose
is equivalent in weight to about three smartie s8/ed&Ms, or all the dissolved types
of sugar in two tablespoons of Coca Cola.

8.2.2. Intense strenuous exercise can potentiallge hypoglycemia

In adults, active physical exertion by skeletal obi®xtracts plasma glucose (after muscle
glycogen stores are depleted) in a glucose coratemirdependent manner (Rose & Richter,
2005). This can significantly extract plasma gldsr instance, the muscle working
repetitive knee extending draws 0.5 mmof kgin™ (Richter et al., 1988). Hepatic output of
glucose can increase to compensate in adults dietd make up for this depletion during
exercise (Wahren, Felig, Ahlborg, & Jorfeldt, 197d4nd usually provides a much higher level
of plasma glucose (Howlett, Febbraio, & Hargreat®9€9). However, this increase can be
insufficient in intense exercise to keep up withlpnged glucose utilization from plasma
(replacing only a third to two thirds) (Nielsenatt, 2007). As a result, strenuous prolonged
exercise can dramatically reduce plasma glucosddéergometer cycling: pretest, 4.3 mmol
L%, 3 hours, 2.5 mmol L (Coyle et al., 1986). That this is due to a limditapacity to replace
glucose is demonstrated by the fact that there idrap if exercisers take a glucose polymer
supplement every 20 minutes (Coyle et al., 1986)).
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Moreover, physical exercise in one part of the boaly metabolically limit another, for
example, the glucose drawn by knees doing extessloyps by 20% when arm cranking is
added (Richter et al., 1988). In adults, such egenglasma depletion can also effect glucose
availability to the brain: short intense exerci88 (nin ergometer cycling) can reduce brain
glucose uptake by 32% (Kemppainen et al., 200%)f(i¢er details see appendix 9, page 82).
(Heart muscle, it should be noted, while able ® gisicose, normally uses free fatty acids
(van der Vusse, Glatz, Stam, & Reneman, 1992)pas dkeletal muscle at rest (Andres,
Cader, & Zierler, 1956).)

8.2.3. Children minimally engage in intense glucdspleting physical exertion.

Intense physical exercise in children, even giveirtsmall bodies and other glucose
minimizing adaptations, will to some extent extrpletsma glucose in competition to the
brain. It is therefore notable that research uparase in children finds that they do not do
the intense exercise that would deplete plasmagidChildren engage in much more
general exercise than adults (Sigmund et al., 20@€rhaps linked to stimulating motor and
cognition learning—»but such exercise is not asisgein terms of heart rate increase (Gilliam
et al., 1981) and tempo (Bailey et al., 1995) as itthhadults. “Over a 12-h day, subjects spent
a mean of 22.3 min in high-intense activities, ttngt median duration of an intense activity
event was very short—just 3 s. No bout of interda/idy lasting 10 consecutive mins was
ever recorded, and 95% of intense activity eveagtet less than 15 s.” (Bailey et al., 1995,
children 6-10 years-of-age, activities include pdsiin sport practice, dance, and swimming,
p. 1038). Moreover, the total energy expenditurehildren (8-11 years-of-age) engaged in a
full out 30 seconds on a cycle ergometer is lowgydwer output than in adults (19-29 years-
of-age), even when adjusted for lower body mags\8. 13.8 W kg), and fat free body

mass (9.5 vs. 16 W Ky (Delamarche et al., 1994, table 1). Consistettt thiis, children that
engage in sports show reduced spontaneous adheaityafterwards results in them having no
greater total energy expenditure than childrendioatot engage in them (Falgairette,
Gavarry, Bernard, & Hebbelinck, 1996).

This suggests that exercise in children is undggt tmnetabolic regulatory control to minimize
metabolic disruptions that in adults either do @atur, or can be tolerated. This could be
because the brain monitors glucose availabiligegard to energy/plasma glucose supply set
points (Peters et al., 2004), and when this (admntall backup supplies of glycogen (Brown
& Ransom, 2007)) due to excessively intense antbpged exercise threatens to decline, the
brain reacts with behavioral motor fatigue (Dalsdag Secher, 2007). A similar anticipation
of exercise induced failure has been suggestegrémenting catastrophic hyperthermia
(Marino, 2004). Such regulation can also be bageh top-down expectations about energy
deficits since neural adaptations and fatigue odauing the experience of intense physical
activity even when muscles due to partial neuromlasdlockage prevents actual intense—
and so glucose—depleting activity (Dalsgaard, €k, Quistorff, & Secher, 2002).
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8.2.4. The pediatric brain and glucose depletion

Such regulation and glucose minimizing adaptatmmgd be important for prolonged
expensive neurodevelopment. Though the brain cdialhyause nonglucose fuels (see
appendix 9), low levels of plasma glucose limitibfainctioning, and do so at much higher
levels (as shown in effects upon the latency oRB80 wave) than those that cause
physiological signs of hypoglycemia such as comfusfaintness or anxiety (De Feo et al.,
1988). The adult brain, moreover, when faced witty@oglycemic drop in plasma glucose
(2.5 mmol %) adapts by a task specific shifting of cerebrabhlito compensate for impaired
function (Rosenthal et al., 2001). For exampldiriger tapping, there are hemodynamic
declines in many right hemisphere motor areas Isotiacreases such as in the left
hemisphere frontal pole. In a four-choice reactiore task, there are decreases in motor and
visual areas and increases in the left parietalsairevolved in planning (Rosenthal et al.,
2001). This shifting of brain area activations cbwiell be less developed in children and so
potentially more disruptive. Consistent with tldspps in plasma glucose are known to
particularly effect children: in artificially inded hypoglycemia, reductions in the amplitude
of the P300 auditory evoked brain potentials odécwhildren at higher blood glucose levels
(4.2 mmol %) than cause such disruptions in adults (3.0 mril(dones et al., 1995).

8.3. Glucose levels and neurocognitive development
8.3.1. Plasma glucose levels and the brain

The concentration of extracellular glucose in tharbafter its transfer across the blood-brain
barrier from plasma glucose was originally thoughibe 2 mmol [* (Lund-Andersen, 1979),
but more recent research upon rats suggests a fgues that varies with brain region from
1.3 mmol L} in the hippocampus to 0.3-0.5 mmat In the stratum (for review, see McNay,
McCarty, & Gold, 2001). While only a small changeors in the rat in the concentration of
extracellular glucose with neural activation in #teatum, in the hippocampus it declines by
around a third (McNay et al., 2001). In humans,levhognitive activations increase glucose
consumption in cortical neural networks, it is ugudnought that this is sufficiently well
counterbalanced by parallel reductions elsewhetréoneffect total brain consumption (Seitz
& Roland, 1992). However, demanding cognitive tagksh as the Wisconsin card sorting
test have been shown to increase global glucossuogption by 12% (Madsen et al., 1995).
This investigation was by a method, the Kety-Schri@dhnique, that directly measures
actual arteriovenous differences in glucose (Maddeh., 1995), and so unlike the PET
method used by Seitz and Roland (1992) can estiatat@rately actual brain glucose usage.

The possibility that insufficiency of extracellulgiucose may become an important factor in
neural function is suggested by increased 3-hydoiyate (see appendix 9, page 82)
up-take in the lower layers of the cerebral coftéawkins & Biebuyck, 1979). This
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insufficiency has been suggested to underlie throrrement effect of glucose ingestion
upon cognition in rats, particularly memory (McNetyal., 2001). Only after 4-6 seconds
following neural activation does blood flow increagso maximum which creates the
possibility of a temporary energy shortage in naar@Raichle & Mintun, 2006). Consistent
with protecting against this, the hippocampus heger stores of a very quickly activated
backup reserve fuel, glycogen, (13 mmdi¢ompared to 5-6 mmoltin the cerebral cortex)
(Dalsgaard, Madsen, Secher, Laursen, & Quistodid,72.

Supporting the above noted increase in total kleaergy use with cognition, plasma glucose
is reduced when people solve hard arithmetic probley about 0.4 mmol (Scholey, Harper,
& Kennedy, 2001). Likewise, constantly respondingvhether color names printed in
incongruent colors (the Stroop task) after 45 nea675 stimuli) causes plasma glucose to
drop 0.7 mmol (Fairclough & Houston, 208%4)

Brain energy consumption also increases due tdeh®ands in the motor cognition needed to
control the body during intense physical exerc&echer et al., 2008).

8.3.2. Plasma glucose and child cognitive neurolbgweent

Plasma glucose availability might play a role itim@l cognitive development. For example,
children at risk for malnourishment have improvedrition and learning at school if
provided with a breakfast, and so a postprand@kimse in plasma glucose levels (Cueto,
2001; Grantham-McGregor, 2005). Children in devetbpountries that skip breakfast have
impaired cognitive performance that relates todaiced plasma glucose (Benton & Parker,
1998; Cueto, 2001; Pollitt, Lewis, Garza, & Shulmae82).

Children’s cognitive development, moreover, depanusn cognitions that are particularly
sensitive to plasma glucose levels.

Memory. Recall and memorization are both important factorcognitive development and
both are sensitive to plasma glucose (McNay eR@D1): “the glucose facilitation effect”
(Allen, Gross, Aloia, & Billingsley, 1996; Meikl&iby, & Stollery, 2005; Riby et al., 2008;
Sunram-Lea, Foster, Durlach, & Perez, 2002). Farmgx®e, the ingestion of 25 g of glucose
at the time of learning a list of words improvesithrecall 24 hours later (Sunram-Lea et al.,
2002). Consistent with this, not eating breakfast g0 not having a postprandial glucose
increase after the nighttime period of fast patéidy impairs memory tasks (Benton &
Parker, 1998). As noted above, the hippocampuartaopthe brain critical to memory has
high stores of glycogen suggesting that due teulserable to such energy disruptions, it has
special evolved protection against temporary glaaeficits.

10. This plasma glucose reduction is unlikely talbe to the stress of these activities causindpdiay to
lower its plasma glucose levels since epinephrémeetion simulates them to rise sharply (Tse, €lughah,
Miller, & Cryer, 1983).
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Prefrontal cortex and executive cognitionsThese skills as measured by the Raven’s
progressive matrices test are effected by plasonaoge depletion, both in those with type 1
diabetes (Sommerfield, Deary, McAulay, & Frier, 3D0and nondiabetics (Warren, Allen,
Sommerfield, Deary, & Frier, 2004). Another grodpcefrontal related skills that are
sensitive to low plasma glucose levels concerrasusd attention, frustration resistance
(Benton, Brett, & Brain, 1987), and persistencdasks and maintain “self-control” behavior
(Gailliot et al., 2007, studies 38) The more demanding a task, the more its perfocaman
links to hepatic plasma glucose levels (Scholesl.e2001). Further, the longer a demanding
executive task such as Stroop is carried out, arréguires sustained attention and “mental
effort” (Galilliot et al., 2007), the greater drdmat occurs in plasma glucose levels: 15
minutes, 0.2 mmol t; 30 minutes, 0.4 mmolt; and 45 minutes, 07 mmol*i(Fairclough &
Houston, 2004). This link is important since thdigbto delay gratification (with which
these tasks associate) is not only an importaftitiskis own right but also one that through
its effects upon learning is strongly predictiveltod academic success of children (4 and 5
years-of-age) when they are ten years older (Mis8teda, & Peake, 1988).

8.3.3. Glucoregulation and cognition

The relationship between plasma glucose and cogmrformance is an inverted “U” with
low levels impairing cognition (as noted above), &lso very high levels impairing it
(Sommerfield, Deary, & Frier, 2004). Further, thvtdence of shifts of brain area activation in
adults to low glucose (Rosenthal et al., 2001) sstgthat reductions that might lack
apparent effects upon cognitive performance mighhswve subtle—and potentially
disruptive—ones. As a result, the ability to regeilievels of plasma glucose against
fluctuations even within the normal range couldrbportant for optimal cognition (for more
details about variation in plasma glucose levetsagmpendix 7).

Individuals that have good physiological abilittesregulate their plasma glucose after a
glucose drink show better cognitive performance ti@se without them (Awad, Gagnon,
Desrochers, Tsiakas, & Messier, 2002; Donohoe & &g 999). Likewise, children that
receive low glycemic load breakfasts that relegbesose more slowly in the blood with a
lower postprandial glucose surge (a characterdtbetter regulation) have improved
attention, memory and less frustration compardtidee that did not (Benton, Maconie, &
Williams, 2007). Having such a breakfast also pnéy@ midmorning decline in cognitive
performance in children (Ingwersen, Defeyter, Kelyn&Vesnes, & Scholey, 2007).

The above findings show that cognition is sensitovéhe effectiveness of glucoregulation
within a fairly small plasma glucose range—in ttése in regard to the postprandial glucose
level disruption that follows its intake. It migbé reasonably supposed, that a similar

11. In the 1980s, there was concern that sugakered to hyperactivity in young children (Goldman
Lerman, Contois, & Udall, 1986), but this seemsgtjioaable (Wolraich et al., 1994).
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cognitive sensitivity also exists for other factersuch as intense exercise muscle glucose
depletion—that can disrupt glucoregulation throtigghsteadiness or not of glucose removal
and its hepatic replacement. Also, since thes&eéndigsruptions happen across a relatively
small plasma glucose range, it raises the quesfitimee cognitive impact of much larger
depletion disruption caused by strenuous exergiselarge muscle mass. Moreover, when
such disruption occurs, this happens in combinatiibhn other metabolic disruptions such as
exercise induced hypoxia, hyperthermia, dehydradiwth hyperammonemia. Thus, it could be
expected that the negative effects upon cognitiwhtaain of plasma glucose depletion
caused by strenuous exercise are considerablyegreat

8.4. Child adaptations to minimize disruptive exerise glucose depletion

Children have a suite of adaptations that redue@bwove noted capacity of skeletal muscle to
deplete plasma glucose, and as a result, the ¢tapdantense prolonged exercise to disrupt
the glucose supply to the pediatric brain.

® During high-intensity exercise, the muscles ofadtah have a more oxidative than
glycolytic (lactate producing but glucose substaggpendent) metabolism (Boisseau &
Delamarche, 2000; Eriksson, Karlsson, & Saltin,1tHebestreit, Meyer, Htay,
Heigenhauser, & Bar-Or, 1996; Kaczor, Ziolkowslopihigis, & Tarnopolsky, 2005;
Zanconato, Buchthal, Barstow, & Cooper, 1993). @ieth, for example, show lower
levels of lactate following exhaustive exercisentladults (Eriksson et al., 1971,
Hebestreit et al., 1996; Kaczor et al., 2005). Talsp show less increase than adults in
H+ concentration (acidosis) after exercise to eshian (Hebestreit et al., 1996;
Zanconato et al., 1993).

® This oxidative metabolism during exercise is maooart free fatty acids rather than
glucose suggesting a shift in the Randle cycleoafetition between glucose and fat
oxidation (Randle, 1998). Fatty acids contributés8&in a child vs. 19% in an adult of
energy in the last half hour of an hour’s cyclingeise at 70% of Vigea Timmons et
al., 2003). Significantly, this is specific to egise: metabolism during rest is more
biased towards fatty acids at the expense of giogglation inadolescentsather than
in prepuberty children and adults (Hannon, Jano&k&rslanian, 2006). This exercise
increase in the use of fatty acids (Delamarché g1992) correlates with a drop in
glucose blood levels in children (Delamarche etl&94).

® Children might have muscles optimized for lessristeexercise (Ratel, Duche, &
Williams, 2006): there are reports of a shift ie ffroportion of fibers from type | (slow-
twitch oxidative and use fatty acids over glucoséugl) to type Il (fast-twitch
oxidative-glycolytic that utilize glucose) in auspsampled vastus lateralis muscle
(65% at 5 years-of-age to 50% at 20 years-of-ag&€l, Sjostrom, Nordlund, &
Taylor, 1992); 54% 6-10 years-of-age to 47%, 10rdars-of-age, 42%, 15-20 years-of-
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age (Oertel, 1988)). However, contrary findingssegBell, MacDougall, Billeter, &
Howald, 1980), and opinions differ. Martin and ealjues (2003) argue they are
consistent with the qualitative differences thatytfind between prepuberty and puberty
muscle performance. This conclusion is also suppdry Boisseau and Delamarche in
their review of anaerobic metabolism during exeranschildren (2000).

® Children have a different body composition of skalenuscle mass to adults.

o The soft tissue component of children’s limbs befibre last stage of puberty
(Tanner pubertal stage 5) has a smaller propodi@keletal muscles (56%)
relative to other components (skin, connectiveugssean portion of adipose
tissue) than in adults (59%) (Kim et al., 2006).

0 The skeletal muscle mass scales to héigfeymsfield et al., 2007), thus a
young person’s muscle mass could be expected tease most dramatically
with the height spurt that occurs in adolescence.

o The research literature of reported total body Weagross physical
maturation together with weight changes for acfrtather than proxy)
measures of skeletal muscle mass (particularlgerappendicular limbs that
are responsible in intense exercise for depletiagmpa glucose) is limitéd
However, the figures that do exist suggest thaptreentage of the body that
is skeletal muscle mass increases with age. ThBgbiree equations for
skeletal mass in adults, for example, overestirsk¢detal mass in children
below Tanner stage 5 (Kim et al., 2006).

12. This data deficit is surprising in view, notlpof the ease of measuring appendicular sketeteicle
with MRI, but also that research groups have ctdiéthe information but for some reason have nbtigted
the raw information. One might also generally ribi deficit of such information for nonhuman priegt
particularly hominoids, where the MRI data shoutddasily acquired (Theodore Grand’s anatomical data
mentioned in the text was collected 30 years agbjdr some unknown reason has not been gatheresgjte of
its theoretical importance, and its availabilitythwaut animal sacrifice. Likewise, the only hepatioduction
figures available for children are three decaddsaold do not provide age nor body composition imgttion.
There is a considerable need for data gatheringpahtication in regard to body composition inteiacs with
metabolic physiology during development both imitgturational ontology and its evolutionary phyloge
Considerably more is known about the physical patars that determine stellar development and star
composition than the development and compositidmuafian bodies. This in part reflects the concern of
astrophysicists to quantify the basic parametetarge cohorts of stars, a concern that is rathaee studying
human developmental biology. The lack of such datehy on several occasions citation is made to the
estimates given by the International CommissiofRadiological Protection where such informationarsas it
exists has been gathered together for practicalgsas. Such developmental/cross species dataticutety
needed to complement the genomic discoveries beadp about the metabolic genetic changes that
characterize human and primate evolution—withoatdbllecting of this information, much genomicsl it
difficult to interpret. Ironically, there are nowamy noninvasive new technologies for gatheringréuiired
physiological data. There is a scientific needldmge cohort studies of the metabolic related f@cthanges that
occur during human development to detect the miaeed changes that are concomitant with genomis.one
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below weights are illustrative (data from Inronal Commission on Radiological

Protection, 2002). Since adipose tissue (fat) douties such a large but gender and age
variable contribution to total human body mass,gérentage is given minus this body
component. The weights are in kilograms. Note &fendion of adipose tissue is different
from that cited earlier by Kuzawa, and “excludesesesial body fat. [But] includes interstitial
fat and yellow bone marrow” (International Commisson Radiological Protection, 2002, p.

76).

Age body fat body - fat muscle Muscle % (body — fat)

5 19 36 154 5.6 36%

10 32 6 26 11 42%

415 56 9 45 20 44%

Q15 53 14 39 17 44%

Jadult 75 145 60.5 29 48%

Qadult 60 18 42 17.5 42%

® Humans generally have less skeletal muscle ascemeige of body composition than
other primates, and though the data is limiteche&sus macaques, it would appear that
while children have less skeletal muscle than dautans: nonhuman juveniles (range
38.8-46.8%) show similar skeletal mass to nonhuathuits (range 39.6-52.6%) (Grand,
1977b). Note, these percentages underestimataitharhnonhuman primate muscle
mass difference since they do not factor out thylmmmposition element that is fur and
skin which is considerably higher in nonhuman ptesg12.4 to 15%) (Grand, 1977a,
1977b; Zihiman, 1984) than in humans (3.8-4.5%efimational Commission on
Radiological Protection, 2002).

® As noted above, children in spite of engaging imehysical activity than adolescents
and adults (Sigmund et al., 2007), do not engagedlonged intense physical activity
(Bailey et al., 1995; Gilliam et al., 1981). Funthéhat when they engage in maximum
exertion, it is not so powerful as that of adoleés@and adults, even taking account of
their smaller body and lean mass size (Delamarchk, 6994, table 1).

® Research upon muscle reflexes and maximum volustaryraction in children and

adults suggests that children compared to adults less voluntary ability to activate
their motorneurons (Paasuke, Ereline, & Gapeyed@)R This conclusion is also
supported by research upon maximum sustained ctioineand surface
electromyography (Halin, Germain, Bercier, Kapitdni& Buttelli, 2003). Children
would thus seem to place a neurological ceilinguihe potential muscle force—and so
possible glucose extraction—that might otherwsenlisculoskeletally available to
them.
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Fig 8. The brown thin line represents the velociiyve of male chimpanzees (dashed,
female) and the black thick one, male humans (dg$kmale) (Ache hunter-gather foragers).
Both have similar adult weights. Velocity is inrtes of kg year. The two graphs show the
marked difference in the pattern of growth in twe species with chimpanzees lacking the
slow growth that occurs in the period of childhandhumans. The graphs are based upon the
formula in table 1 in (Walker, Hill et al., 2006).
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One effect of these adaptations is that childrenver more quickly from exhaustive exercise
than adults (Ratel et al., 2006) as their musc@les&l exertion is not so intense, so
productive of lactate, nor so disruptive of glucasailability.

Children in spite of these adaptations remain maieerable to exercise glucose extraction
than adults. For example, during exercise chilanemne readily substitute external glucose for
endogenous glucose (52.3%) than adults (31.3%)r(ibins et al., 2003). Further, the
preferential use of free fatty acids (Timmons et2003) is related to problems in generating
sufficient replacement glucose: upon starting egerchildren show a drop in plasma glucose
and an adrenomedullary counter-reaction of epineghhat is not normally found in adults
(Delamarche et al., 1994; Delamarche et al., 1992).

8.5. Oxygen exercise constraints paralleling glucesnes

An additional metabolic factor to glucose advamgglow growth in children is exercise
hypoxia. The brain’s functional integrity is as siive to the availability of oxygen as it is to
glucose (Ames, 2000). Moreover, the body in agtinitreases oxygen availability to the
brain, but like with glucose, if exercise is strens, this can turn into a reduction (Dempsey
et al., 1984; Subudhi et al., 2008). Extra oxydie, extra glucose, also appears to enhance
cognition (Chung et al., 2006; Scholey, Moss, Ne&/®esnes, 1999) such as reaction times
and word memory (Scholey et al., 1999), and vetbghition (Chung et al., 2006), but see
negative findings for working and long-term mem¢@dersson, Berggren, Gronkvist,
Magnusson, & Svensson, 2002). Reduced oxygen lyogixeriment and by high altitude (as
with reduced glucose) can impair cognitive perfonoe(Bartholomew et al., 1999; Virues-
Ortega, Buela-Casal, Garrido, & Alcazar, 2004).I@en that have interrupted oxygen intake
during sleep due to obstructive sleep apnea syrelgbraw increased compensatory cerebral
blood flow (Hill et al., 2006), and slightly impaid daytime cognitions such as in processing
speed and visual attention (Hill et al., 2006), anthemory tasks (Kennedy et al., 2064)

Like with glucose, strenuous exercise can compreitiie oxygen availability to the brain
(Dempsey et al., 1984; Subudhi et al., 2008). Tght be due to hyperventilation lowering
carbon dioxide tension and impairing of the autaflagon of the cerebral blood flow (Nybo
& Rasmussen, 2007), or the existence of diffusimits$ upon hemoglobin's oxygen-binding
in the lungs due to the short transit times of mrary circulation (Dempsey et al., 1984).
Such impairment upon the brain can be relievedbreased availability of oxygen (Subudhi
et al., 2008). Children, it should be noted havalkhangs (vital capacity of a five year-old: 1
L, an adult male: 5 L) (International CommissionRadiological Protection, 2002), and low
cardiac output (the cardiac output of a five yelar-8.4 L min', an adult male: 6.5 L mi)
(International Commission on Radiological Protectid002). This will limit the ability of

13. One odd and inexplicable but potentially tledically important finding that needs replicaticrthat
neonates whose brains receive additional oxygerialagtracorporeal membrane oxygenation show ermtanc
performance IQ when 5 to 8 years-of-age (Ikle £t18199).
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children compared to adults to support the combmeden needs of both the brain and
activated high muscle mass.

8.6. Other strenuous exercise metabolic effects upohe brain

A third effect of strenuous exercise upon whictréhe research is dehydration. Humans use
sweat thermoregulation for heat clearance partiljula remove the heat produced during
exercise (to provide exposed surface area foiighidy humans lack extensive hair cover)
(Porter, 1993). A marathon runner, for example,loae 5 L in a run, and people doing heavy
exercise may lose two and half times as much fluglveat as urine. Dehydration could be
expected to particularly impair children (D'Ancipiistant, & Rosenberg, 2006) since they
have a higher surface area mass ratio than adujtsaf-old, 0.41; male adult, 0.26; female
adult, 0.28: figures in fikg®, data source: (International Commission on Radiokd
Protection, 2002)). Mild dehydration as a conseqaeadi exercise and heat is reported to
impair cognition, for example (Baker et al., 20Q7an et al., 2001). These impairments start
after body mass lost that is greater than 1% (Saa8ndharan, Pichan, & Panwar, 1986).
However, voluntary 24 hour water deprivation in léglwithout exercise and heat stresses can
produce 2.6% loss of body weight but little effapon the performance of a wide variety of
cognitive measurements including P300 event-relate#ed auditory potentials (Szinnai,
Schachinger, Arnaud, Linder, & Keller, 2005). Imb@ast, children of 10-12 years-of-age for
whom drinking water was available that were dehigttas measured by urine osmolality
above 800 mosm Kgshowed afternoon impairment (Bar-David, Urkin, &aninsky, 2005).
Cognitive impairment, particularly due to heat axercise is likely to be due to be loss of
integrity to the blood brain barrier (Maughan et 2007).

Strenuous exercise can effect the brain in regadadier less well research factors including:

® autoregulation of its blood supply (Ogoh et al.02)) particularly in warm
environments (Watson, Shirreffs, & Maughan, 2005)

® hyperthermia that lowers cerebral blood flow (Nia@l., 2002; Nybo & Nielsen,
2001), and raises brain temperature (Secher &Qfl8).

® the accumulation of ammonia in the brain producggurine nucleotide deamination
and amino acid catabolism of myofibrils in exerdigeuscles (Nybo et al., 2005).

These metabolic consequences, moreover, can este@dch other’'s negative neurological
effects. For example, the uptake of ammonia byothe is greater with glucose depletion
(CSF ammonia levels: rest, belowthol min™ detection level; following 3 hours exercise
with glucose supplementation, 10l miri, without glucose supplementation, 1ol
min®) (Nybo et al., 2005). The effects of dehydratiom greater and happen at a lower
threshold in hot environments (Maughan et al., 2007
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The arguments made above in regard to glucosekatetal muscle mass are also paralleled
by these other exercise metabolic impacts upobrihia. As with the case of glucose
depletion, reducing the quantity of skeletal musehess in the body will also act to protect
the brain. Lack of more detailed review upon therdue not to the unimportance of these
particular metabolic disruptions but the absenceeséarch, especially in regard to children,
and their impact, both in children and in adultempgognition.

The above evidence of a mutually aggravating wanénegative effects of strenuous
exercise upon the brain identifies a possible nwiabottleneck in human evolution. Fast
growth offers advantages to juvenile primates big ¢onflicts in juvenile humans with the
need to protect their large brain and its extermbrtbd of expensive neurodevelopment from
strenuous exercise induced metabolic disruptiohs.cbnflict would seem to have been
resolved by slowed growth and so reduced skeletiachia mass during the period of
maximum neurodevelopment vulnerability.

How likely is this idea? Above nonsize adaptatibage been shown to exist that help protect
the brain from metabolic disruption in children]edst in regard to plasma glucose. Their
existence suggests that this metabolic conflictghaged a role in shaping human childhood
exercise physiology. This therefore suggests tlsipoity that the much bigger reducer of
this conflict—limiting large mass muscle by slovogith and small body size—also evolved
as a result of a similar selection to minimize rbhete disruption.

In summary, reduced body and concomitant skeletaiche mass together with other
adaptations would seem to provide a means by wdtigtiren can (i) engage in the large
amounts of moderate physical activity needed, xangple, for cognitive and motor skill
acquisition, while at the same time (ii) havingratpacted period of experience
neurodevelopment that is minimally disrupted byirtaetive bodie¥'.

8.7. Neanderthals

Whether Neanderthals had a different growth patt@sibeen discussed for over 80 years.
The excavators noted in 1928 of a Neanderthal jlexéitt is possible that the growth of
Neanderthal man was different from that of modeamfr{Garrod, Buxton, Elliot-Smith, &
Bate, 1928, p. 84), and Arthur Keith: “Apparentlga&hderthal children assumed the

14. The metabolic impact of strenuous exercisehigill muscle mass upon the pediatric brain ralses t
separate issue whether it might have also effeatiett human body composition. Modern anatomical dsn
are more gracile than archaic sapienspecies, such as Neanderthals (Holloway, 1981 )ewdre recentd.
sapiens sapienare more gracile in body build than earlier oriegff, Trinkaus, & Holliday, 1997). This has
been explained in terms of climate adaptation aockwad. The above discussion raises an altemativ
possibility: that lighter gracile bodies might heween advantaged during human evolution due tbe¢hefit of
reducing the impact of strenuous exertion uporhtirean brain. This might have increasingly become
advantageous when the technologies of the uppeohlc put a premium upon cognition while redurthe
importance to survival of muscular strength.
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appearances of maturity at an earlier age than mahéidren” (1931, p. 346). Recent
advances have made this question more definitedywarable with the development of the
noninvasive imaging of growth patterns in teetigsi-ray synchrotron microtomography of
tooth enamel (Tafforeau & Smith, 2008). Early repa@n one Neanderthal juvenile (Smith,
Toussaint et al., 2007) has confirmed earlier sstjges (Ramirez Rozzi & Bermudez De
Castro, 2004) that Neanderthals had a quicker gp@fionaturation. This is in marked contrast
to evidence of a similar slow growth to modeéftnsapiens sapiena an earlyH. sapiens
sapienschild of 160,000 BP (Smith, Tafforeau et al., 207

These findings are preliminary—some have arguetl&anderthals having a growth rate
comparable with modern humans (Macchiarelli et28l06). However, if this recent x-ray
synchrotron microtomography research is uphelchbyeixamination of further juvenile
Neanderthals, this would raise the possibility tisg¢ended costly neurodevelopment might be
an autapomorphy of anatomical modern humans.

Such a possibility could find confirmatory suppfmam the Neanderthal genome project
(Green et al., 2006; Noonan et al., 2006). Modermdns show up regulated metabolic gene
expression and metabolic gene changes (Cacerkes20G8; Grossman et al., 2004; Haygood
et al., 2007; Uddin et al., 2008; Uddin et al., 200Vhether these changes are specific to
humans rather than archaic sapiensuch as Neanderthals is currently unknown. However
as the role of metabolic gene unregulated expneds®oomes better understood in modern
humans, the genes/ gene networks responsible froting this will be identifiable as to

their presence or not in the Neanderthal genome.

9. DISCUSSION

Human biology like all biology links closely to exygg metabolism. This review identifies
how innovations in this underlie five, possibly sayevolved features that distinguish
humans from other animals.

(1) Humans engage in group food pooling behavior.

(i) Humans provision their young during a neaottkecade period of dependency.

(i)  Humans have a biologically very prolonged iperof costly synaptic
neurodevelopment.

(iv)  Humans have a specific period of slow growtildhood”.

v) Human have the cognitive capabilities thaterid complex articulate thought,
language and symbolic culture that support the iattopn of large quantities of high
energy foods.

Further, (vi) humans during prolonged expensiveogevelopment have adaptations that
protect the brain from the metabolic disruptiongseal by strenuous exercise, and (vii) that



Nature Precedings : hdl:10101/npre.2008.1856.2 : Posted 30 Oct 2008

Skoyles 59

genomic changes have occurred in the genes invaivedman brain metabolism (Caceres et
al., 2003; Grossman et al., 2004; Haygood et @072Uddin et al., 2008; Uddin et al., 2004).

The first five traits seem to be only found in humean any marked form. This review both
shows that they are closely linked (together whih dther two), and that they offer many
empirical opportunities for further integrative @stigative research.

Moreover, this review identifies a new parametekdd to neurodevelopment that can be
identified in the paleoanthropological record—slkdvildhood growth rate as a proxy for
prolonged expensive neurodevelopment. This patiefeview is important since this
provides a direct means of evaluating the prolongss of expensive neurodevelopment in
earlier archaic human species such as Neanderfigi®ted, for 80 years it has been
suspected that they had a faster growth duringllebdd, and that this has been confirmed by
recent x-ray synchrotron microtomography of toathrael (Smith, Toussaint et al., 2007).
This suggests that prolonged expensive neurodewveopcould be an unappreciated
autapomorphy of anatomically modern humans.

9.1. Evolution of energy supported learning

It has been widely noted by others that developatemmaturity provides the opportunity,
particularly when it is of long duration, for leamg (Bjorklund, 1997; Bogin 1997; Bogin,
1999b; Joffe, 1997). How might the energy demadédastified above with increased numbers
of synapses link to the evolution of this prolongeadirodevelopment?

A key factor here is phenotypic plasticity (in whithe effects of the environment upon the
organism preliminarily adapt it) (West-EberhardD20West-Eberhard, 2005a, 2005b). The
linkage between environmental richness, learnirlgsgmaptic numbers (Bennett et al., 1964,
Volkmar & Greenough, 1972), noted above in sedlipmdeed provides a good example of
where the neurophenotype is environmentally plaitithe context of evolution, a
particularly interesting situation is where enridf@vironments accelerate the development
of the visual system in mice (Cancedda et al., 20@4his case, the environment not only
alters the brain, but through behavioral changaényoung, leads them to receive high levels
of licking and so support from their mothers (Caidzeet al., 2004). This suggests that
evolutionary feedback can potentially arise betwieereases in synapse numbers, greater
learning and cognitive capabilities, and improveatemal supporis such, not only would
neurodevelopment be modified by external stimubgtit this change would cause behavior
that could lead to better energy support from adwoltenable that neurodevelopment.

There is, of course, a limit here in that for ssokicitation to be satisfied, adults must have
the extra energy to give to their young. But ame@ased juvenile acquisition of cognitions

could also create adults able to be better foragusso obtain such extra energy. Thus, a
loop can arise in which an increase in the abiliGeadults to acquire food results in better
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provisioned juveniles that in turn allows for thghhenergy supported neurodevelopment
required for the cognitive capabilities that caguare that food. This could cause profound
phenotypic modification that can later produce dggpic change in an energy provision type
of the Baldwin effect: “Animals may be kept alivet Lis say in a given environment by social
cooperation only; these transmit this social typeasiation to posterity; thus social
adaptation sets the direction of physical phylogang physical heredity is determined in part
by this factor” (Baldwin, 1896, p. 553). Moreovas such phenotypic change is a feedback
loop, it could self-amplify producing greater enepgovision and greater cognitive
capabilities. This could cause an evolutionary jump much higher cognition dependent
food subsistence. This might have implicationsnimdeling human evolution.

9.2. Wild vs captive chimpanzee—enhanced energypgort and enhanced cognitions

One reason for raising the possibility of a phepmyed evolution is the discrepancy between
captive and wild chimpanzee cognition in the contéxcaptive and wild chimpanzee
nutrition. Trained chimpanzees not only show cagaiabilities such as proto forms of
language (Savage-Rumbaugh & Lewin, 1994) not faaride wild, but also are provided

with nutritionally high quality diets. Moreover,sal from when young (and even before birth),
they are constantly weighed, monitored and trebyeeketerinary experts, and so are
physically in near optimal good condition. Thisniguality support physically changes them
as they show more rapid physical growth and maturgZihiman, Bolter, & Boesch, 2004).
For example, third molar eruption occurs in captii@npanzees at 10.5 years-of-age, while
in wild chimpanzees it happens at 10.8-14.2 ye&egge (Zihlman et al., 2004, table 1).
Captive chimpanzees also have greater final bodghtee compare the reports on age change
in body weights in wild chimpanzees in (Pusey et24105, fig. 9) to those of captive ones in
(Hamada & Udono, 2002, fig. 1). Wild chimpanzeelaldady weight from these graphs
seems to be about 15 kg lighter than captive qitlesiigh this may reflect different
subspecies status). Further, wild chimps show denable body weight variance when young
that only fully disappears when they reach adulth@@usey et al., 2005, fig. 19). This argues
that wild juvenile hominoids often grow up with ufBcient energy nutrition—otherwise

their growth would not be stunted, delayed, andesgelopmentally varied. This energy
insufficiency could impair their neurodevelopmeantd stop them fully realizing their
potential for complex cognition that might otherevisccur with good quality nutritional. It
has, indeed, been claimed that they are cognitikellgryed: “field observations on social and
behavioral development suggest that wild chimpasizaee up to 3 years longer to mature
compared with captive animals” (Zihlman et al., 200. 10541). The unreliability of food
supply for chimpanzees might therefore act to stdpction in them for enhanced cognitions
that depend upon extended expensive neurodeveldpmen

This raises the possibility that changes in foogu&ing circumstances (the ability to exploit
new foods, enhancement in food acquisition/food@ssing, increased cooperation/energy
banking) might leverage novel forms of cognitivpaaity through their impact upon
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neurodevelopment. Importantly, such changes cauidiece cognitive capacities without
there needing initially to be a direct genetic af@ito the brain.

9.3. Origins of food pooling behavior

Food pooling behavior which is central to humanthrigatherer energy support is an
example of altruism in that an individual givesotbers resources that they might otherwise
consume, or not otherwise risk or spend their time efforts in obtaining. There is
considerable discussion of the origins of food pwpbehavior (these issues are reviewed in
Gurven, 2004; Kaplan & Hill, 1985). Modern theor@saltruism (which underlies food
pooling behavior) associate it to enhanced cognitaculties, for example, Nowak and
Sigmund (2005) link social cooperation to the pptiom of reputation, Mohtashemi and Mui
(2003) to social information about trustworthinemsd Fehr and Rockenbach (2004) to
judgments about the need for punishment. The lphsiaman food pooling behavior is likely
to be complex involving several processes (inclgdimse noted above, and diverse cultural
mediated ones that extend them such as moralitygnsoof normal and “correct” behavior,
extended kinship and forms of nonbiological “kinshsuch as name-sharing and age-sets).
The reputation, trustworthiness and punishmentge®es involved are also dependent upon
general cognitive abilities such as recalling adtpavents and anticipating future ones.

The capacity to acquire and use this informatiomtalify behavior is limited in nonhuman
animals (Stevens & Hauser, 2004). Moreover, thegeies are closely linked to prefrontal
cortex skills such as enhanced memory, planningos@hdvioral regulation, that are only
developed to a limited extent in nonhuman aninfdésiroeconomics, consistent with this,
links the emotions such as perceptions of fairttesisunderlie food pooling behavior to
prefrontal activations (Sanfey, Rilling, Aronsonydtrom, & Cohen, 2003). It would seem
therefore possible that the enhanced cognitivelnbipes enabled by food pooling behavior
might support its existence at a neurological level

9.4. Encephalization

Increases in energy provision of humans suppohtednicreased encephalization that has
occurred in human evolution. Indeed, the evoludbgreater brain size and its maturation has
received much attention not only in paleoanthrogglout also in life history theory (Parker,
1990), primatology (Vinicius, 2005), and by biologily orientated economists (Robson &
Kaplan, 2003). The idea that energy provision pdagdey role in neurodevelopment has
been suggested before but in terms of gross chandpesain size (Parker, 1990). While brain
size is important, the energy input needed focrigstion precedes childhood. The
prolongation of synaptic neurodevelopment, in castiroccurs postnatally, and so will be
more directly effected by changes in energy provisig of nonproductive juveniles.
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A key question needing investigation is whetheirbexpansion but with a limited period of
expensive neurodevelopment enhances cognitiorriaicavays (perhaps as occurred in
Neanderthals), but while prolonging its expensigarodevelopment enhances cognition in
other respects—such as in aiding the acquisitidhage cognitions associated with
anatomically modern humans.

Adult anatomically modern humans are more gracie less robustly built and muscular)
than adult archaic humans such as Neanderthalsofi#ol, 1981), and earlier adult
anatomical modern humans (Ruff et al., 1987Jhere has been much debate whether this
reduction in muscularity links to climate (Pears®dQ0), or to change in work load

(Trinkaus, 1997). The negative effects identifibd\ee of large muscle mass during strenuous
exercise that metabolically impair the brain raiespossibility that minimizing this

disruption by reducing skeletal muscle mass miglverbeen a factor in the development of
modern human gracility.

A close study of the different impacts of strenumetabolic disruptions and the sensitivity to
them of the pediatric and adult brains, might @kbow estimates of the degree to which size
in modern humans has been selected in regard eciregdmetabolic disruptions rather than
other possible body composition factors such agsaed energy needs (see appendix 8).

Another question is raised by volumetric reseabnuQ: how far is prolonged expensive
neurodevelopment both in terms of global brain im&liam, and at the level of cortical
change, due to inherited factors and to what degrig¢he result of environmental ones?

9.5. Conclusion

The metabolic adaptations that are specific to motamans have received little attention
compared to human specific cognitive capabilittdswever, these metabolic innovations put
human neurodevelopment in a radically differentagibn to that which occurs in nonhuman
animals. As shown in this review, this could hawedamentally changed the expensive phase
of neurodevelopment linked to exuberant synapseshbbling it to be prolonged. Because
the length of this period of neurodevelopment dipBeks to the opportunity of neural
networks to be refined and so be differentiatedgrdated, lengthening this period would have
greatly expanded human information processing dhjied This would have enabled the
acquisition of novel forms of human cognition. Sedgnitions, in turn, would enable novel
means of acquiring high-energy foods, and so tbeeased energy provisioning of prolonged
neurodevelopment. Thus, this metabolic situatiariccproduce a feedback that might self-
amplify itself, creating yet further metabolic, ¢oive, and even species innovations.

15. Though its generality to other nonhuman prim&eainknown, the earlier noted two-fold greater
strength per unit of mass of bonobo than human laScholz et al., 2006) raises the possibilitptbfer
changes to human muscle that might effect itstgtidi metabolically impact upon the brain.
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APPENDIX 1. Energy banking as key evolutionary inn@ator

The capacity to buffer energy is as much a critéckdptive factor in evolution as enhanced
abilities in gaining increased amounts of energiiab shaped not only the selection of
individual species (sudH. sapiens sapief$ut the adaptive innovations that specialize
mammals compared to birds (Dall & Boyd, 2004). Maaisractate. While this is
energetically inefficient compared to direct praemsng (due to metabolic conversion), it
allows juveniles to be supported on “bad luck famgglays” from maternal adipose tissue
stores. Thus, a mother does not have to find food particular day to support her young.
Due to the weight minimizing needs of flight agp@dalization, birds cannot store substantial
amounts of energy in this way, and so are requoatrectly provision their young. This
allows mammals to exploit more patchy but higheargg resource environments (Dall &
Boyd, 2004). Where birds exploit patch environmentseems to require the efforts of two
bonded parents to distribute foraging risk, whereasammals, young are raised in such
patchy environments by a single unbonded (femaerd. It is notable that human food
pooling also acts to buffer food resources buhatgroup bonded level (this benefits adults in
this regard as much as dependent young and prélgicsating mothers), and so allows
foraging humans to exploit more patchy but highreargy food sources.
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APPENDIX 2. Uncertainties about actual brain wattag

The figures of Kennedy and Sokoloff (1957) are dagmon the invasive sampling of blood
from the superior bulb of the internal jugular vélnis fails to include all the blood draining
from the brain (there is an alternative vertebrdpat that provides a near complete venous
output when the internal jugular vein collapses nvagerson stands) (Doepp et al., 2004).
Also the internal jugular vein receives output fraonbrain tissue such as the face and
petrosal sinuses, as noted by the innovators dbltheed sampling method they used (Kety &
Schmidt, 1948, p. 478: "both [internal jugular \&imay be equally contaminated with blood
which arises outside the brain"). This has beeffitnad (Chieregato, Calzolari, Trasforini,
Targa, & Latronico, 2003). These venous systemsaiable (Doepp et al., 2004), and could
like the arterial ones entering the brain undergeetbpment change from childhood to
adulthood (Schoning & Hartig, 1996). This early waherefore, might have underestimated
the brain’s oxygen consumption, and so the eneegyashds of the pediatric brain.

Another problem is the low glucose metabolic raited by Chugani for the adult cerebral
cortex brain: these range from 23.83 to 3QuB®I| min* 100 g* (Chugani et al., 1987).
Chugani and colleagues used a PET machine with a8 resolution. However, Wang and
colleagues (Wang, Volkow, Wolf, Brodie, & Hitzemari®94) have shown that metabolic
values for the whole brain in adults vary with gpatial resolution of the PET machine with
medium range ones (8 mm) (such as used by Chugdri@dleagues) reporting an average of
36.4 (range 21.6-53)mol mir* 100 ¢, that is lower than that from high resolution maels
(2.6-6 mm) that report an average of 45.3 (rangé&4mol miri* 100 g* (Wang et al.,

1994, data from table 1.). As they note, studipsnng mean global values of less than 30
umol min* 100 g' have been done with scanners having 8-17 mm timolWhereas

studies reporting on values higher thanuf#bl min* 100 g* have used scanners having a
2.6-6 mm resolution (Wang et al., 1994, p. 1462ye6 an average brain volume of 1380.1
cc (Filipek et al., 1994), 3omol min 100 g* suggests a brain wattage of 19.3 W, while one
of 54 umol min* 100 g suggests 34.7 W. One problem here is that higresution also

more accurately delineates the gray and white medt@partments of the brain, and so might
report a higher figure for a slightly smaller volem

APPENDIX 3. Other synapse neurodevelopment possiliies

Several kinds of neuroanatomical changes and irdgbomal shifts could change synapse
neurodevelopment by enhancing “Rapoportian” intestienulation (Rapoport, 1999).

Changed axons connections

Humans in comparison with chimpanzees show profaiasges in the connection of their
brain particularly between the frontal cortex of tbft hemisphere and areas in the temporal
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lobe (Rilling et al., 2008). The arcuate fasciculas example, in humans but not
chimpanzees has much stronger terminations in tdlenand inferior temporal gyri that
cannot be accounted for by general brain expar(&diing et al., 2008). The presence of
these connection changes together with a muchdatelopment of connections involving
the frontal and temporal parts of the human briagbél et al., 2008; Zhang et al., 2007),
might significantly change the ability of the pi@fital cortex to acquire cognitions, such as
language, that could internally stimulate the hrioreover, the prefrontal cortex given its
links and control over other brain areas (Blenne¥iggling, 1993; Knight, Scabini, &
Woods, 1989; Zappoli et al., 1995), would be irettdr position use such simulation to
change the integration/ differentiation that hagpacross the rest of the brain.

Cerebello-cerebral reorganization

There is preliminary evidence that the volume efdbrebellum in modern humans (but not
archaicH. sapienssuch as Neanderthals) has expanded in the casftaxhatching volume
reduction of the cerebral hemispheres (Weaver, Ra0te above discussion has focused
upon the cerebral cortex but its functioning issely linked with the cerebellum. The
cerebellum is traditionally associated with motontrol but recent research links the
cerebellum also to internal modeling both of m@nd nonmotor processes (Ito, 2006, 2008;
Wolpert, Doya, & Kawato, 2003). Such internal madehable the monitoring of errors by
comparing intended and achieved performance. Tlseyadlow for monitoring of expected
and actual external and internal events. Interradets and this monitoring process thus
could be expected to enhance internal brain sinounldty enabling focused and sophisticated
attentions and reflections upon events and hapgsiiath in the world and those concerning
the body and the individual’'s social presence @6, 2008; Wolpert et al., 2003).
Remarkably, the age at which infants acquire bilsgdzorrelates inversely with enhanced
executive skills at the age of 33-35, and that bathe activated voxels in the cerebellum
linked to such adult executive skills also linkhose that retrospectively are associated with
early bipedality (Ridler et al., 2006). This argéesa complex prefrontal cerebro-cerebellar
processing in performance monitoring, attention iafléction that covers both motor and
nonmotor neurodevelopment. This link between expdrogrebellum and internal simulation
raises intriguing implications fdlomoevolution (reviewed elsewhere, Skoyles, submitted)
Such internal modeling like language would provideel opportunities for internally
simulating synapses, and so maintaining their evarttenumbers.

Late developing neuron types

Internal simulation might be enhanced by a chandke predominance of certain neuron
types. For example, Von Economo neurons (alsodaféndle cells) found in the anterior
cingulate cortex and fronto-insula seem uniqueoiminoids and certain Cetacea but are most
common in humans. These neurons are later develdipam other neurons increasing until 4
years-of-age (Allman, Watson, Tetreault, & Hake20(5). Though few in numbers
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compared to other neuron types, they have beeresteghto have a crucial role in connecting
cortical areas to each other (Allman et al., 200%)s would put such late developing and
human predominate neurons in a position to shapsithulation and refinement of synapses,
and so neural network development.

Late developing dendritic arbor changes

It has been found that the dendritic arbor of Id}i€ pyramidal human prefrontal neurons
after an initial arbor formation in the first ydaais a second growth that starts at the end of the
second year and continues into the third (Petaetjak, 2008). Layer IlIC pyramidal neurons
are important in connecting other cerebral aredldag@refrontal cortex through long ipsi- and
contralateral cortico-cortical projections. Thuw tate development of this additional
dendritic arbor could potentially have a widesprstuhulating effects upon the internal
functioning of the rest of the brain producing nlenms of refinement upon the integration
and differentiation of neural functions. Like witton Economo neurons, such late developing
dendritic arbor changes of neurons t@rea incognitain regard to their influence upon
neurodevelopmefit

The general problem here is illustrated by the flaete could be 100 neuron types per layer
of the cerebral cortex (Stevens, 1998) about whithally nothing at present is known in
regard to their development, impact, or how spedifipredominant they are to the brain of
humans and the Hominidae (that is the great apeglhas humans, extinct and extant).
Nothing, for example, is known about the arbor staig the development of Von Economo
neurons. There may be diverse trajectories of atbeelopment in these, and other neuron
types, that, though involving only small numbersetirons, have a profound effect across
the brain through their knock-on effects upon d@emectivity, and through this, novel forms
of internal stimulation, and so changed synaptirogevelopment.

Dendritic arbor geometry

Another possibility is that of changes in dendrérbor geometry. Synapse filling fraction has
recently been proposed as critical to the strutplesticity of neurons (Stepanyants, Hof, &
Chklovskii, 2002). Synapse filling fraction concsitie fraction of available sites upon
dendrites for synapses that could be occupied cmedpa the actual number occupied. While
above it was suggested that gray matter increaskdecreases in volume in regard to glial
cells and capillary vasculation (rather than changealendrite arbor size), a role for arbor

16. The above noted change in arcuate fascicolusectivity could arise from such changes in vidhe
profound alteration that happen in white mattememions such as the occipito-fronto fasciculus,dtperior
longitudinal fasciculus, and the genu of the corpaltosum in those born blind (Ptito et al., 2008js not
implausible that internal stimulation changes cduseVon Economo neurons might produce stimulatess
radical in their effects upon the brain as thoskading or not visual input. For example, they haeen
suggested to underlie mentalization and theoryiafirfAllman et al., 2005), cognitions which are ooty
internal but are linked in humans to considerabterital” stimulation.
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expansion and shrinkage is still possible givers@né uncertainties, see the various data in
(Petanjek et al., 2008). On the other hand, theldkmnarbor is homeostatic in regard to
various parameters including its morphology (Sarosai & Ascoli, 2006). This creates
problems. First, if the absolute number of synasa®ase without concomitant increase in
the arbor upon which they are located then thisreduce the fill fraction and so lower its
structural plasticity (Stepanyants et al., 2002)aying the size of the dendritic arbor might
keep it constant but this will change the electnraperties that govern the spread of forward
and back propagating currents, and so determimef@isnation processing (Segev & London,
2000).

A second issue is that adding extra synapses ntl&ekendritic membranes more “leaky” if
their activation scales up with their increased ham (Segev & London, 2000, p. 746).
Indeed, as noted above in section 4.5.5., synapsagiched environment not only increase

in numbers but show signs of such greater actimath present, there is no data to assess
whether the arbor might homeostatically expand &amntain constancy in the filling fraction.
Compensation alternatively might possibly happeautbh change in the electrical “cable”
properties of the dendrites by adjusting the dgmmtterns of voltage dependent channels and
their composition (it has 17 types that can beeda(Poirazi et al., 2003, p. 998)).

Development as an exploration in connectivity ayrthptic arbor search space

The information processing capacity of neural neks@nd their circuits depends upon
forming the particular synaptic connections with garticular synaptic activation thresholds
that produce functionally efficacious mapping ofiren input into neuron output. The mere
capacity of a network if appropriately connected atherwise setup in its thresholds to do
this, however, does not by its mere possibilithygbothetical existence ensure that such a
capacity will actually arise as a result of neursdepment. It may be—and usually will be
the case—that this state exists in a vast multidsizmal space defined by
neurodevelopmental variable parameters (such ag tthetermining arbor structure,
individual synapse locations and thresholds etogritive function acquisition thus involves
a search by which such exceedingly rare statebeaealized though pruning and refinement,
even though these desirable states are considétatitien” in the vastness of the brain’s
possible neurodevelopment.

Cognitive development, therefore, will depend cdasably upon factors that narrow that
search. Very little is understood about how thdgrgation of the stage of synapse
exuberance aids this process. One factor coularee-tsimply, a prolonged development
allows for a better chance to explore through quatential information processing states.
Another is that heterogeneity together with long@turation across the brain might allow for
more complex forms of clustering coefficient andhgangth connectiveness in its small
world networks, and that this allows for such pbiisies to be more effectively explored. A
more complex hub organization allowed for by longeturation could, for example, aid this
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process. For some developmental research thatresgloese issues from a different, though
not necessary incompatible perspectives, in statisnhechanics, see (Barbato & Kinouchi,
2000), and neural network modeling, see (Felch &@er, 2008).

This neurodevelopment search may also occur irrdegahe dendritic arbor and its
synapses. It has been suggested that dendritesasfooe memory information in terms of a
distributed system of spatio-temporally correlabeahch threshold encodings (Losonczy et
al., 2008). This indicates that the dendrites’ ptgldoranching is paralleled by an
informational one in which arbor coupling map irpupon outputs. The informational
capacity of the arbor in these terms as noted ahaséeen modeled as being as high as 2.7
10" bits (Poirazi & Mel, 2001). Neurodevelopment there might be concerned not only
with a trajectory through a multidimensional spdeéned by possible connections between
axons and synapses, but also at a neuron one irajeetories in a multidimensional space
defined by combinational possibilities of dendfdibor defined states.

The possibly also exists that neurodevelopment migbally achieve a satisfactory but only
a limited degree of information processes efficaryd so never hit upon the best forms of
information processing of which it is in theory eotially capable. It is notable that humans in
the last few thousand years seem to have acquinesl forms of cognition that did not
previously exist in earlier periods. This mightterause earlier humans could not exploit
their neural capacities as fully as more recens@he to innovations in educational support,
and what has been called “gifted environments” {#®& Sagan, 2002, chapters 15, 17 and
18).

Retained immature synapse processing in integratigas

Humans compared to rhesus macaques and marmosgetkipher numbers of synapses per
um dendrite in their prefrontal cortex (Elston et 2aD06). One theoretical possibility could be
that evolution might have selected a retentionuman adults of increased numbers of
synapses from their earlier childhood/adolescentagevelopmental period. This might be
advantageous if the cognitive capacities of theswature neural circuits were in certain
respects superior to the mature ones. This woylgdra for example, if their greater
flexibility in learning was adaptive in enablingudbehavior to be more adjustable to
changing circumstances. In this case, increaseapsgnumbers in the adult human
prefrontal cortex would be an example of neurolalgineoteny” (Gould, 1977).

APPENDIX 5. Higher-order associations and measuresf neural integration and
differentiation

A core issue in neurodevelopment is measuring ¢gees of effectiveness of the neural
integration/differentiation that arises during reievelopment in regard to clustering
coefficient and path length connectiveness ofritalsworld networks and the result of this
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upon behavioral and cognitive adaptiveness. Oneoaph is to look at such integration and
differentiation in terms of higher-order spaced thescribe the associations formed between
neural processes in different brain areas.

In this section, first, the nature of first-ordedahigher order associations will be explained.
After this, the application of such ideas to intgm and differentiation will be discussed.
The notions suggested here of higher-order assmtsadnd context extraction into multi-
dimensional spaces come from the ideas and modafilagent semantic analysis (LSA), an
approach to the computation and cognition of wemrantics created by Landauer and
Dumais, (1997), but that can be applied much modely, see also Skoyles (in preparation).

First- and higher-order associations

An example of a first-order association is thatsetn words “big”, “vast”, respectively with
“man” in the two word strings “the large man is mimg”, and “the big man is running”. An
example of a second-order one is that betweenélaend “big” between these two
sentences. The words “big” and “man”, and “vast] &man” have first-order associations
with each other since they occur in the same in&ional chuck or episode. “Large” and
“big”, however, do not associate themselves diyetcttjether in this way. Instead they
associate through other words—second-order linksh-which they occur in the same
sentence contexts—in this case “man” and alsaningi.

Such higher-order associations in words underltt bontext and meaning in that meaning is
what word synonyms (such as “large” and “big”) gshand context is what is shared in
common between them. A core demonstration of LSAas word intersubstitutability does
not have to be synonym exact. Few words are pig@gaonymous but may share much
weaker degrees of closeness (“vast”, "gigantic’potiarate”, “small”, “heavy”). LSA shows
that such semantic distance even of relatively weadls can be experimentally extracted
from the higher-order associations that exist betwsords. Moreover, that such extracted
higher-order “semantic” space plays a critical aleognitive development since it enables
the first-order information associated with knowards to be used to identify the location in
this higher-order “semantic” space of an unknowa tivat occurs amongst them. LSA has
established that this process is central to waathiag and so vocabulary acquisition

(Landauer & Dumais, 1997).

Though latent semantic analysis focuses upon wamdscontext meaning, the same
computational theory (as its authors acknowledge)apply also to other information
domains. For instance, consider the case of ergpatiaptive actions in which episodes are
defined in regard to the constituents needed toesstully solve problems. In this, a chunk of
associations consists of a set of means, everddaaget states. A common adaptive action
problem is to create another functionally similer with a different member to replace one
that is missing. Suppose, for example, if you camse your hands to open a door (say their
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bones are broken and fixed in plaster), how domoue its handle? The normal set of {need
to open door, closed door, moveable handle, haiadk}s an essential key member. An
adaptive brain can take this incomplete set anater@nother with a substitute set member
such as “knees”, “chin”, “elbow”, “friend”, or “knek”. This kind of problem is solved
constantly from how to construct informative stagerts, understand the intent and plans of
others, and organize daily interaction with unexpeé@vents and challenges. As such, it
underlies the behavioral adaptability that is expeof functionally “normal” adults. The
ability to extract and use higher-order associatiould thus seem crucial to understanding
the adaptive nature of adult human cognition.

Higher-order associations and the integration/ eliéintiation of the brain

Higher-order association can also be used to despeiationships, and potential relationships
that might exist between different processes chwoid by the brain. These arise because in
their small worlds of interactions they have paiseof connectivity, and so associations. Such
associations of connectivity might be first-ordéthey are activated together, but they also
might exist as well at higher-order levels. Forrapée, it may be that process A working with
processes C and D (first-order associations) eaabfanction. But also that process F can
also work with processes C and D enables alsastrat function, or one very similar
(process F has second-order association with pgo¥es

Like with the contextuality that underlies slightferences in word meaning, such
connectivity might allow for second-order associatsubstitutability. There are several
examples in the brain where processes might betklidifferent but also related in function
in their activation such as (i) homologous left aigtht cortical areas following temporary
brain inhibition or injury, (ii) prefrontal and celvellar areas and posterior cortical and basal
ganglia ones during and after learning, (iii) hipampal and cortical ones during and
following consolidation of memories, (iv) supermolliculus and the medial lateral
intraparietal cortex, (v) the different corticahttget recruited during aging that preserve
cognitive performance. Much of the flexible adaptwof neural function will be in the
appropriate recruitment of different brain areagretthey offer subtlety different
contributions in their substitutability. For exarapthe homologous left and right areas
specialize in slightly different aspects of protegsand so are broadly similar—the brain
must in some manner ensure that they are apprelyrigcruited. Likewise, the prefrontal
cortex can do many tasks in an attention demandigner that can be done automatically
either posteriorly or subcortically. A skilled bnawill shift between them when it is most
appropriate.

Different patterns of integration/differentiatioat&ation will, in effect, therefore contain
different amounts of higher-order association infation. For example, the processes A, B,
C, and D activated together might produce a pdaraognitive function, but that in a
particular circumstance, the activation of B, Cadd F, would be more adaptive. A more
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adaptive neurodevelopment would be one that waulddn the latter activation pattern as it
contains more higher-order association informaimoits flexibility. Thus,
integrative/differentiation neurodevelopment carirtterpreted as happening within a high-
dimensional space that characterizes its recruitiéectiveness.

It might be suggested that acquiring the integrdtifferentiation that embodies in this way
increased amounts of higher-order associationnmétion might depend upon how long
neurodevelopment is protracted.

APPENDIX 5. Innovations in synapse neurodevelopmerand child development

Human child development complimentary to the prgkxhexistence of human synapse
neurodevelopment and cortical area integrationdiffiekrentiation (Bassett et al., 2006;
Fair et al., 2008; Fair et al., 2007; Honey et2007; Tononi et al., 1994) is develops
through stages (allowed for by extended develop)rikat build hierarchically upon
earlier ones by differentiation and integratiorh@tder & Piaget, 1958; Piaget, 1952,
1971, Piaget & Inhelder, 1967). Piaget identified dound empirical support for the
existence of four broad stages in child developntigattlink with these changes.

0 A sensorimotor period that occurs before two yedirage. This consists of
substages concerned with reflexes, habits, codidmabbject permanence
and the discovery of the use of goals. This cogmitievelopment
corresponds to the period before brain developmeathes adult levels of
synapse and metabolism.

0 A preoperative stage that occurs roughly betweand®6 years-of-age. In
this, a child gains the ability to use words andges about what is not
immediately present to control the use of objetkere is also a poor sense
of time. This stage corresponds to the early panaghich the numbers of
synapses and corresponding metabolism of the braimises and peaks in
its sensory and motor cortices.

0 A concrete operational stage that occurs roughtyéen 6 to 11 years-of-
age. In this period, a child starts to think logjicabout concrete events,
however, without grasping abstract or hypothetocalcepts. This period
corresponds to the shift of synapse exuberanceaased metabolism to the
prefrontal and higher-integrative areas.

o A formal operational stage that occurs afté® years-of-age. In this period
of cognitive development arise the ability to thadbstractly. It is the period
in which synapse and metabolism starts to decliténbwhich continuing
refinement is still continues to develop in whitatter connections.
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The existence of some of these stages has diteatly linked to brain development. For
instance, concrete operational stage skills su¢basservation” of fluid volumes across
different sized containers associate with shiftgaims greater prefrontal involvement in
cognition (Zhang et al., 2008).

Neural networks, it has also been suggested tdaeterough stages by which earlier ones
enable the development of later ones. For exartipenetworks underlying nonphonological
reading abilities in children depend upon netwgmiacessing earlier acquired phonological
word identification skills (Skoyles, 1988). Anothexample is that the acquisition of spoken
vocabulary depends upon earlier developed abilitiecally mirror overheard words so that
they can be imitatively pronounced and so incorgatanto spoken usage (Skoyles, 1998). A
central facet of development would appear to bélbetstrapping” of one developmental
capacity upon that of another (Skoyles & Sagan226Bapter 17). Indeed, it is widely
accepted in child development that children shayillyicomplex and progressive changes in
their cognitive capacities, and that this is linkean going changes in their neural networks
(Mareschal et al., 2007). The artificial stimulatiof network learning that underlies such
cognition acquisition also identifies the abilitiyreetworks to reconfigure themselves
dynamically and acquire additional processes aanéigto their development, and as such, a
possible factor that has caused human childhobe &0 prolonged (Elman, 1993).

It has also been suggested that the human capacgymbols and so symbolic culture relates
to the changing of the inputs and outputs of ngomatesses that underlie novel nonevolved
representations (Skoyles & Sagan, 2002). For exantipé emotions that underlie attachment
bonds have become linked to artifacts (such as wgdthgs) that act as public and
permanent stand-ins cues for what would otherwese lbeen transient and private emotional
reinforcers (such as physical touch/intimacy). &y, iconic images (numeral
symbolization) linked to number concepts allowstfe@ complex processes of the right
posterior parietal cortex (such as those that uiedine parietal number line) to be available
to manipulate mathematical representations (Ska&I8agan, 2002, see particularly chapter
14). Such processes presume that development aocstesyes in which earlier forming ones
can be in later stages symbolized by culturallypskeand dependent processes such as
master/apprentice instruction, initiation rituasd classroom education.

APPENDIX 6. Metabolic changes at puberty

The period of puberty growth coincides with theigein which the energy demands of the
brain start to decline to adult levels and so redtgvulnerability to metabolic disruptions by
large bodies and high muscle mass (see figure paga 43). That puberty and the adolescent
growth spurt link to increased availability of eggiis suggested by the fact that its on-start is
closely associated with energy balance changesidtatase the ratio of BMR to lean body
mass (a proxy for skeletal muscle mass) (Brownn&el& Wu, 1996). The BMR of children
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is also unlike that of adults in that it is notesfted by the adipose tissue secretion of
adiponectin (Hosking et al., 2007). Their levelsréase at puberty though this apparently
does not increase adiposity ((Hannon et al., 2G86&)authors suggest that this lack of effect
may be due to a small sample size). This secr&ioversely related to adiposity in adults
but not in prepuberty children (Hosking et al., 2D0rhis suggests that a different
relationship exists potentially between BMR andpade tissue as regulated by adoponectin
in children and adults.

Further, teenagers at 14 years-of-age with comistital delay of growth (1.45 m and 34.8 kg,
vs. 1.65 m 54.2 kg in age-matched controls) thatsh delayed onset of puberty (92 ng d

vs 542 ng dI* testosterone in controls) also have an abnorneabgrbalance (Han,

Balagopal, Sweeten, Darmaun, & Mauras, 2006). Tiaexe a nearly double ratio of nonBMR
energy expenditure to their BMR (2.52 vs 1.27)s #mergy output does not link to more
exercise (they did not show a statistically sigrifit increase in time spent in this) suggesting
that it links to other unknown energy consumingdegs—proposed possibilities include
increased fidgeting, muscle tone, posture maintelasther low level physical activities, and
increased thermogenesis in skeletal muscle or adipssue. The result is slow growth that
results in an adult height in the lower part ofitimeid-parental height zone/short stature, and
delayed puberty onset (Han et al., 2006). Thisljgdsaa similar delayed puberty with reduced
stature that occurs following high energy expendiin chronic illness such as cystic fibrosis
(Byard, 1994), and low energy intake when individuae undernourished (Satyanarayana et
al., 1989).

APPENDIX 7. Variation in plasma glucose levels

Generally, normal levels of plasma glucose are eetwt and 6 mmolt. However there is
considerable variation over the dayOne study of 30 healthy volunteers (25-55 yeé&mee)
at Surrey University (Marks, 1987b) that were falél throughout a normal day found that
while they had an average plasma glucose of 4.2Irafhdt had a peak at 14.00 after lunch
(4.9 mmol L) and was lowest in the afternoon at 17.00 (3.9 hirifd. Significantly, 5% of
plasma glucose measurements were below 3.0 mrh@dcurring in 10 of the volunteers)
and 2.8% of them were below 2.8 mma! (5 of the volunteers). At such times, they did not
report any lack of well-being.

Plasma glucose variation occurs particularly afteals. For example, before a glucose drink
a person’s plasma level may be 4.9 mmd] hut 45 minutes later this may be 8.7 mmd L

17. It should be borne in mind that the brainas metabolically static. Not only are there activas
related to information processing, but fluctuatiding to cardiac output and pulmonary respiratidreré are
other even lower frequency <0.35 Hz spontaneowusufitions that show a 1/f power spectrum in bldod f
blood volume, cytochrome gaeaction time performance and neurotransmitieas® whose origins are
unknown (Fox & Raichle, 2007; Fox, Snyder, VincéaRaichle, 2007; Vern et al., 1997). Otggra incognita
of neuroscience concern fluctuations of plasmaagadevels, both whether they exist on similar Soades
(they have not been looked for), and if so, whethey effect cognition (again unexamined).
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from this it declines so that nearly four hour®tat sinks to a nadir of near 3.5 mmet [Tse

et al., 1983). This pattern reports data from n@sebyoung (average age 24 years) men and
women. Where more mixed but general population grpeips are studied, a percentage that
varies from 23% and 48% of people have a plasmzogkidrop that is “asymptomatically”
hypoglycemic 2.8 mmol t(Cahill & Soeldner, 1974; Hofeldt, Adler, & Hermat975).

A glucose drink is an atypical food. However, samibut less dramatic findings have been for
a high glycemic index (GlI) “high-sucrose diet” méak not a low Gl “high-starch-diet” meal
(Daly et al., 1998. For example, the “high-starch-diet” produced 2 tmmol L'increases
following meals, and similar declines afterwardbjle/the “high-sucrose diet” produces 2 to
3 mmol Ltincreases followed by slightly larger dips—2.3t8 mmol L* (Daly et al., 1998,
fig. 4).

APPENDIX 8. Candidate theories for slow growth durihg childhood in modern humans

The growth pattern of human juveniles is counteitive since one might expect in humans
the pattern of sustained fast growth that happetise young of other hominoids (Bogin,
1999a; Hamada & Udono, 2002; Pusey et al., 2003k&vaHill et al., 2006). If these have an
adolescent growth spurt, it is minor and linke@ tcatch up growth following earlier poor
nutritional stunting (Hamada & Udono, 2002). A larguvenile body should be advantageous
as it reduces the risk of predation, as it alssdbe risk of mortality and morbidity (for
example, human infants are larger in societies evttexy face the highest rates of infectious
diseases and parasites (Thomas et al., 280FJjere is amongst human small scale hunter-
gatherer populations a slight effect that also ercthis direction: where infant survival is low,
there is a faster juvenile growth at least in feaah 10% decrease in survivorship is
associated with an additional growth of 0.172 kgymar (in the context of a range of 1.1—

18. High Gl diets are an evolutionarily novel ¢bagje to human glucoregulation since this has been
adapted by 80 million years of primate evolutiohaw Gl foods, while high Gl foods are productstod
agricultural revolution 10,000 BP, and mostly tb&historically very recent innovations in induatrfood
processing. The postprandial hypoglycemia notetiértext is limited to meals of high Gl foods. Hau(1924)
raised the possibility of a hgglycemia paralleling the hygsglycemia of diabetes. By the 1970s,
“hypoglycemia” had become a common complaint. Hoaavefew individuals that experienced “hypoglycemic”
episodes, in fact had during them low plasma gle§ysiger & Young, 1974). On the other hand, them@are
recent evidence that such a syndrome does in f&tt(@run, Fedou, Bouix, Raynaud, & Orsetti, 1995)
Postprandial periods of low plasma glucose are Igndse to a neural inhibition of the hepatic
production of glucose that is concomitant with feadering the upper intestine. It does not appeéink to an
“overshoot” of low insulin levels (Tse et al., 1988s had been suggested by (Harris, 1924). Itthasxample,
been recently found that the quick emptying ofgtemach into the upper intestine triggers a cirfraiin
receptors there to the brainstem that stop hephttmse production (P. Y. Wang et al., 2008). Saich
inhibition makes sense given blood following suakrgwill be saturated with energy (glucose, fratiyf acids)
absorbed from digested food. Normally, slow stomaxiptying and food stuffs that are not immediately
absorbed but requiring prolonged enzymatic digogssiould ensure a gradual period of glucose/fatigt a
release as the food lumen travels down the ineskifuch of this will happen long after a meal ie ttolon
where commensal microbes create fatty acids, éadvbuld have been the dominant pattern in primbé&fsre
Homogiven their larger guts and largely vegetariangdie
19. Newborns are 50 gram heavier for those fatthgather than 9 infections. Note, having multiple
infections reduces birth weight—the observatiaéd beyond having 9 of them, weight was founthtoease.
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2.9 kg weight gain (unadjusted for final body we)gland probability of survival to the age of
15 of 0.33 to 0.80) (Walker, Gurven et al., 20063hould be noted the effect is smaller than
the effect of final body size, and did not reagngicance for males (Walker, Gurven et al.,
2006, table 4).

The existence of a growth spurt in adolescenceistetonsequence of early slow growth is
also nonadaptive since it results in most adulebmass being acquired in only a few years
(Parfitt, 1994) (40% between 12 and 16 years-oftagmys, and 40% between 10 and 14
years-of-age in girls (Zanchetta, Plotkin, & Alvarféilgueira, 1995)). As a consequence,
skeletal bone modeling occurs so fast that caldepositing lags behind bone growth
causing a temporary state of osteoporosis (P&tfi@4), and a resultant peak in adolescent
fractures (Bailey, J.H., McCulloch, Martin, & Bemldson, 1989). Thus, the adolescent
growth spurt creates an injury risk that would exist except for a postponed shift of growth
from childhood into adolescence.

Several possible factors could explain why in spftthese disadvantages, children have a
slow growth rate. Bogin (1997) provides a review.

Direct effect of the brain upon body growth

The higher metabolic rate of the brain in itselfhtiadvantage physical delayed maturation
(Foley & Lee, 1991). Rats raised in enriched enviments show signs of increased brain
metabolism (Sirevaag & Greenough, 1987), and adaaed body size (Bennett et al., 1964),
or at least initially reduced body size (Black,eSsaag, Wallace, Savin, & Greenough, 1989).
Also, William Leonard and Marcia Robertson (199ayé argued that the far greater energy
demands of the pediatric brain would have advaut#ge reduction of nonessential growth as
a means of limiting competition to its energy need.

In this case, it would be a pediatric version ofivhas been called in human adults, “the
expensive tissue hypothesis”. This theory arguasatult human gut size has been reduced
to allocate energy to the high energy demandseo&ttult brain (Aiello & Wheeler, 1995).

The percentage figures for skeletal muscle in adalthe table given above further suggest
the possibility that a reduction in this body coment might have occurred also for this
reason in humans. Though the metabolic cost ofceseshas been discussed above, even
resting skeletal muscle is a major energy consuiies. is because though the resting energy
use per unit mass of skeletal muscle is low (0.6BgAj (Elia, 1992), it makes up a high
percentage of body BMR due to its high contributiomotal body mass (Zurlo, Larson,
Bogardus, & Ravussin, 1990). The resting skeletadate is responsible, as noted in the
figures above, for 13% of a child’'s BMR—7.7 W &3 W. It should be noted that only
~20% of its energy consumption is accounted for @deqAndres et al., 1956) suggesting an
adaptation to spare glucose for the brain. Thiscceuggest an advantage (parallel to that for
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the gut) for its general reduction. However, limgticomment upon this is that the body
composition of human foragers in regard to skelmtascle and maturation is unknown, and
this might differ considerably from that in the pigtions that provide the present estimates
for its percentage in modern humans.

Advantages of needing less food

It might be that smaller size and reduced needbimi is adaptive when pooled food is
reduced in quantity and quality due to temporamesaske circumstances (draughts, flooding,
widespread illness). Small size has been suggéstehis to have been selected in food
limited circumstances such for small size on istafithlkovacs, 2003) and for human pygmy
populations (Shea & Bailey, 1996), though in theelacase this has recently been questioned
(Migliano, Vinicius, & Lahr, 2007; Walker, Gurven &l., 2006).

Small size aids receiving food

Another factor might be that children are morelijite receive food if they are not perceived
as potential competitors to adults or retain ttartle look (Bogin 1997). Reduced size
would also help this, both because this, togeth#r reduced strength, means thatfacto

they are not able to physically challenge adultsl, that smallness marks them out visually as
categorically different.

Slow growth spares food for parents to have mopeddents

It has been suggested that small body size migitilerparents to support more dependent
offspring, also called “stacking” (Bogin 1997; Garv& Walker, 2006; Robson et al., 2006).
Gurven and Walker (2006) provide calculations tovsithat a human—rather than a
chimpanzee-like-growth rate—would spare substagriergy for parents to allocate to other
children. However, these calculations seem in réddrther analysis before definite
conclusions can be made. Notably, they do not agpesdjust for the complexity of the
qguicker maturation of chimpanzee-like growth of lamechildren when modeled with the
equations that describe actual chimpanzee growtugh they adjust for differences in
weight between humans and chimpanzee, see theogliecappendix to that paper). Using the
equations (Walker, Hill et al., 2006, table 1) foale chimpanzee and male Ache (which
reach similar adults weights, 57.33 kg and 59.47 ikgle chimpanzees stop growth (in terms
of not adding more than 10 g each month) at theo&dd8.4 years while the Ache do so at
21.4 years. The chimpanzee data concern thoseiivitg and wild ones might be one or
more years later in development (Zihiman et alQ&0Even so there is a profound difference
in the duration of development that must be incoapeal into any model of “chimp-like”
human growth. If this is not done, the growth sgsiof such growth will include not only the
effects of slower early growth but also differencematurational age see fig. 9 below.
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Calculating the contribution of these differentttas to energy consumption (fig. 10) is
complex

There is also an apparent anomaly in (Gurven & \&@IR006) in that the graphs in (Gurven
& Walker, 2006, fig. 2) show that humans with a biyyetical chimpanzee-like-growth would
consume more energy before adolescence than dadimigscence—predictive equations both
for TEE (Torun, 2005) and BMR (Henry, 2005) showattthere is always an ascending
increase in energy needs with greater age untlitaatad.

Further, humans during the Middle Paleolithic dad live in populations that were expanding
(as they were do later in the Upper Paleolithinj] ao would be under constant reproduction
replacement rates. Unless there was usually high ambrtality, parents would be only
raising the few number of children that would alltaw their own replacement. This would
not involve them having several dependents at aeytione (as in contemporary humans),
and so needing the energy sparing advantage ofglowing children. The fact that modern
hunter-gather humans support multiple on-going déeets could relate to technology that
derives from the later Upper Paleolithic and modeerod (such as the bow and arrow and
iron tools) that allows a far large acquisitioneofergy with which to support dependents.
Energy availability is known from agrarian socistte increase the number of concurrent
dependent children.
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Fig 9. This like fig. 8 shows the change in theendiimpanzee growth velocity (brown thin)
compared with the male Ache human line (black thiakd human with chimp-like
adjustment (middle red thin). The chimpanzee grdimhdiffers from that in fig. 8 in that the
final body weight has been made exactly equaléctithe human (59.47 kg). Gurven and
Walker (2006) seems to model human growth ashidst a chimpanzee pattern of growth—
that is equivalent to the chimpanzee growth lineshhere. However, chimpanzee
development not only has a different growth patternumans but also matures much earlier.
This can be seen in the cessation of chimpanzeetiyaround 13 years-of-age. The thin red
line has taken the predictive equations used toetnddmpanzee growth and corrected for
the shorter maturation so growth occurs over artiaddl four years. The energy associated
consumption differences can be seen in fig. 10.
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Fig 10. The top graph shows the change in the ¢otatgy expenditure in watts needed for the aboveth
trajectories using the predictive equations in (Ip2005). The filled graph lines shows the diffeein energy
between a chimpanzee-like growth that adjusts,damed not adjust, for the difference in the duratbgrowth.
Gurven and Walker (2006) predict the human patésiow childhood growth would save the energy
represented in the light and dark brown areastlaungl make it available for other dependents. Wipnitavth
adjusted for the greater duration of human growithisdicates an energy saving—the dark browraarehis is
much less. Given that a slower growth risks highertally due to small body size, it would appeat tthe
human pattern of growth is unlikely to be adapbyeallowing parents to have more on-going depersdent
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APPENDIX 9. Nonglucose fuels and the brain

Glucose has been treated traditionally as the ataignergy source of the brain under normal
circumstances (Siesjo, 1978). But research shosshk energy needs of the brain can be
meet by four types of plasma carried energy moiayone bodies (produced by the liver
from triglycerides i.e. “fats”), lactate (the pradwof glycolysis), nonesterified fatty
acids/glycerol, as well as glucose. The blood-bbmuandary is relatively impenetrable to a
fifth major body energy moiety, esterified freetyadcids (triglycerides), the predominant
energy source, for example, of the heart (van dess¥ et al., 1992), and muscles at rest
(Andres et al., 1956). The brain also has a smahtjty of glycogen that can be drawn upon,
and this seems, contrary to early views, to betfanally important for coping with very

short bursts of energy shortage—hemodynamic regponseural activation is delayed by a
few seconds and this could advantage a very geielase energy buffer such as provided by
glycogen (Brown & Ransom, 2007; Raichle & Mintu@0B; Swanson, Morton, Sagar, &
Sharp, 1992). However, once glycogen has beenitisedds to be regenerated using plasma
energy moieties. Each plasma energy moiety hgaitscular situational dependent
advantages for the brain.

Ketone bodies. Ketone bodiespthydroxybutyrate and acetoacetate) are the magnggn
supply to the brain during lactation being credted blood brain boundary impenetrable
free fatty acids (Nehlig, 2004). During famine, thrain can subsist with 60% of its energy
needs being supplied by their hepatic conversiaripid mobilization from adipose tissue
(Bougneres, Lemmel, Ferre, & Bier, 1986). It hazerdly been suggested that when the
equivalent of two alcoholic drinks (0.5 g Kgof alcohol depresses glucose measured brain
metabolism by 23%, acetoacetate makes up the d@fimikow et al., 2006¥. However,
ketone bodies have pharmacokinetic propertiesatteatlistinct from those of glucose. This is
most evident in the ketogenic diet treatment ofegsly for which these differences provide
its neurological effectiveness. The specific eBeaditthe ketogenic diet and a high use of
ketone bodies by the brain are not well understaddseem to link to alterations in the
metabolism of the major excitatory neurotransmitidutamic acid (Yudkoff, Daikhin,
Nissim, & Lazarow, 2001). Such alternations coudeldna potentially disruptive role in
neurodevelopment since key glutamate receptorg, asIdAMPA and NMDA are closely
involved with the regulation of the stability ofrgpses (Adesnik et al., 2008; De Paola,
Arber, & Caroni, 2003).

There is evidence from hippocampal slices thatietmodies cannot maintain neural activity
comparably to that of glucose (Arakawa, Goto, & @kal991). Consistent with this,
weaning rats fed a ketogenic diet grew up to heymaired visual-spatial learning and
memory defects and reduced brain size (Zhao, &taistu, Hu, & Holmes, 2004). In one

20. Interestingly, alcohol also induces hypogly@e(Varks, 1987a) suggesting a shift in the carried
energy composition of plasma.
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study, the production of ketone bodies that arelygpeed in hypoglycemia were inhibited by
the drug acipimox: the absence, however, of hypmaghya induced ketone bodies due to
acipimox did not increase the cognitive and effectsypoglycemia (Fanelli et al., 1993).
This suggest that ketone bodies do not compenisaterain for the plasma glucose deficit in
hypoglycemia (Fanelli et al., 1993). It has beeggasted that ketone bodies “spare glucose
for the emergence of various functions such astiaadand vision as well as more integrated
and adapted behaviors whose appearance duringrbeturation seems to critically related
upon active glucose supply and specific regionaigased use” (Nehlig, 2004, p. 265). Thus,
ketone bodies and glucose are not equivalent ineffects upon the brain, particularly
during its development, and this might, if highpercentage contribution, make it a
suboptimal replacement.

Lactate. Lactate has been suggested to play a local raieunon-glial cell metabolism in
which glucose is initially converted into lactatgdgdial cells and then shuttled for use by
neurons (Pellerin & Magistretti, 1994). This is s@tent with the above (section, 4.6.) noted
expansion of glial cells and their context with res when synapse activation is increased
by enriched environments. However, this glial eedliron theory has recently been
questioned on the basis that the uptake kinetitsangporters would adequately support
directly the glucose used by neurons (Simpson,uftaers, & Vannucci, 2007). The direct use
of lactate replacing 17% of glucose needs fromméakas been advocated (Smith et al.,
2003). Consistent with this, research suggestnitreplace 25% of glucose during
hypoglycemia (Lubow et al., 2006). The lactate pitl in intense exercise has also been
estimated to provide 33% of the brain’s energy sdBalsgaard, 2006; Kemppainen et al.,
2005), also see (Secher et al., 2008). In vitreaesh on hippocampal slices suggests the
ability to use lactate might, however, take 20-3Autes to replace that of glucose (Saitoh,
Okada, & Nabetani, 1994), and might not be enticeljnparable in the ability to support
neural activity (Wada, Okada, Uzuo, & Nakamura,&9%3hus, while lactate probably can
substitute some glucose for the brain, this isteohiat most, to a third of its needs.

It might be argued in view of the finding that theult brain can replace 33% of the brain’s
energy needs with lactate during exercise (Dalsh@20106; Kemppainen et al., 2005) that this
also happens in children. However, lactate is pteddrom glycolytic (i.e. a glucose
substrate metabolism), and children show lessisfdiring exercise than adults (Boisseau &
Delamarche, 2000) shifting to fatty acids instegadnsistent with this, children also show
evidence of actually producing less lactate thanitadluring exercise (Delamarche et al.,
1994; Delamarche et al., 1992; Timmons et al., 20R&rallel to this, less lactate is present in
their blood following recovery from exercise thanadults (Hebestreit et al., 1996), and this
correlates with a greater ability in children toaeer from high-intensity exercise than adults
(Hebestreit, Mimura, & Bar-Or, 1993) (though totalergy expenditure is lower even when
adjusted for lower body mass/ fat free body masdgidarche et al., 1994)). It should be
acknowledged that this could be partly due to ¢hitdain more effectively removing lactate
(due to its greater energy consumption) than intaddowever, even if this is the case (and
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the processes involved are complex), it would stilly provide an incomplete buffering
against the glucose depleting effects of intensecse.

Further, concomitant with strenuous exercise tieaeknock-on effect limiting oxygen

supply to the brain (Dempsey et al., 1984; Subetlai., 2008). But the metabolism of lactate
requires oxygen (unlike glucose that can generaie énergy nonoxidatively in glycolysis).
This suggests it will be an unsuitable brain fugling such strenuous exercise (Nybo &
Rasmussen, 2007, for argument details, p. 116).

Nonesterified fatty acids/glycerol. These can enter the brain and reduce neurohormonal
reactions (autonomic symptoms such as faintnedsygoglycemia but do not prevent
impairment to cognition (Evans et al., 1998). Théso play a role in providing the lipid
needs of the brain (which need only be transparttedthe brain at a very low rate compared
to that needed if used for energy) for its cellditamation and maintenance (Bourre, 2006).

In addition to the other comments in this revievghould be noted that blood glucose can be
used by all tissues but only erythrocytes, lymplegyand the inner medulla of the kidney
seem to have an obligate requirement. Furtherpgkitissues divide into those whose uptake
is insulin sensitive (skeletal muscle, adiposaig3sand those that are not (the brain and
blood cells). Nearly all basal glucose uptake (leefmvtwo-thirds and 80%) occurs in
noninsulin sensitive tissues with 10% into skeletabkcle and 10% into nonskeletal muscle
tissue (adipose tissue, heart, gut) (Baron, BrécWtallace, & Edelman, 1988). An important
glucose generating tissue is the kidney renal gpltet its glucose is normally consumed by
the kidney renal inner medulla, an organ that insplaas a near obligate need for glucose
(Gerich, Meyer, Woerle, & Stumvoll, 2001). The reoartex production of glucose,

however, could be an important factor in glucogpik&ion during fast, diabetes and
following liver impairment (Gerich et al., 2001).
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