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Abstract

Scientific literature is one of the major sources of knowledge for systems bio-
logy, in the form of papers, patents and other types of written reports. Text
mining methods aim at automatically extracting relevant information from the
literature. The hypothesis of this thesis was that biological systems could be
elucidated by the development of text mining solutions that can automatically
extract relevant information from documents. The first objective consisted in
developing software components to recognize biomedical entities in text, which
is the first step to generate a network about a biological system. To this end, a
machine learning solution was developed, which can be trained for specific bio-
logical entities using an annotated dataset, obtaining high-quality results. Ad-
ditionally, a rule-based solution was developed, which can be easily adapted to
various types of entities.

The second objective consisted in developing an automatic approach to link the
recognized entities to a reference knowledge base. A solution based on the
PageRank algorithm was developed in order to match the entities to the con-
cepts that most contribute to the overall coherence.

The third objective consisted in automatically extracting relations between entit-
ies, to generate knowledge graphs about biological systems. Due to the lack of
annotated datasets available for this task, distant supervision was employed to
train a relation classifier on a corpus of documents and a knowledge base. The
applicability of this approach was demonstrated in two case studies: microRNA-
gene relations for cystic fibrosis, obtaining a network of 27 relations using the
abstracts of 51 recently published papers; and cell-cytokine relations for tolero-
genic cell therapies, obtaining a network of 647 relations from 3264 abstracts.
Through a manual evaluation, the information contained in these networks was
determined to be relevant. Additionally, a solution combining deep learning
techniques with ontology information was developed, to take advantage of the
domain knowledge provided by ontologies.

This thesis contributed with several solutions that demonstrate the usefulness of
text mining methods to systems biology by extracting domain-specific informa-
tion from the literature. These solutions make it easier to integrate various areas
of research, leading to a better understanding of biological systems.

Keywords: Text Mining; Information Extraction; Systems Biology; Machine
Learning






Resumo

O estudo de sistemas bioldgicos € uma tarefa de elevada dificuldade devido a
complexidade dos seus componentes € mecanismos. A biologia de sistemas
estuda as diferentes componentes de um sistema e como elas interagem como
um todo, em vez de focar individualmente em cada componente. A compreensao
destes sistemas bioldgicos pode levar ao desenvolvimento de modelos de pre-
visdo de processos metabdlicos, de forma a melhorar a descoberta de novos
farmacos e medicina personalizada. Doengas humanas sao sistemas biologicos
com alto interesse para a comunidade cientifica. Ao combinar o conhecimento
sobre vérias doengas humanas, podemos gerar uma rede de doengas. Estas redes
sdo uteis para compreender os mecanismos moleculares comuns a mais do que
uma doenga.

A literatura € uma das maiores fontes de conhecimento biomédico atuais, na
forma de artigos, patentes e outros tipos de relatdrios. Para elucidar um sistema
bioldgico, € necessdrio integrar varios estudos, sendo esta uma tarefa dispendi-
osa, devido a quantidade cada vez maior de artigos publicados. Uma possivel
abordagem para resolver este problema € através de prospecao de texto. Métodos
de prospecao de texto visam extrair automaticamente informacgao relevante da
literatura. Este métodos conseguem identificar entidades mencionadas no texto,
bem como relagdes descritas entre estas entidades. A informacdo extraida pode
ser depois usada para responder a questdes do utilizador, para melhorar a curagao
de bases de dados e para contruir grafos de conhecimento

Ontologias sdao usadas para organizar o conhecimento sobre um determinado
dominio, sendo estas usadas frequentemente pela comunidade cientifica. Uma
ontologia pode ser definida por um vocabulario de termos e uma especificagao
formal dos seus significados. Mais recentemente, a comunidade cientifica tem
dado destaque a grafos de conhecimento, que permitem ligar diversas fontes
de informacdo e estabelecer ligacdes com significado, podendo ser usadas para
responder a perguntas do utilizador. Estes grafos sdo tteis para biologia de sis-
temas devido a quantidade de conceitos e mecanismos envolvidos em sistemas
bioldgicos e a necessidade de organizar este conhecimento.

Devido aos vdrios aspectos que podem ser explorados na prospecao de texto,
varias tarefas foram estabelecidas. Uma destas tarefas é o reconhecimento de
entidades, que consiste em identificar as entidades mencionadas relevantes num
dado texto. Nos sistemas bioldgicos, estas entidades podem ser genes, proteinas,
doencas, fendtipos ou farmacos, por exemplo. O desafio desta tarefa é ter em



conta a grande variabilidade de algumas nomenclaturas e da linguagem escrita,
bem como o facto de haver sempre novas entidades, e, por isso, os vocabuldrios
nunca estarem totalmente atualizados. Outra tarefa, que € geralmente sequen-
cial a anterior, consiste em corresponder as entidades extraidas a uma referéncia
externa, de modo a ligar diversas fontes de informacdo. Neste caso hd que ter
em conta os varios sinénimos e acréonimos que podem ser usados para men-
cionar conceitos. Finalmente, outra tarefa consiste em extrair relagdes descritas
no texto entre entidades. O objetivo € classificar se cada par de entidades rep-
resenta uma relac@o ou nao, e, se assim for, de que tipo.

Abordagens automdticas para cada uma destas tarefas podem ser avaliadas in-
dividualmente usando um conjunto de teste, com documentos anotados manu-
almente. No caso do reconhecimento de entidades, as anotagdes representam a
localizacdo das entidades no texto. No caso da ligacao de entidades, as anotagdes
sd0 o conceito que representa cada entidade, e € avaliado se o conceito a que
cada entidade foi ligado é o mais correto. Finalmente, para extracdo de relagdo,
as anotagdes sdo as relagdes descritas nos documentos, sendo estas depois com-
paradas com as relacOes extraidas automaticamente. O sucesso dos métodos de
prospecdo de texto nestas tarefas depende do dominio ao qual sdo aplicadas.
Considerando que a linguagem cientifica € em geral mais complexa de com-
preender do que outros dominios, por isso os resultados também tendem a ser
inferiores.

A hipdtese desta tese foi se € possivel elucidar sistemas biolégicos através de
solucdes de prospecdo de texto que fazem extracdo automatica de informacgao de
documentos. De forma a testar esta hipotese, trés objetivos foram estabelecidos,
tendo em conta as tarefas previamente mencionadas.

O primeiro objetivo consistiu em desenvolver solugdes de prospecao de texto
para o reconhecimento de entidades biomédicas em texto, que € o primeiro
passo para gerar uma rede sobre sistemas biol6gicos. Para isso, uma abordagem
baseada em aprendizagem automatica foi explorada, a qual pode ser treinada
para entidades bioldgicas especificas, obtendo resultados com elevada qualid-
ade. Além disso, uma abordagem baseada em regras foi explorada, a qual pode
ser adaptada para vérios tipos de entidades. Estas abordagens foram comparadas
uma com a outra, bem como com o estado da arte. A primeira obteve resultados
com elevada qualidade e a segunda resultados num tempo consideravelmente
curto. Tendo em conta as vantagens e desvantagens de cada uma destas aborda-
gens, € possivel usar uma ou outra conforme as necessidades do utilizador.

O segundo objetivo consistiu no desenvolvimento de uma abordagem automaética
para ligar as entidades reconhecidas a uma base de conhecimento de referéncia.
Desta forma, a rede gerada pode ser melhorada com recurso a fontes de infor-



macao externas, pois variagdes dos termos usados para 0s mesmos conceitos sao
combinados num s6. Um método baseado no algoritmo PageRank foi desen-
volvido, de forma a fazer corresponder as entidades aos conceitos que mais
contribuem para a coeréncia global. Para isso, foi estabelecida uma medida
de coeréncia que tem em conta o conteudo de informacgao de cada conceito, bem
como a semelhanca semantica entre conceitos, calculada na ontologia. Com-
binando estes fatores, esta medida de coeréncia obtém resultados superiores
na ligagc@o de entidades nos dois dominios explorados (quimicos com interesse
bioldgico e fendtipos humanos)

O terceiro objetivo consistiu em extrair automaticamente relacdes entre entidades,
podendo assim ser usadas para criar uma rede de informac¢do. Devido a pouca
disponibilidade de conjuntos de dados anotados disponiveis para esta tarefa, foi
usada supervisdo distante para treinar um classificador de relacdes com um con-
junto de documentos e base de conhecimento. As vantagens desta abordagem
residem nos seguintes fatores: nao é necessaria a anotagao manual de docu-
mentos com relacdes; e pode ser adaptada a varios dominios usando documentos
e uma base de conhecimento apropriada. A aplicabilidade desta abordagem foi
demonstrada por aplicacdo a extra¢do de relacdes entre genes e microRNAs, e
entre células e citocinas. No primeiro caso, foi gerado um grafo de conheci-
mento para um conjunto de documentos sobre fibrose quistica, obtendo varios
microRNAs que regulam a atividade de genes relacionados com essa doenga.
Foi também gerado um grafo de conhecimento para obter mais informacao util
para terapias celulares tolerogénicas. Neste grafo foi comparada a informacao
obtida sobre células dendriticas e antigénicas com uma base de dados existente,
tendo sido possivel obter mais citocinas relacionadas com estas células.

Foi também desenvolvido um método de extracdo de relagcdes entre duas en-
tidades que combina técnicas de aprendizagem profunda com informacgdo de
ontologias, de forma a aproveitar o conhecimento de dominio incorporado nas
ontologias. Este método tem em conta os ascendentes das duas entidades para
classificar a relacdo, tendo obtido resultados positivos na extragdo de relagcdes
entre farmacos e entre fendtipos e genes.

Esta tese apresenta varias solugdes que demonstram a utilidade de métodos de
prospecdo de texto para biologia de sistemas, através da extra¢do de informacao
especifica para o dominio, usando a literatura. As abordagens apresentadas
facilitam a integracdo de vdrias areas de investigacdo e levam a uma melhor
compreensdo de sistemas bioldgicos. No futuro, estas abordagens podem ser
combinadas num unico sistema, que possa ser usado para analisar a informacgao
obtida sobre varias doencas.



Palavras Chave: Prospe¢do de texto; Extracdo de Informagao; Biologia de Sis-
temas; Aprendizagem Automatica



De acordo com o disposto no artigo 24° do Regulamento de Estudos de Pos-
Graduacgdo da Universidade de Lisboa, Despacho n® 7024/2017, publicado no
Diério da Republica —2* Série —n°® 155 —11 de Agosto de 2017, foram utilizados
nesta dissertacdo resultados incluidos nos seguintes artigos:

e A. Lamurias and F. Couto. ‘Text Mining for Bioinformatics using Bio-
medical Literature’. In: Reference Module in Life Sciences (Encyclopedia
of Bioinformatics and Computational Biology). Vol. 1. Oxford: Elsevier,
2019. DOI: https://doi.org/10.1016/B978-0-12-809633—
8.20409-3 (Capitulo 2)

e F. Couto and A. Lamurias. ‘Semantic similarity definition’. In: Reference
Module in Life Sciences (Encyclopedia of Bioinformatics and Computa-
tional Biology). Vol. 1. Oxford: Elsevier, 2019. DOI: https://doi .
org/10.1016/B978-0-12-809633-8.20401-9 (Capitulo 3)

e Francisco Couto and Andre Lamurias. ‘MER: a Shell Script and An-
notation Server for Minimal Named Entity Recognition and Linking’. In:
Journal of Cheminformatics 10.58 (2018). 1SSN: 1758-2946. DOI: https:
//doi.org/10.1186/s13321-018-0312-9 (Capitulo 4)

e A. Lamurias, L. Clarke and F. Couto. ‘Extracting MicroRNA-Gene Re-
lations from Biomedical Literature using Distant Supervision’. In: PLoS
ONE 12.3 (2017). 1SSN: 1932-6203. DOI: https://doi.org/10.
1371/70ournal .pone.0171929 (Capitulo 6)

e A. Lamurias et al. ‘Generating a Tolerogenic Cell Therapy Knowledge
Graph from Literature’. In: Frontiers in Immunology 8.1656 (2017). ISSN:
1664-3224. DOI: https://doi.org/10.3389/fimmu.2017.
01656 (Capitulo 7)

e Andre Lamurias et al. ‘BO-LSTM: Classifying relations via long short-
term memory networks along biomedical ontologies’. In: BMC Bioin-
formatics 20.10 (2019). 1SSN: 1471-2105. DOI: https://doi.org/
10.1186/512859-018-2584-5 (Capitulo 8)

No cumprimento do disposto da referida deliberacao, a autora esclarece serem
da sua responsabilidade, exceto quando referido o contrédrio, a execucdo das
experiéncias que permitiram a elaboracdo dos resultados apresentados, assim
como da interpretacdo e discussdo dos mesmos. Os resultados obtidos por out-
ros autores foram incluidos com a autoriza¢do dos mesmos para facilitar a com-
preensao dos trabalhos e estdo assinalados nas respetivas figuras e metodologias.


https://doi.org/https://doi.org/10.1016/B978-0-12-809633-8.20409-3
https://doi.org/https://doi.org/10.1016/B978-0-12-809633-8.20409-3
https://doi.org/https://doi.org/10.1016/B978-0-12-809633-8.20401-9
https://doi.org/https://doi.org/10.1016/B978-0-12-809633-8.20401-9
https://doi.org/https://doi.org/10.1186/s13321-018-0312-9
https://doi.org/https://doi.org/10.1186/s13321-018-0312-9
https://doi.org/https://doi.org/10.1371/journal.pone.0171929
https://doi.org/https://doi.org/10.1371/journal.pone.0171929
https://doi.org/https://doi.org/10.3389/fimmu.2017.01656
https://doi.org/https://doi.org/10.3389/fimmu.2017.01656
https://doi.org/https://doi.org/10.1186/s12859-018-2584-5
https://doi.org/https://doi.org/10.1186/s12859-018-2584-5




List of Figures
List of Tables
List of Abbreviations

1 Introduction

1.1 Objectives . . . . . . ...
1.2 Methodology . . . . ... .. ... ... ... ... ...
1.2.1 Named Entity Recognition . . . . . ... ... ..

1.2.2  Entity Linking

1.3 Contributions . . . . . .. ... ... ... ... ...
1.3.1 Objectivel . . . ... ... ... ... ......
1.32 Objective2 . . . ... .. ... ...
1.33 Objective3 . . . ... ... ... ..
1.4 Overview . . . . . . . . . i e

2 Text Mining for Bioinformatics using Biomedical Literature
ANDRE LAMURIAS AND FRANCISCO M. COUTO

2.1 Introduction . . . . . ... .. ... ... .. ...,
2.2 Background/Fundamentals . . . .. ... ... ......

2.2.1 NLP Concepts

2.2.3 Text Mining Approaches . . . . .. ... ... ..
2.2.4 Biomedical Corpora . . . .. ... ... ... ..
2.3 Text Mining Toolkits . . . . . ... ... ... ......
2.4 Biomedical Text Mining Tools . . . . . .. ... ... ..
2.4.1 NER and Normalization . .. ... ... ... ..
2.4.2 Relationship and Event Extraction . . . . . . . ..
2.5 Applications . . . . .. ..o
2.6 Community Challenges . . . . .. ... ... .......
2.7 Future Directions . . . . . . .. ... ... .. ......
2.8 ClosingRemarks . . ... ... ..............

2.9 Acknowledgement

XV

1.2.3 Relation Extraction . . . . . . ... ... .....

222 TextMining Tasks . . .. ... .. ... .....

Contents

xviii

xxi



CONTENTS

3 Semantic similarity definition 53
FRANCISCO M. COUTO AND ANDRE LAMURIAS

3.1 Introduction . . . . . . . . . . . . . . e 54

31,1 Why? . 54

3.1.2 What? . . . . . e 55

3.1.3 How? . . . . . e 56

32 SemanticBase. . . . . . .. .. ... 57

3.3 InformationContent. . . . . . . . . . . . . . e 58

3.4 Shared Ancestors . . . . . . . . .. e 60

3.5 Shared Information . . . . . . . . . . ... 61

3.6 Similarity Measure . . . . . . .. ..o 62

3.6.1 Entity Similarity . . . ... ... ... ... 63

3.7 Future Directions . . . . . . . . . . . . .. e 65

3.8 ClosingRemarks . . . ... ... ... ... .. .. .. .. 66

3.9 Acknowledgement . . . . ... ... ... L 66

4 MER: a Shell Script and Annotation Server for Minimal Named Entity Recog-
nition and Linking 69

FRANCISCO M. COUTO AND ANDRE LAMURIAS

4.1
4.2

4.3

4.4

4.5

Introduction . . . . . . ... 70
MER . . . e 73
421 Input . ... .. 73
4.2.2 Inverted Recognition . . . . . . ... ... ... ... ... ... 75
423 Linking . . . . . . .. e 79
Annotation SEIVer . . . . . . . . ..o e e e 79
4.3.1 Lexicons . . . . . . . . . e e e 79
432 Inputand Output . . . . . .. ... ... ... 80
4.3.3 Infrastructure . . . . . . . . . ... 81
Results and Discussion . . . . . . . . . .. . . . . ... 82
4.4.1 Computational Performance . . . .. ... .. ... ... ..... 82
44.2 PrecisionandRecall . . ... ... ... ... ... ... . ... 84
Conclusions . . . . . . ... e 86

5 PPR-SSM: Personalized PageRank using Semantic Similarity Measures for En-
tity Linking 95

ANDRE LAMURIAS, LUKA A CLARKE, FRANCISCO M COUTO

5.1
5.2

Introduction . . . . . . ... 96
Related work . . . . . . . . . . . 98
5.2.1 Graph-based approaches . . . . .. ... ... L0 98
5.2.2 Biomedical entity linking . . . . . .. ... ... ... ... ..., 99

Xvi



CONTENTS

5.3 Methods . . . . . . L 100
5.3.1 Problem definition . . . . .. ... ... ... oo 100
5.3.2 Ontology-based Personalized PageRank . . . . . ... .. .. .. 101
5.3.3 Semantic similarity . . . . ... ..o oL Lo 103
534 Models . . . ... 106
54 Resultsand discussion . . . . . . ... 107
541 Data. .. ... e 107
542 Evaluationsetup . . . .. ... ... ..o 109
543 Experiments . . . . ... .. ... e 110
54.4 Erroranalysis . . . . . .. ... 111
5.5 Conclusion . . . . ... 113

Extracting MicroRNA-Gene Relations from Biomedical Literature using Dis-

tant Supervision 119
ANDRE LAMURIAS, LUKA A CLARKE AND FRANCISCO M CoUTO
6.1 Introduction . . . . . . . . ... 120
6.2 Materialsand Methods . . . . . . . . ... L L oo 126
6.2.1 Corpora . . . . . . . ... 126
6.2.2 Evaluation . . .. .. .. ... ... 129
6.2.3 Identifying Biomedical Relations . . . . . . ... ... ... ... 131
6.2.4  Supervised Machine Learning and Co-occurrence approaches . . . 136
6.2.5 Biomedical Named Entity Recognition . . . . ... .. .. .. .. 137
6.3 Results. . . . . . . e 140
6.4 DISCUSSION . . . . . . . . L 142
6.4.1 Evaluation of miRNA and Gene Entity Recognition . . . . . . . .. 146
6.5 Conclusion . . . .. . . . . . . ... e e 147
Generating a Tolerogenic Cell Therapy Graph 157
ANDRE LAMURIAS, JOAO D. FERREIRA, LUKA A. CLARKE, FRANCISCO M. COUTO
7.1 Introduction . . . . . . . ... 158
7.2 Materialand Methods . . . . . . ... Lo 161
721 Datasets . . . . . .. e e e 162
7.2.2 Named entity recognition . . . . . . . . . . .. ..o 164
7.2.3  Cell-cytokine relation extraction . . . . . . . . . ... ... .... 165
7.2.4 Knowledge graph for tolerogenic cell therapy . . . . . . .. .. .. 170
7.3 Results. . . . . . .. 171
7.4 DISCUSSION . . . . . v v vt e e e 175
7.4.1 Comparison between ICRel and immuneXpresso graphs . . . . . . 176
7.4.2 Manual evaluation . . . . .. ... L Lo 179
7.4.3 Conclusion and future directions . . . . . . . ... ... ... ... 183

xXvil



CONTENTS

8 BO-LSTM: Classifying relations via long short-term memory networks along

biomedical ontologies 191
ANDRE LAMURIAS, DIANA SOUSA, LUKA A CLARKE AND FRANCISCO M COUTO

81 Background . . . . . . ... 192
8.1.1 Deep learning for biomedical NLP . . . . . ... ... ... .... 194

8.1.2  Ontologies for biomedical text mining . . . . . . .. ... ... .. 196

82 Methods . . . . . . . . e 198
8.2.1 Datapreparation . . . . . . . . . ... ... 198

822 BO-LSTMmodel . . . .. .. ... ... ... ... ....... 202

8.2.3 Baselinemodels . .. ................ ... ..., 205

83 Results. . . . . . . e 206
84 Discussion. . . . . ... e 212
85 Conclusions . . . . . . ... 214
9 General discussion and conclusions 225
9.1 Summary of contributions . . . . ... ..o 226
9.1.1 Objective 1 . . . . . . ... e 226
9.1.2 Objective2 . . . . . . . e 227

9.1.3 Objective3 . . . . . . .. 227

9.2 Futurework . . . . .. .. 228

xviii



1.1
1.2
1.3
1.4

3.1

4.1
4.2
4.3

4.4
4.5

4.6

4.7

4.8

4.9

4.10

4.11

4.12

4.13

5.1

6.1
6.2

List of Figures

Growth of the total number of citations in the MEDLINE database. . . . . . 4
Number of worldwide patent applications submitted to patent offices by year. 5
Number of registered studies in ClinicalTrials.gov by year. . . . . .. . .. 6
Visual representation of the objectives of this thesis, how they are associated

with each other and their expected output. . . . . . . . ... ... ... .. 9
Example of a classification of metals with multiple inheritance. . . . . . . . 60
Example of the contents of a lexicon file representing four compounds. . . . 74
A snippet of the contents of the links file generated with ChEBI . . . . . . 74
A snippet of the contents of the links file generated with the Human Pheno-

type Ontology . . . . . . . .. 74

A snippet of the contents of the links file generated with the Disease Ontology 74
Example of the contents of the links file representing compounds CHEBI: 18167,

CHEBI:15940, CHEBI:15763 and CHEBIL:76072. . . . . . . ... ... .. 75
Content of each of the four files created after pre-processing the input file
shownin Figure 4.1. . . . .. ... ... . oo 75
Example of a given sentence to be annotated (first line), and its one-word
and two-word patterns created by MER. . . . . . . ... .00 77
Output example of MER for the sentence in Figure 4.7 and the lexicon in
Figure 4.1 without any linksfile . . . .. ... ... ... ......... 77
Output example of MER for the sentence in Figure 4.7, the lexicon in Fig-
ure 4.1, and the links file of Figure 4.5 . . . . . .. ... ... ... .... 77
Output example of MER for the abstracts with PubMed identifiers: 29490421
and 29490060, and the Human Disease Ontology . . . . . . ... ... .. 78
Number of terms, words, and characters in the lexicons used in TIPS, ob-
tained by using the following shell command: we —-1mw *.txt. .. ... 80
Output example of MER using BeCalm TSV format for the sentence in Fig-
ure 4.7 and the lexicon in Figure 4.1 . . . . . . ... ... .. ... ... 81
Screenshot of the MER web graphical user interface. . . . ... ... ... 83

Example of the graph generated from abstract PMID2888021 using HPO. . 103

Pipeline used to perform the experiments. . . . . . .. ... ... ..... 130
Multi-instance learning bags. . . . . . . ... ... L. 134

XixX



LIST OF FIGURES

7.1
7.2
7.3
7.4

7.5
7.6

8.1

8.2

8.3
8.4

8.5

Pipeline of the ICRel system. . . . . . . ... ... ... ... ....... 162
Example of an abstract being processed by the ICRel system. . . . . . . . . 163
Demonstration of a machine learning workflow for cell-cytokine pair classi-
fication. . . . . . ... 166
Precision-recall curves obtained using the classifier confidence score and
pair frequency. . . . . . . ... 173
Overview of the ICRel knowledge graph. . . . . ... ... ... ... .. 174
Subgraph created using the longest paths of the ICRel and immuneXpresso
graphs with at least three nodes in common. . . . . . .. ... ... .... 177

An excerpt of the ChEBI ontology showing the first ancestors of dopamine,

using “is-a” relationships. . . . . ... ... oo 194
BO-LSTM Model architecture, using a sentence from the Drug-Drug Inter-
actions corpus asanexample. . . . . .. ..o oo 199

BO-LSTM unit, using a sequence of ChEBI ontology concepts as an example. 204
Venn diagram demonstrating the contribution of each configuration of the

model to the results of the full testset. . . . . .. ... ... ........ 209
Venn diagram demonstrating the contribution of each configuration of the
model to the DrugBank (A) and Medline (B) test set results. . . . . . . .. 210

XX



2.1
22
2.3

4.1
4.2
4.3

5.1
5.2

53

6.1
6.2

6.3

6.4
6.5

6.6

7.1
7.2
7.3
7.4
7.5

8.1

List of Tables

Corpora relevant to biomedical text mining tasks. . . . . . . ... ... ..
Text mining tools for bioinformatics and biomedical literature. . . . . . . .
Bioinformatics applications that either use text mining tools or their results,
accessible fromtheweb. . . . . .. ... o000

Official evaluation results of the TIPStask . . . . . . . . . . ... ... ..

Comparison between MER and BioPortal on the HPO gold-standard corpus.

Comparison between MER and Aho-corasick on the HPO gold-standard cor-
PUS. o o e e

Summary of the gold standards used for evaluation. . . . . ... ... ...
Accuracy of PPR-SSM compared with a baseline and PPR model, on the
ChEBI-patents and HPO-GSC gold standards. . . . . . ... ... ... ..
Comparison of different semantic similarity measures for PPR-based entity
linking. . . . . . L

Corpora used to develop and evaluate the system . . . .. ... .. .. ..
Example of gene entities identified that were then matched with UniProt
ENLIICS. . . . . v o v e e e e e e e e e e e e
Example of miRNA entities identified that were then matched with miRBase
ENLIICS. . . . . v ot e e e e e e e e e e e
miRNA-gene relations extraction evaluation results on each corpus . . . . .
Entity recognition evaluation results on each corpus, for miRNA and gene
ENLLIES. . . . . . e e e
miRNA-gene relations extracted from the IBRel-CF corpus using IBRel,
ordered by maximum confidence level. . . . . . . ... ... ... .....

Results obtained on the immuneXpresso silver standard . . . . . . . . . ..
Comparison of ICRel and immuneXpresso graphs . . . . . . .. ... ...
Degree of novelty of ICRel vs. immuneXpresso. . . . . . .. ... ... ..
Cytokines and receptors identified by ICRel as being associated with APCs.
Relations of tolerogenic APC types found by the ICRel system. . . . . . . .

Evaluation scores obtained for the DDI detection task on the DDI corpus and
on each type of document, comparing different configurations of the model.

xxi

34

37

82
84

86

107

110

111

127

139

140
141

142

143

172
175
178
182
183

208



LIST OF TABLES

8.2 Evaluation scores obtained for the DDI classification task on the DDI corpus
and on each type of document, comparing different configurations of the

8.3 Comparison of DDI extraction systems

xxii



List of Abbreviations

ADR Adverse Drug Reactions

ART Average Response Time

CA Common Ancestors

CE Common Entries

ChEBI Chemical Entities of Biological interest
DCA Disjunctive Common Ancestors

DS Distant Supervision

DDI Drug-drug Interactions

EL Entity Linking

Fp Frequency in a external dataset D
HPO Human Phenotype Ontology

IC Information Content

IC jshareq Disjoint Shared Information Content
IC,}4req Shared Information Content

IE Information Extraction

KOS Knowledge Organization Systems
LSTM Long Short-Term Memory

MAD Mean Annotations per Document
MICA Most Informative Common Ancestors
ML Machine Learning

MTBF Mean Time Between Failures
MTDYV Mean Time per Document Volume
MTSA Mean Time Seek Annotations
MTTR Mean Time To Repair

NEL Named Entity Linking

NER Named Entity Recognition

NLP Natural Language Processing

OWL Web Ontology Language

POS Part-of-speech

PPR Personalized PageRank

RE Relationship Extraction

RNN Recurrent Neural Networks

SB Semantic-Base

SSM Semantic Similarity Measure

SDP Shortest Dependency Paths

xxiii



List of Abbreviations

TIPS Technical Interoperability and Performance of annotation Servers
UMLS Unified Medical Language System

URI Unique Resource Identifier

VM Virtual Machine

XXiv



Introduction

This chapter provides the necessary motivation and background to understand the ob-
jectives of this thesis. The main focus of this chapter is on showing the importance of text
mining to systems biology and disease networks. Systems biology can benefit greatly from
text mining due to the high number of studies that have to be assimilated to understand a
particular system. In this chapter, the main hypothesis of the thesis is explained, as well as

its objectives and the methods used to achieve each one.

The study of biological systems is a challenging task due to the complexity of their com-
ponents and mechanisms. Systems biology studies the components of a biological system
and how they interact as a whole, rather than focusing on each particular component [1].
Understanding biological systems can lead to the development of predictive models of meta-
bolic processes, for instance, to improve drug discovery and personalized medicine. Human
diseases are complex biological systems of major interest to the scientific community [2].
By combining knowledge about various human diseases, it is possible to generate a disease
network. These networks are useful to understand the molecular mechanisms that are com-

mon in multiple diseases. For example, Goh et al. [3] constructed a human disease network,
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based on the Online Mendelian Inheritance in Man (OMIM) database, a compendium of
human disease-causing genes and phenotypes. The authors identified that disease genes, in
contrast to essential genes, do not tend to be important in the interactome and are expressed
only in certain tissues. These networks can also be constructed with the associations between
diseases and other entities, such as symptoms [4], pathways [5], promoter regions [6] and
microRNAs (miRNAs) [7]. The development of disease networks requires the integration of

various data sources and studies, as well as extensive literature review.

Many databases exist for diverse types of information, for example, to store omics data,
such as genomics and proteomics, as well as clinical information or molecular structures.
Ontologies are used to organize the knowledge about a given domain. An ontology can be
defined as a vocabulary of terms and a formal specification of their meaning [8], and can
be represented as directed acyclic graphs, where each node represents a concept and each
edge represents a relation between two concepts. A commonly used relation type is sub-
sumption (is-a), meaning that a concept is a subclass of another concept. Ontologies are
commonly used in the biomedical informatics community, where the Gene Ontology is an
example of a successful effort at organizing the nomenclature of molecular functions, biolo-
gical processes and cellular locations [9, 10]. More recently, linked data has become more
predominant, leading to the popularization of knowledge graphs [11]. The main purpose
of knowledge graphs is to improve the organization of knowledge by connecting diverse
sources of information and establishing meaningful associations that can be used to answer
user queries [12]. Systems biology can benefit from knowledge graphs because biological
systems often involve many concepts and mechanisms, and linking knowledge about differ-

ent systems is beneficial to better understand disease networks.

Text documents, such as research articles, technical reports, and patents, are the preferred
method of communication by researchers. Researchers use documents to express new ideas,
theories, hypotheses, methods, approaches, and experimental results with other researchers

and interested parties. Therefore, there is a lot of effort put into scientific communication,



as it is an essential aspect of scientific research; the impact of a research work depends on
the way it is presented to the community. Sharing these documents is crucial to scientific
research, as new studies can use the knowledge generated by previous studies to improve
results, develop new methods, and save time and money that would have to be spent to arrive

at the same findings.

A researcher working on a biological system should consider all of the existing know-
ledge about that system, as well as other similar systems that may have analogous properties.
Systems described by large quantities of published documents require a considerable effort to
organize the information distributed across them, while less studied systems often require an
extra effort to find all relevant documents, since directly related information is scarce. Mod-
ern document repositories store large quantities of documents, providing a simple way to
find information about a specific domain. One of the largest sources of biomedical literature
1s the MEDLINE database, created in 1965. This database contains over 28 million refer-
ences to journal articles in Life and Health sciences, with an increasing number of references
being added every year (Figure 1.1). Other document repositories also contain information
relevant to Life and Health sciences. For example, the World Intellectual Property Organ-
ization (WIPO), an agency of the United Nations, reports an increasing number of patents
registered every year (Figure 1.2). A patent application contains the background information
necessary to understand the invention, as well as a detailed description of the invention. An-
other example of a biomedical text repository is ClinicalTrials.Gov, which stores information
about clinical trials (Figure 1.3). Observing the increasing growth rates shown in Figures 1.1,
1.2 and 1.3, it is clear that to find useful information in these large-scale text repositories,

automatic and efficient methods are necessary.

The documents in these repositories are written in natural language since they are created
by humans, to be understandable by other humans. However, computers are better suited to
process structured information, hence specific techniques are required to process natural

language text. Automatic methods for Information Retrieval and Information Extraction
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Figure 1.1: Growth of the total number of citations in the MEDLINE database. Source:
https://www.nlm.nih.gov/bsd/index_stats_comp.html

aim at obtaining relevant information from large datasets, where manual methods would be
infeasible. When applied to literature, this task is known as text mining [13]. Text mining
techniques have been successfully applied to biomedical documents, for example, to identify
disease names [ 4] and protein-protein interactions [ 15].

Since text mining can be approached from many different angles, the text mining com-
munity has defined tasks with specific objectives, for which methods can be proposed and
improved. This way, each task can be evaluated individually, and a pipeline that performs
multiple tasks can be assembled. One common text mining task is Named Entity Recogni-
tion (NER). The objective of this task is to identify relevant entities mentioned in any given
document. Here, an entity can refer to any type of concept relevant to satisfy our information
need. For example, it may be relevant to identify genes, diseases, phenotypes, and chemical
compounds mentioned in documents. This task is challenging since the computer does not

have any previous knowledge of what to expect from a document. While some documents
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Figure 1.3: Number of registered studies in ClinicalTrials.gov by year. Source: https:
//clinicaltrials.gov/ct2/resources/trends

may refer to a restricted group of entities, others may contain entities that may not be expec-
ted, but could be quite relevant to a researcher. Identifying entities mentioned in documents
is useful to index them or for downstream applications.

The entities found in documents may also be linked to an external reference database,
as part of a task known as Entity Linking (EL)'. Several entity types have reference know-
ledge bases that aim at cataloging the variety of instances of that entity, as well as unifying
variations of the nomenclature, assigning a unique identifier to each entity instance. For
example, ontologies such as Chemical Entities of Biological Interest (ChEBI) and Human
Phenotype Ontology (HPO) serve this purpose for biological molecules and human pheno-
types, respectively. Other databases also serve this purpose, such as UniProt for proteins and
SNOMED for clinical terms. By integrating the information extracted from text repositories

with established knowledge bases, we can improve the usefulness of text mining methods.

!"Variations of this task are also known as Entity Disambiguation, Harmonization or Normalization
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For example, we can link studies that use different nomenclatures for the same concepts, or
we can even use text mining methods to identify concepts that are missing from a particular

knowledge base.

It is expected that text documents describe not only entities and their properties, but also
the relations between them. A biological system is constituted not only by its elements but
also by their associations and the ways they interact. Text mining can also be used to identify
these relations, a task known as Relation Extraction (RE). This task is of major importance to
disease networks since the edges of the network can be defined directly from text evidence.
The ambiguity of scientific language is one of the challenges of this task, as well as the
complexity of the mechanisms described, which may involve several entities and multiple

types of relations.

The standard strategy to evaluate text mining solutions in a particular task is to perform
the task manually on a set of documents (known as the gold standard) and compare manual
and automatic annotations. In the case of NER, the segments of text identified as entities
should be the same, or partially the same. Likewise, in EL, the database records matched with
the entities are compared with the gold standard, and in RE, the sets of entities classified as
being associated are compared. Evaluation measures such as precision, recall, and F1-score
are then computed to assess the quality of the information extracted. Precision measures
the quality of the results, corresponding to the proportion of false positives in the extracted
results, while recall is the proportion of false negatives in the total information that could
have been extracted. Fl-score is the harmonic average of precision and recall, which is

important to balance these two measures.

The success of text mining methods is dependent on the domain to which they are applied
to. Comparing with domains such as news articles, biomedical literature is more complex
to perform text mining due to the variety of terms and complexity of the subject matter.
Therefore, specific approaches and solutions for this domain are necessary in order to obtain

good results.
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1.1

Objectives

The hypothesis of this thesis was that biological systems can be elucidated by the devel-

opment of text mining solutions that can automatically extract information from documents.

To test this hypothesis, I established three specific objectives. Figure 1.4 shows how these

specific objectives relate to each other, to accomplish the main objective of the thesis. These

are the three objectives of this thesis:

Objective 1 -

Objective 2 -

Objective 3 -

1.2

Named Entity Recognition (NER): Identifying the entities mentioned in a given set
of documents is the first step to generate a network about a biological system. This
objective consists in developing text mining solutions to recognize biomedical entities
in text. In Figure 1.4, we can see that the output of this task is the entities associated

with each document.

Entity linking (EL) The information extracted from a set of documents should be
linked to other knowledge bases in order to enhance its quality. This is done by link-
ing each entity to an entry of a reference knowledge base. This objective consists in
developing an automatic approach to biomedical EL. Figure 1.4 shows that the entities

found in text are converted to concepts from a reference knowledge base.

Relation Extraction (RE): To generate a network, we need to know the relations that
may exist between the concepts. Hence, we need to identify these relations in a set
of documents; This objective consists in automatically extracting relations between

entities, as shown in Figure 1.4.

Methodology

To achieve each of the previously established objectives, specific methodologies were

explored. Each objective targets a text mining task, to develop new approaches that can
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improve the results of those tasks. Using these approaches, text mining solutions were de-
veloped for specific case-studies. The methodology followed for each objective will now be

described.

1.2.1 Named Entity Recognition

The main challenge of Objective 1 - Named Entity Recognition was to develop a solution
that can be applied to various types of entities. Each nomenclature has its rules, exceptions,
and some may be more consistent than others. An effective solution to NER should recognize
entity names in text with high quality (i.e. minimal false positives and false negatives) at a
reasonable computational speed and be easily adapted to different problems.

For this objective, a rule-based solution was developed, matching the names of the con-
cepts of an ontology with the text of the documents. This solution processes the text in
a specific way so that variations of the names were also identified while taking into ac-

count computational performance. Additionally, a machine learning solution was developed,



1. INTRODUCTION

which can be trained for entity types using an annotated dataset. This solution requires more
computational resources but can obtain more accurate results than the rule-based solution.
Additionally, a crowdsourcing solution was explored to generate annotated datasets. Using
this solution, multiple people read and annotate the documents, and the most consensual an-
notations were validated, reducing the cost associated with hiring expert annotators. Each of
these solutions can be used to annotate a corpus of documents with entities, while each has

its advantages and disadvantages.

1.2.2 Entity Linking

Objective 2 - Entity Linking consisted of matching the entities found in documents with
a reference knowledge base. Documents originating from different sources may use different
nomenclatures, formatting, and spellings. Even in the same document, a drug can be referred
to by its full name and later by its abbreviation, for example. Therefore, a text mining system
should harmonize the extracted information and link to a reference knowledge base. The
vocabularies of biomedical concepts are constantly being updated as new discoveries are
made and as the community agrees on specific nomenclatures. A concept may have multiple
synonyms, and sometimes the same words may correspond to different concepts, depending
on the context, leading to a many-to-many relationship between concepts and entities.

The most straightforward solution to link entities found in documents is to match the
entity text with the labels of the knowledge base. In this thesis, different solutions were
explored, where candidate matches are picked from an ontology, and a set of concepts is
selected for each document. Then, the semantic similarity between each candidate match
of two different sets is calculated and used to generate a graph. Based on a previous work
[16], the Personalized PageRank algorithm was adapted to this graph to determine the best
candidate match of each set. A measure of coherence was formulated, using semantic simil-
arity to pick the most coherent set of concepts for that document, by maximizing the overall

coherence. The method has the advantage of requiring only an ontology with “is-a” rela-

10
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tionships, which are publicly available for several biomedical domains. The structure of
the ontology itself is explored to determine the contribution of each candidate match to the

overall coherence, and as such no training is necessary.

1.2.3 Relation Extraction

Extracting relations between biomedical entities is necessary to obtain more useful in-
formation from a large corpus of documents, hence Objective 3 of this thesis. Considering
that multiple entities may be mentioned in the same text and the complexity of scientific writ-
ing, this is a challenging task to automate. Furthermore, it is necessary to properly define the
relations to be studied and account for ambiguous cases when the text is not explicit. These
difficulties also limit the number of datasets available to develop and evaluate systems for
this task. We consider that a relation between two entities mentioned in the same sentence (a
candidate pair) is true if the sentence describes a relation between them, or false otherwise.

Supervised machine learning solutions require an annotated dataset to train a classifier
for a RE task. Since it is not feasible to manually create an annotated dataset for every
biological process, there has been an increasing interest in semi-supervised and unsupervised
approaches to RE. The common principle of these solutions is that a large unlabeled corpus
could still be used to extract relations from text, reducing the cost of manually annotating
text. If a pair of entities occurs in the same text window and the knowledge base stores a
relation between those two entities, then that text must establish a relation between the two
entities. However, this assumption, named distant supervision, does not always apply since
the text could have a different meaning. Furthermore, there is no guarantee that the text
will describe only relations contained in the knowledge base. Multi-instance learning [17]
addresses the former issue, by relaxing the distant supervision assumption. With this type of
model, the candidate pairs are grouped into bags where at least one of the pairs is true, but it
is unknown if all pairs of the same bag are true. The bags are then classified according to the

properties of their respective pairs.

11
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A multi-instance learning solution was developed to train a relation classifier on a corpus
of documents and a knowledge base containing relations between entities found in the cor-
pus. This solution can be used for several biomedical domains, and its applicability to two
different case studies was demonstrated.

Another solution to RE that was explored was supervised machine learning using recur-
rent neural networks. Deep learning is a set of machine learning methods, such as recurrent
neural networks, that focus on learning a representation of the data instead of its features.
Long short-term memory units [ 18] are a type of recurrent neural networks that, due to their
properties, have been successfully applied to RE tasks. Existing solutions train these net-
works with the information that is established in the sentence that may contain a relation.
However, these solutions are focused on the local contextual information and dismiss the
background knowledge that a reader may already have. To account for this issue, a solution
that combined recurrent neural networks with ancestor information from an ontology was
developed. The assumption of this solution is that the ancestors of a concept characterize
each of the entities of a candidate pair and can be used in conjunction with the sentence

information to determine if the relation is true.

1.3 Contributions

The main contributions of this thesis are the text mining solutions developed and tested
on biological case-studies. I developed these solutions according to the objectives previously
established, using the methods previously described. The main chapters of this thesis consist
of published and submitted papers that were written over the course of my doctoral work.
Chapters 2 and 3 consist of review papers that I co-wrote with my supervisor, about text

mining applications and semantic similarity in ontologies:

e A. Lamurias and F. Couto. ‘Text Mining for Bioinformatics using Biomedical Liter-

ature’. In: Reference Module in Life Sciences (Encyclopedia of Bioinformatics and

12
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Computational Biology). Vol. 1. Oxford: Elsevier, 2019. DOI: https://doi .

0rg/10.1016/B978-0-12-809633-8.20409-3

e F. Couto and A. Lamurias. ‘Semantic similarity definition’. In: Reference Module in
Life Sciences (Encyclopedia of Bioinformatics and Computational Biology). Vol. 1.
Oxford: Elsevier, 2019. DOI: https://doi.org/10.1016/B978-0-12~
809633-8.20401-9

1.3.1 Objective 1

The main contributions of Objective 1 were the MER (Minimal Entity Recognizer) and
IBEnt (Identifying Biomedical Entities) components. This objective resulted in a research
paper published in a Q1 journal according to the Scimago Journal Rank. I contributed to the
development, evaluation, comparison of results, and writing of this paper, and for this reason,
it was used as Chapter 3. This paper describes the MER software tool, which simplifies the
process of identifying concepts of a specific ontology in documents and obtains better results
than other rule-based tools and a lower processing time, with an average of 2.9 seconds per
document. The source code of MER is publicly available and it was deployed on a cloud

infrastructure so that it can be easily integrated with other components.

e Francisco Couto and Andre Lamurias. ‘MER: a Shell Script and Annotation Server
for Minimal Named Entity Recognition and Linking’. In: Journal of Cheminformatics
10.58 (2018). 1SSN: 1758-2946. DOI: https://doi.org/10.1186/s13321~
018-0312-9

e Code and data available at: https://github.com/lasigeBioTM/MER

I also contributed to a paper that used IBEnt to identify concepts of the Human Phenotype

Ontology in text:

13
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M. Lobo, A. Lamurias and F. Couto. ‘Identifying Human Phenotype Terms by Com-
bining Machine Learning and Validation Rules’. In: BioMed Research International
2017 (2017). 1SSN: 2314-6133. DOI: https://doi.org/10.1155/2017/
8565739

Code and data available at: https://github.com/lasigeBioTM/THP

The IBEnt component, based on machine learning algorithms, was used to participate in

the BioCreative V.5 challenge, obtaining competitive results in terms of processing time and

quality of the annotations. The MER component was also used in this competition, as an

annotation server for various types of entities. IBEnt also participated in the BioCreative V.5

challenge, as well as the 2016 and 2017 SemEval challenges:

F. Couto, L. Campos and A. Lamurias. ‘MER: a Minimal Named-Entity Recognition
Tagger and Annotation Server’. In: BioCreative V.5 Challenge Evaluation. 2017.
URL: http://www.biocreative.org/media/store/files/2017/

BioCreative_V5_paperl8.pdf

A. Lamurias, L. Campos and F. Couto. ‘IBEnt: Chemical Entity Mentions in Patents
using ChEBI’. in: BioCreative V.5 Challenge Evaluation. 2017. URL: http://
www . biocreative.org/media/store/files/2017/BioCreative_

V5_paperl2.pdf

A. Lamurias et al. ‘ULISBOA at SemEval-2017 Task 12: Extraction and classification
of temporal expressions and events’. In: [0th International Workshop on Semantic
Evaluation (SemEval). 2017. URL: http://nlp.arizona.edu/SemEval -

2017/pdf/SemEvall79.pdf

M. Barros et al. ‘ULISBOA at SemEval-2016 Task 12: Extraction of temporal ex-

pressions, clinical events and relations using IBEnt’. In: 9th International Workshop
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on Semantic Evaluation (SemEval). 2016. URL: http: //www.aclweb.org/

anthology/S/S16/S16-1196.pdf

Finally, a crowdsourcing solution to create datasets for NER was presented at the IN-

Forum 2017 symposium and at the ICBO 2015 conference early careers track:

e L. Campos, A. Lamurias and F. Couto. ‘Can the Wisdom of the Crowd Be Used to
Improve the Creation of Gold-standard for Text Mining applications?’ In: INForum
- Simpdsio de Informdtica. 2017. URL: https://www.researchgate .net/
publication/318751152_Can_the_Wisdom_of__the_Crowd_Be_
Used_to_TImprove_the_Creation_of_Gold-standard_for_Text_

Mining_applications

e A. Lamurias et al. ‘Annotating biomedical terms in electronic health records using
crowd-sourcing’. In: International Conference on Biomedical Ontologies (ICBO),

Early Career. 2015. URL: http://ceur-ws.org/Vol-1515/earlyl . pdf

1.3.2 Objective 2

For the EL objective, I developed a component that matches a set of entities found in doc-
uments to an ontology, by maximizing the global coherence of the concepts. This compon-
ent was applied to two case-studies and a research article was written detailing the methods
and results obtained, and submitted to a Core A conference. This manuscript was used as
Chapter 8 of this thesis. The method used for this component was superior to a string match-
ing baseline, obtaining an accuracy of 0.8039 for one of the case-studies. Furthermore, the
previously mentioned MER component also performs EL when used with the vocabulary of

an ontology.
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