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Abstract
Automated community detection is an important problem in the study of complex 
networks. The idea of community detection is closely related to the concept of data 
clustering in pattern recognition. Data clustering refers to the task of grouping sim-
ilar objects and segregating dissimilar objects. The community detection problem 
can be thought of as finding groups of densely interconnected nodes with few con-
nections to nodes outside the group. A node similarity measure is proposed here 
that finds the similarity between two nodes by considering both neighbors and non-
neighbors of these two nodes. Subsequently, a method is introduced for identifying 
communities in complex networks using this node similarity measure and the notion 
of data clustering. The significant characteristic of the proposed method is that it 
does not need any prior knowledge about the actual communities of a network. 
Extensive experiments on several real world and artificial networks with known 
ground-truth communities are reported. The proposed method is compared with var-
ious state of the art community detection algorithms by using several criteria, viz. 
normalized mutual information, f-measure etc. Moreover, it has been successfully 
applied in improving the effectiveness of a recommender system which is rapidly 
becoming a crucial tool in e-commerce applications. The empirical results suggest 
that the proposed technique has the potential to improve the performance of a rec-
ommender system and hence it may be useful for other e-commerce applications.
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1 Introduction

Understanding and various modeling aspects of large scale real world complex 
networks have been widely explored during the last decade [3, 12, 33, 34, 57]. 
The term complex network refers to any large, dynamic, random graph that cor-
responds to a complex system, where the nodes of the network represent the indi-
viduals and the edges symbolize the relations between them [35]. Examples of 
real world complex networks include World Wide Web (WWW), biological net-
works, communication networks, citation networks, social networks etc. Recently, 
social networks e.g., Twitter, Facebook have gained popularity through the 
involvement of large number of people and the exchange of information between 
them. In spite of the differences in the interpretation of vertices and edges, com-
plex networks display appreciable topological similarities and therefore it is 
important to study those topological properties that ensure the similarities. Com-
munity structure is an important topological property of complex networks and 
in recent years, detecting communities is of great importance in sociology, biol-
ogy and computer science, where systems are often represented as graphs [56]. 
A community is defined as a subset of vertices that are densely connected in a 
relatively sparse neighborhood. Modules, motifs, and communities are other 
terminologies that refer to such dense sub graphs. The issue of community dis-
covery closely corresponds to the idea of data clustering in a system. Clustering 
algorithms partition a data set into several groups such that the data points in the 
same group are close to each other and the points across groups are far from each 
other [7]. The task of community discovery is to segregate a network into groups 
of vertices having high density of edges within groups, and low density of edges 
between groups [4]. A metric is required for such real world network clustering 
to quantify the existence of a node in a particular community, which is known as 
node similarity. In the earlier studies, researchers have proposed different models 
for community discovery by using existing distance functions e.g., Jaccard dis-
tance, Hub Promoted Index etc. to find similarity between nodes [2, 26, 43, 61]. 
These studies are mostly focused on finding connection between any two nodes 
based on their local information, but the local information may not represent the 
actual community structure in a network. An effective node similarity measure 
should determine the similarity between two nodes by considering their pairwise 
connectedness across the entire network. However, such an approach is lacking 
till date and it holds promise if one such algorithm can be developed.

Therefore a node similarity measure between a pair of nodes is proposed in 
this spirit and it is named as nodality. Intuitively, nodality determines the simi-
larity between two nodes by finding their connections with every other node in 
the network. It assigns a non negative score to each pair of nodes to measure 
the degree of similarity. A negative nodality score denotes that a pair of nodes 
are not connected. Subsequently, a community detection technique is introduced 
using the idea of hierarchical data clustering and the proposed nodality measure. 
In principle, the proposed algorithm groups two nodes with high node similarity 
between them in the same community. Initially, the method treats every node as 
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a community and then merges two communities that have a minimum distance. 
Therefore, it finds next minimum distant communities and merges them and so 
on. The process continues until there exists no two communities with finite dis-
tance. The proposed algorithm never merges two communities with infinite dis-
tance. Thus, the proposed community detection algorithm determines the number 
of communities automatically. The distance of two communities is determined 
by nodality of the nodes between the communities. The distance between two 
communities is infinite when the nodality between every pair of nodes, taking 
one from each cluster is negative. The significant characteristic of the proposed 
community detection algorithm is that it does not require any prior knowledge 
about the number of desired communities. The main contributions in this article 
are, a new node similarity measure and an agglomerative hierarchical community 
detection technique that can explicitly identify two dissimilar communities. The 
performance of the proposed method is compared with several state of the arts 
and traditional community detection algorithms on various well known real world 
networks. The analysis of the results shows that the proposed algorithm success-
fully identifies the natural communities present in a network.

Furthermore, the proposed community detection algorithm is used for collabora-
tive filtering based recommender system, a typical e-commerce application [8, 52]. 
A recommender system for an e-commerce site recommends products that are likely 
to be suitable to user needs. Collaborative filtering (CF) [8, 16] is an useful recom-
mender system technology to date, and is used in many successful recommender 
systems on the web [52]. Most collaborative filtering based recommender systems 
build a neighborhood of like minded customers. Once a neighborhood of users is 
formed, these systems use several algorithms to produce recommendations. The aim 
is to integrate the proposed community detection method with the neighborhood 
based recommender systems. To this end we have used the adsorption algorithm [5], 
for recommending items using implicit user preferences. Through comprehensive 
experimental analysis on a DBLP co-author dataset, the approach of integrating the 
proposed community detection technique with the adsorption algorithm is shown to 
deliver good performance in recommending collaborators for an user.

The remainder of the paper is organized as follows. Section  2 describes some 
related works. The general idea of node similarity is described in Sect. 3. The pro-
posed node similarity measure and the community detection technique are explained 
in Sect. 4. Section 5 presents the experimental results with a detailed analysis of the 
results and its application in the filed of e-commerce. Finally we conclude and dis-
cuss about the scopes of further works in Sect. 6.

2  Related works

Community discovery has been well studied in the past few years and many meth-
ods have been developed. The discovery of communities in a network provides an 
understanding about the structural topology of each community and its organiza-
tion principles, e.g., a community in social networks usually contains users having 
similar characteristics that make them different from the others [29]. Identifying 
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communities in a network is nothing but partitioning a graph into set of disjoint 
sub graphs having similar properties within the graph. Let G = (V ,E) be a graph, 
where V is the set of vertices and E is the set of edges. Detecting non overlap-
ping communities of the graph G is equivalent to partition G into k disjoint sub 
graphs Gi = (Vi,Ei) , in which Vi ∩ Vj = � ∀ i ≠ j , and V =

⋃k

i=1
Vi . The number of 

sub-graphs, k, may be denoted as a priori. The sub graphs Vi,Vj may overlap for 
overlapping communities, i.e. Vi ∩ Vj ≠ � . Simple undirected graph is considered 
throughout the article. Some methods for detecting both overlapping and non over-
lapping communities in a network are discussed in this section. A comprehensive 
reviews on both disjoint and overlapping community detection have been presented 
by Coscia et al. [14]. Xie et al. [55] contrasted the performance of 14 state-of-the-
art algorithms for overlapping community detection on both synthetic graphs and 
on real-world social networks with no known ground-truth communities. Similarly, 
Leskovec et al. [24] evaluated the structural quality of the communities identified by 
various algorithms on real-world networks.

The majority of algorithms for community detection find disjoint communities; 
that is, each node belongs to at most one community. Several graph theoretic and 
probabilistic techniques are used to detect the communities over real world and arti-
ficial networks, such as, finding cliques, partitioning graph, maximizing the modu-
larity, random walk, stochastic block models, etc. [4, 20, 39, 58, 60]. One of the 
graph partitioning methods, known as the Min-max cut method, makes a partition 
of a graph into two communities, say A and B, with the principle of minimizing the 
number of connections between A and B and maximizing the number of connections 
within each of A and B [17]. The algorithm searches for those two communities (or 
sub graphs), whose cut is minimized while maximizing the remaining edges. The 
top-down hierarchical approach has to be followed for finding k communities, by 
splitting the graph into two communities, and then further splitting these communi-
ties, and so on, until k communities have been detected. The major limitation of any 
graph partitioning method is that the method requires the number of partitions a 
priori, which may not be known in advance. Several metrics such as modularity have 
been proposed as a quality measure of network clustering [13, 24, 30]. The Louvain 
[9] method (LOUVN) is a widely used heuristic greedy algorithm for disjoint com-
munity detection by network modularity optimization. Clauset et  al. proposed the 
CNMA (Clauset Newman Moore Algorithm) method based on a fast greedy algo-
rithm proposed by Newman et al. [31], that builds an explicit hierarchical tree from 
small clusters to large ones. In order to achieve speedy performance, it maintains 
a data structure that tracks the change of modularity at each iteration, and itera-
tively generates the optimal level of the hierarchy structure [13]. Recenet research 
also integrates the node neighbourhood information’s with the modularity struc-
ture to detect the communities present in a network [11]. The Scalable Community 
Detection Algorithm (SCDA) creates a set of disjoint partitions of the input graph. 
By combining different strategies, SCDA partitions the graph by maximizing the 
Weighted Community Clustering (WCC), a recently proposed community detection 
metric based on triangle analysis [40]. Another traditional method of spectral clus-
tering by calculating the Leading Eigenvector (LEADE) of the modularity matrix 
was proposed by Newmann [32] to identify the disjoint communities in a network. 
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Adamcsek developed a method CFinder, which is an implementation of the clique 
percolation method [1]. It finds all the maximal cliques in a graph and then forms 
communities by merging cliques with common nodes. The Core Groups Graph 
Cluster (CGGC) method is an ensemble learning method, which combines the out-
put of different clustering methods to determine the final partitions of the network 
[36]. Another heuristic algorithm is Walktrap (WLKTP) [39] that measures the sim-
ilarity between vertices based on random walks in order to detect the communities 
in a network. The COmplex Network CLUster DEtection (CONCLUDE) algorithm 
aims to combine the accuracy of global methods with the efficiency of local methods 
using random walk [15]. Label Propagation Algorithm (LPA) has been proposed by 
Raghavan et al. [41] to detect both disjoint and overlapping communities by propa-
gating labels representing community membership between nodes in a graph. Here 
every node is initialized with a unique label and at every step each node adopts the 
label that most of its neighbors currently have. Speed and Performance In Cluster-
ing (SPICi) [19] is a greedy heuristic algorithm that produces an incomplete clus-
tering and is designed to work on large biological networks. The major limitation 
of these randomized algorithms is that they might get stuck at densely connected 
regions of a graph corresponding to a community. Top Graph Clusters (TopGC) [27] 
is a probabilistic clustering algorithm that finds the top well-connected clusters in a 
graph. Lancichinetti et  al. proposed OSLOM (Order Statistics Local Optimization 
Method) [22] for detecting overlapping communities, which tests the statistical sig-
nificance of a community with respect to a random graph model. Table 1 summarize 
the above mentioned recent community detection methods.

During the last decade, in the filed of e-commerce, many researchers [38, 45, 46, 
53, 54, 59] have addressed the important problems such as recommendation of items 
to a user, opinions of the users on different items, buying behavior patterns of the 
users etc. through the methods of clustering the users or items into different mean-
ingful groups. Many researchers [38, 46, 59] have applied the community detection 
methods to cluster the users based on similarity of their rating or co-purchasing a 
product and have further used the clusters to generate recommendations. Sarwar 
et al. [47] improve the performance issue of neighborhood based approaches [8, 16, 
52] by accumulating the neighborhood formation process through the use of cluster-
ing. Here, Collaborative Filtering (CF) is a popular and widely used neighborhood-
based approach for recommender systems regardless of the application domain [8, 
16, 52] and adsorption [5] is one such neighborhood based algorithm which is used 
in applications such as recommending Youube videos, movies and sentiment analy-
sis of text data. The Adsorption algorithm is a random walk based approach and 
works by propagating preference information through graphs. The intuition behind 
the algorithm is that a user’s preference for items is likely to match the items com-
monly preferred by similar users. Recently, Parimi et  al. [38] used the modular-
ity based community detection method [9] to generate neighborhood for users and 
applied collaborative filtering [8, 52] on the neighborhood for recommending col-
laborators and books to users. They have integrated the identified communities with 
the neighborhood based recommender systems [16], specifically, the Adsorption 
algorithm [5], for recommending items using implicit user preferences. Similar to 
the approaches as discussed in [38, 47] is also adopted here to integrate the proposed 
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nodality based community detection technique with the Adsorption algorithm for 
recommending collaborators to a user in a DBLP co-author data set. The applicabil-
ity of the proposed method in the filed of e-commerce has thus been explored.

3  Notion of node similarity

The similarity between two nodes in a network is a measure of closeness based on 
their behaviors across the whole network. Two nodes are considered to be similar, 
if they have many common features associated with them. Several node similarity 
measures have been developed based on local information or features to predict the 
missing links between nodes and to reveal the community structure in complex net-
works [26, 61]. Let G = (V ,E) be a undirected graph, where V is the set of vertices 
and E is the set of edges. Let us consider G as a simple graph, i.e., it does not con-
tain multiple edges and self loops. Usually two nodes, a, b ∈ V  , are more similar, if 
they have many common neighbors (CN). Therefore the simplest measure of simi-
larity Sab between two nodes a and b can be defined by simply counting the common 
neighbours as follows:

where � (i) is the neighbourhood of i, i = a, b . Several other similarity measures 
have been proposed based on the number of common neighbors, yet with different 
normalization methods, such as Jaccard Index [2], Hub Promoted Index [43], Hub 
Depressed Index [43] etc. Therefore, we can measure the similarity of each pair of 
nodes according to the above measures, but it can not guarantee the existence of a 
direct link between them. Hence these measures may some time affects the discov-
ery of natural communities in a network. Additionally, some of the above metrics 
are unable to capture the indirect connectivity between pair of nodes, which may 
result inaccurate detection for community structure in the networks.

4  A similarity assessment technique for community detection 
of a network

The existing node similarity measure finds the relation between two nodes mostly 
by using the local information e.g., the common neighbors of two nodes. The local 
information may not be useful to identify the relation between two nodes. Instead 
the similarity between two nodes should be determined by checking all of their 
neighbors and non-neighbors in a network. Therefore, if two nodes are highly simi-
lar then they should have similar connectedness with most of the other nodes across 
the network i.e., in ideal condition, if two nodes x and y are connected and if x have 
a connection to any other node z then y must have a connection to z. This significant 
phenomenon is not observed in the existing node similarity measures.

SCN
ab

= |� (a) ∩ � (b)|,
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4.1  A node similarity measure

A new similarity measure, nodality is proposed in this spirit to find the similar-
ity between two nodes. The similarity measure exhaustively checks all the nodes 
in a network to determine the relation between two nodes. Nodality between two 
nodes is determined depending on their connection with every other node in the 
network. Intuitively, two nodes have highest similarity, if they are connected and 
they have almost the same connectedness with every other node in the network 
(i.e., both are either connected or disconnected to all the other nodes). The nodal-
ity is thus designed to find the grade of similarity or relation of a pair of nodes 
that are connected to each other. Let us define a score Di,j between node ni and nj 
as follows:

where � (i),� (j) respectively denote the set of neighbors of any two nodes say, ni 
and nj . Here neighbors of a node ni indicate the nodes with which ni is connected. 
Therefore the nodality between nodes ni and nj, ∀i, j has been defined as

here M denotes the total number of nodes in the entire network. Two nodes ni, nj 
have maximum nodality M, if ni and nj connected to each other and they are also 
connected to every other node in the network. However, this is an ideal case and 
hardly occur in real life networks. The minimum value of nodality becomes zero 
when Di,j = M . Unlike other node similarity measures, nodality takes into account 
the connections of the said two nodes ni , nj with all the other nodes in the network 
when measuring the relation between them. Di,j indicates the number of nodes with 
which, if ni is connected then nj is not connected and the vice versa i.e., the together-
ness of ni and nj is not observed in these cases. As the Di,j value increases, the rela-
tion between the nodes ni and nj decreases. If Di,j = 0 then ni and nj are exactly simi-
lar. Actually Di,j denotes a grade of dissimilarity and it indicates that ni and nj have 
different connectedness with Di,j number of nodes. The nodality is used to define 
the distance between two communities in the first stage of the proposed community 
detection method. Nodality has some interesting properties which are as follows.

• It is symmetric. For every pair of nodes ni and nj , we have 
nodality(ni, nj) = nodality(nj, ni).

• If ni = nj i.e., if the nodes are same then nodality(ni, nj) = 0 . However 
nodality(ni, nj) = 0 indicates that Di,j = M i.e., the nodes are connected to each 
other and both the nodes are connected to all the other nodes in the network, 
but still they are different nodes i.e., ni ≠ nj Hence nodality is not a metric.

• It should be noted that the only negative value of nodality is −1 . This negative 
nodality value denotes the complete dissimilarity between two nodes. For the 
rest of the cases, nodality in general is positive and zero only when Di,j = M.

(1)Di,j = |� (i) ∪ � (j)| − |� (i) ∩ � (j)|,

(2)nodality(ni, nj) =

{
M − Di,j, if ni & nj are connected

−1, otherwise
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4.2  Proposed method for community discovery

A distance function is defined to determine the distance between two communities 
of a network. It finds the distance between two communities say, CMx and CMy . Let 
Wxy be a multi-set consisting of the nodality values between each pair of nodes, one 
from CMx and the other from CMy and it is defined as follows:

Note that Wxy consisting of all the occurrences of the same nodality values (if any) 
for different pairs of nodes. Wxy remains an empty set when the nodality value 
between each pair of nodes, one from CMx and the other from CMy is negative. The 
proposed distance between two communities CMx and CMy can be defined as

The function comm_dist finds the distance between two communities CMx and 
CMy as the maximum of the multi set of non-negative nodality values. The dis-
tance between two communities is infinite, if there exist no two nodes that have a 
non-negative nodality value i.e., no connected pair of nodes are present in CMx and 
CMy . The significant characteristic of the function comm_dist is that it would never 
merge two communities with infinite distance between them. The proposed tech-
nique segregates two different communities from each other by using the infinite 
distance property of this distance function. Note that the network size M is used in 
the definition of Eqs. 2 and 3 just to interpret nodality as the similarity measure and 
comm_dist as the distance measure.

The steps of the proposed community detection method is presented in Algo-
rithm 1. Initially each node is treated as a community and the algorithm starts with 
M individual communities. A M ×M distance matrix Dis[i][j] is created in the first 
stage, whose (i, j)th entry denotes the distance between communities CMi and CMj . 
It is a square matrix and has M rows and M columns for M number of communities, 
where each row or column represents a community.

In each iteration, the algorithm merges two communities whose distance is min-
imum and therefore the nodality matrix is updated. This process is continued till 
there exist no two communities with non negative distance. In other words, the algo-
rithm is terminated when distance between every pair of communities is infinite. 
Note that some of the communities may remain as singletons when the algorithm 
terminates. The merging procedure stated in step 15 of Algorithm  1 merges two 
rows say i and j and the corresponding columns of the distance matrix by following 
a convention regarding numbering. It merges two rows into one, the resultant row 
is numbered as minimum of i, j, and the other row is removed. Similar numbering 
follows for columns too. Then the index structure of the distance matrix is updated 
accordingly.

Wxy ={nodality(ni, nj) ∶ nodality(ni, nj) ≥ 0,

∀ni ∈ CMx and nj ∈ CMy}

(3)comm_dist(CMx,CMy) =

{
∞, if Wxy = �

M −max(Wxy), otherwise



 S. Chattopadhyay et al.

1 3

It should be noted that the algorithm never merges two communities, if they have 
infinite distance. Thus the negative distance property is used as the stopping crite-
rion in the proposed algorithm. Consequently, the method can automatically identify 
the natural communities in the network and does not require a prior information of 
desired number of communities. Note that the nodality function not only determines 
the relation between nodes, but also describes the underlying structure of a network. 
Ideally, within a community the nodality values between each pair of nodes are very 
high and the distance between every pair of communities is infinite at the end of the 
algorithm.

4.3  Discussion

The idea of nodality has resemblance with the co-citation index of bibliometric stud-
ies [50]. Co-citation index is a semantic similarity measure for articles that makes 
use of citation relationship between articles. It is defined as the frequency with 
which two articles, say a1 and a2 are cited together by other articles. If at least one 
other article, say a0 cites a1 and a2 in common then a1 and a2 are said to be co-cited. 
The main difference between nodality and co-citation index is that co-citation index 
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does not count the number of other nodes with which the said two nodes ( a1 and 
a2 ) are not connected or cited. The nodality between two nodes counts the number 
of nodes with which both of these two nodes are either connected or disconnected. 
Thus nodality takes into account both connected and disconnected nodes for a pair 
of nodes, whereas co-citation index considers only the connected nodes for the same 
pair of nodes. Moreover, the nodality explicitly denote the absence of a link between 
two nodes by assigning a negative value, but the co-citation index has no such scope.

Moreover, the potential of nodality has been used to develop an effective algo-
rithm for community discovery. Some interesting properties of the proposed com-
munity detection method are described in the following theorems. The quality of 
the resultant communities created by the proposed technique can be observed from 
these theorems.

Theorem 1 Let CMx and CMy be any two resultant communities of the proposed 
method and M be the number of nodes in the given network then

(a) CMx ∩ CMy = �, i.e., if ni ∈ CMx then ni ∉ CMy

(b) ∃ ni ∈ CMx and nj ∈ CMy such that niand nj are not connected for all 
i, j = 1, 2,… ,M and i ≠ j.

Proof 1.a) It can be proved by the method of contradiction. Let us consider 
that CMx ∩ CMy ≠ � , i.e., ∃ ni such that ni ∈ CMx and ni ∈ CMy . Note that 
nodality(ni, ni) = M . Consequently CMx,CMy will be merged after some iterations, 
which is contradicting the assumption. Hence CMx ∩ CMy = �.

1.b) This is also proved by the method of contradiction. Let us assume that the 
statement is not true. It means that there exists no ni ∈ CMx and no nj ∈ CMy such 
that they are not connected to each other, i.e., ni and nj are connected ∀ni ∈ CMx 
and ∀nj ∈ CMy . Therefore nodality (ni, nj) ≥ 0,∀ni ∈ CMx and ∀nj ∈ CMy . As a 
result comm_dist (ni, nj) ≠ ∞ , and CMx , CMy will be merged at some iteration, con-
tradicting the assumption. Hence ∃ ni ∈ CMx and nj ∈ CMy such that they are not 
connected.   ◻

5  Experimental evaluation

The performance of the proposed algorithm is compared with the different commu-
nity discovery algorithms using various well-known real-world1 and artificial net-
works [21] having ground truths. The experimental analysis of the proposed algo-
rithm and different competing techniques on these networks are discussed below. 
The performance metric of the proposed and the other methods were analyzed and 

1 http://snap.stanf ord.edu/data.

http://snap.stanford.edu/data
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compared in R 3.0.2. Each of the competitive algorithms were run 20 times over 
each network.

5.1  Description of data sets and preprocessing

5.1.1  Real‑world networks with ground truth communities

Six real world complex networks with disjoint ground-truth communities have been 
used in the experiments [18]. The networks are undirected and unweighted and they 
are selected from different application domains e.g., biological network, social net-
work. The overview of these networks are presented in Table 2.

Protein-protein interaction network in budding yeast is a biologocal network. The 
network is viewed as a graph whose nodes correspond to proteins, where a connec-
tion between two proteins indicates an interaction between them. Bu et al. collected 
the data and identified different ground-truth communities in the network [10]. 
Amazon2 is an online commercial network for purchasing products. Here nodes 
represent products and an edge exists between two products, if they are frequently 
purchased together. Each product (i.e. node) belongs to one or more product catego-
ries. Each ground-truth community is defined using hierarchically nested product 
categories that share a common function [57]. DBLP is a bibliographic network of 
Computer Science publications. Here nodes represent authors and an edge between 
two nodes represent co-authorship. Ground-truth communities are defined as sets 
of authors who published in the same journal or conference [57]. LiveJournal is a 
free on-line blogging community where users declare friendship to each other. It is a 
social network, where nodes represent users and edges represent friendship between 
two users. Ground-truth communities are defined by allowing users to form a group 
based on their common interest where other members can then join [57]. Orkut is 
a free online social network where users form friendship to each other. Orkut also 
allows users to form a group based on their common interest. One can join an exist-
ing group in Orkut. These groups are considered as ground-truth communities [57]. 
Youtube is a website to share videos and considered as a social network. Each user 
in the Youtube network is considered as a node and the friendship between two users 
is denoted as edge. Moreover, an user can create a group where other Youtube users 
can be a member through their friendship. These user created groups are considered 
as ground-truth communities [57].

The networks described above have several connected components and each 
connected component consisting of more than 3 nodes are considered as a sepa-
rate ground-truth community. Leskovec et  al. observed that the average goodness 
metric of the top k communities first remain flat with increasing k, but then after 
approximately 5000 communities, degrades rapidly [3]. Therefore they have imple-
mented some community detection algorithms using different goodness metrics on 
the top 5000 communities of some of the networks described above. Eventually, 

2 www.amazo n.com.

http://www.amazon.com
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they obtained nice results in terms of finding communities in those networks. Fol-
lowing the same idea we have used only the top 5000 ground-truth communities 
of each of these networks in the experimental evaluation. Moreover, a community 
should be compact i.e., it should have high internal density rather than only having 
high value of goodness metric. Therefore, we have filtered the top 5000 commu-
nities of each network by removing the bottom quartile communities having low-
est internal densities. Duplicate communities are also eliminated, if any. To get the 
networks with disjoint ground-truth communities, the maximum independent set of 
disjoint ground-truth are found.Therefore, the nodes and their incident edges that do 
not belong to any of these communities are removed. The resulting networks and 
ground-truth communities are used to evaluate the algorithms for community detec-
tion in the experiments.

Furthermore, we have considered a DBLP co-author dataset [44] to study the use-
fulness of the proposed community detection algorithm to recommend collaborators. 
The dataset has information about user to user collaborations between years 1940 
and 2013 and consists of approximately 1.3M users and 18.9M collaboration records 
with four columns, specifically, the IDs of two individual users, weight of the con-
nection, and the timestamp [44]. We have used a subset of this data set with collabo-
ration between the years 2000 and 2013. This subset has approximately 1.1 million 
users and 17.1 million collaboration records. Given that timestamps are available for 
the DBLP data set, we have used the timestamps to generate training and test data 
sets. Specifically, we have divided the data into six splits (viz. D1,D2,D3,D4,D5,D6 
) according to years of collaboration. Using these six splits, we have generated four 
subsets of training and test data as shown in Table 3.

5.1.2  Artificial networks with ground truth communities

We use the Lancichinetti–Fortunato–Radicchi (LFR) networks [21] with ground-
truths to study the behavior of a proposed community detection algorithm and to 
compare the performance across various competitive algorithms. The LFR model 
involve with a set of parameters which controls the network topology. In this 
model, degree distribution and community size distribution follow power laws 
with exponents � and � , respectively. Moreover, we can also specify the other 
parameters such as number of vertices n, average degree kavg , maximum degree 
kmax , minimum community size cmin , maximum community size cmax , and mix-
ing parameter � . We vary these parameters depending on our experimental needs. 
The critical parameter is the mixing parameter � , which indicates the proportion 

Table 3  Training and test 
subsets based on 6 splits of the 
DBLP co-author dataset

Subset name Training Test

Subset1 D1 ∪ D2 D3

Subset2 D2 ∪ D3 D4

Subset3 D3 ∪ D4 D5

Subset4 D4 ∪ D5 D6
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of relationships a node shares with other communities. Six artificial networks 
are produced for experimental evaluation using the following parameter setting, 
� = −2, � = −1,� = 0.01 as mentioned by Lancichinetti et al. [21]. Table 4 pro-
vides the details of the other parameters to produce these artificial networks. The 
results presented on these networks are the average of 50 runs.

5.2  Evaluation measures

In this section, some evaluation functions are described to measure the quality 
of a community discovery algorithm. The networks under consideration have 
labeled nodes i.e., whether an actual assignment of nodes into communities are 
known a priori (also known as ground truth communities). Therefore the evalua-
tion functions based on the labeled networks are used in the experimental analy-
sis. Normalized mutual information and f-measure are such evaluation functions 
and are used by a number of researchers [6, 51, 56] to measure the quality of dif-
ferent communities produced by an algorithm using the ground-truth communi-
ties of the network.

Let ℜ�

(ℜ
��

) be the partition of nodes represents the actual and predicted set of 
communities resulting into |ℜ′ | number of actual communities and |ℜ′′ | number 
of predicted communities observed in a network.There are a total of M number of 
nodes in the network i.e., both ℜ′ and ℜ′′ individually contains M nodes. Let nk be 
the number of nodes belonging to actual community ℜ′

k
 of ℜ′ , ml be the number 

of nodes belonging to predicted community ℜ′′

l
 of ℜ′′ and nkl be the number of 

nodes belonging to both actual community ℜ′

k
 and predicted community ℜ′′

l
 , for 

all k = 1, 2,… , |ℜ� | and l = 1, 2,… , |ℜ�� |.
Mutual information is a symmetric measure to quantify the statistical informa-

tion shared between two distributions, which provides an indication of the shared 
information between two partitions [51]. Let I(ℜ�

,ℜ
��

) denotes the mutual infor-
mation between ℜ′ and ℜ′′ and E(ℜ�

) and E(ℜ��

) be the entropy of ℜ′ and ℜ′′ 
respectively. I(ℜ�

,ℜ
��

) and E(ℜ�

) can be defined as

Table 4  Overview of the 
artifical networks

aNV number of vertices, NE number of edges, NC number of com-
munities, kavg average degree, kmax maximum degree, cmin minimum 
community size, cmax maximum community size, AvgCS average 
community size

Name NVa NE NC kavg kmax cmin cmax AvgCS

LFR2000 2000 3893 198 4 15 5 20 10.11
LFR4000 4000 7712 380 4 15 5 20 10.526
LFR6000 6000 12,391 360 4 20 10 40 16.666
LFR8000 8000 16,750 504 4 20 10 40 15.873
LFR10000 10,000 17,457 274 4 50 20 80 36.496
LFR12000 12,000 18,983 339 4 50 20 80 35.398
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E(ℜ
��

) can be defined in the same way as E(ℜ�

) . There is no upper bound for I(R,S), 
so for easier interpretation and comparisons a normalized mutual information that 
ranges from 0 to 1 is desirable [7]. The normalized mutual information (NMI) is 
defined by Strehl et. al. [51] as follows:

F-measure determines the recall and precision value between each actual commu-
nity ℜ�

k
∈ ℜ

� and each predicted community ℜ��

l
∈ ℜ

�� . Therefore, recall, precision 
and f-measure of an actual community ℜ′

k
 and predicted community ℜ′′

l
 are given as 

follow.

If there is no common node between an actual and a predicted community (i.e., 
nkl = 0 ) then we shall assume Fkl = 0 . The value of Fkl will be maximum when 
Precisionkl = Recallkl = 1 . Thus the value of Fkl lies between 0 and 1. The best 
f-measure among all the predicted communities is selected as the f-measure for a 
particular ground-truth community i.e.,

The f-measure of all the ground-truth communities is the weighted average of the 
sum of their individual f-measures, F =

∑|ℜ� |

k=1

nk

M
Fk . We would like to maximize 

both f-measure and normalized mutual information to achieve good quality 
communities.

In addition, an evaluation measure is required that finds the similarity between 
the sets of communities obtained by two different algorithms and it also depicts the 
closeness of each of these sets of communities to the set of ground-truth communi-
ties. Recently Malliaros et al. [28] presented a similar criterion function that finds 
pairwise similarity between the sets communities generated by two competing algo-
rithms. Moreover, it shows the performance of each competing algorithm in terms of 
ground-truth communities. This similarity gives an alternative way of measuring the 
closeness of each predicted communities with the ground-truth communities. Let 
us consider that CP(v),∀v ∈ V  represents the community of a node v assigned by an 

I(ℜ
�

,ℜ
��

) =

|ℜ� |∑

k=1

|ℜ�� |∑

l=1

nkl

M
log

(Mnkl

nkml

)
,

E(ℜ
�

) = −

|ℜ� |∑

k=1

nk

M
log

(nk
M

)

NMI(ℜ
�

,ℜ
��

) =
I(ℜ

�

,ℜ
��

)
√
E(ℜ

�
)E(ℜ

��
)

Recallkl =
nkl

nk
,∀ k, l, Precisionkl =

nkl

ml

,∀ k, l

Fkl =
2 × Recallkl × Precisionkl

Recallkl + Precisionkl
,∀ k, l

Fk = max
l∈[0,|ℜ�� |]

Fkl, ∀k
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algorithm P. Therefore the similarity between the resultant communities of two dif-
ferent algorithms P and Q can be defined as follows.

where CP(i),CQ(i),∀i = 1, 2,… ,M are the communities assigned by algorithm P 
and Q respectively and M is the number of nodes in the network. The value of this 
similarity measure lies between 0 and 1 and P and Q would achieve highest simi-
larity when the value is 1. The pairwise comparison of each algorithm with every 
other algorithm as well as the performance of each method in terms of ground-truth 
communities results in a two dimensional matrix of similarity values. The similarity 
values in this matrix can be replaced by different colors and therefore the matrix can 
viewed as a two dimensional image. The image is useful for quick visual inspection 
of the performance of different algorithms, which is discussed in the next section 
(Figs. 1, 2).

5.3  Analysis of results

The performance of the proposed community discovery method on different real 
world and artificial networks described in the earlier section is compared with 
CFinder [1], LPA [41], LEADE [32], CGGC [36], LOUVN [9], WLKTP [39], 
CONCLUDE [15], CNMA [13], OSLOM [22], SCDA [40], SPICi [19], TopGC 
[27]. These algorithms have been executed with their default parameters mentioned 
in the individual references. The performance of the proposed method and the com-
peting algorithms are measured using NMI, f-measure and Sim measure. Tables 5, 
6, 7, and 8 show the NMI and f-measure values respectively for all the networks and 
for all the methods. The values marked in bold font in each row corresponding to the 
Tables 5–8 signify the best performance of a particular method. It can be observed 
from Table 5 that the proposed method is performing better than CFinder, CGGC, 
LEADE, LOUVN, CONCLUDE, CNMA, OSLOM, SCDA, SPICi and TopGC for 
all the real world networks. Note that CFinder could not be implemented on Live-
Journal within the allotted time frame. Moreover, Table 5 shows that the proposed 
method performs better than LPA and WLKTP for all the data sets except LIVE-
JOURNAL. The NMI values of LPA and WLKTP have an edge over the NMI value 
of the proposed method for LIVEJOURNAL network. Therefore, it can be con-
cluded from Table 5 that the proposed method performs better than the other meth-
ods in 70 cases and the other methods have an edge over the proposed one in the 
rest 2 cases. On the other hand in case of artificial networks the proposed method is 
also performing better than CFinder, CGGC, LEADE, LOUVN, CNMA, OSLOM, 
SCDA, SPICi and TopGC for almost all the networks as shown in Table 6. It has 
also been observed from Table 6 that the performances of CFinder, SPICi, SCDA 
and TopGC consistently decreases as number of vertices increases. In few cases, 
the performance of OSLOM, WLKTP, CGGC and CONCLUDE have an edge over 
the performance of the proposed method. It can be concluded from Table 6 that the 

(4)Sim(P,Q) =
1

M

∑

v∈V

|CP(v) ∩ CQ(v)|
|CP(v) ∪ CQ(v)|
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proposed method performs better than the other methods in 70 cases and the other 
methods beat the proposed one in the rest 2 cases.

Similarly, Table  7 shows that the proposed algorithm beats CFinder, CGGC, 
LEADE, LOUVN, CNMA, TopGC in terms of f-measure for all the considered real 
world networks. The proposed method performs better than LPA, CONCLUDE, 
CNMA, OSLOM, SCDA, SPICi for all real world networks except DBLP and 
LIVEJOURNAL. The f-measure values of LPA, CONCLUDE, OSLOM, SCDA, 
SPICi have an edge over the f-measure values of the proposed method for DBLP 
and LIVEJOURNAL. The proposed method also beat WLKTP for all the data 
sets except LIVEJOURNAL. Thus, Table 7 shows that the proposed method beat 
the other methods in 61 cases and the other methods perform better than the pro-
posed one in the rest 11 cases. It may be noted from Table 8 the proposed algorithm 
performs better than CFinder, CGGC, LEADE, LOUVN, CNMA, SCDA, SPICi, 
TopGC in terms of f-measure for artificial networks. The f-measure values of LPA, 
CONCLUDE, OSLOM for few artificial networks are greater than the f-measure 
values of the proposed method. The f-measure values of CFinder, SPICi, SCDA and 
TopGC decreases as the number of vertices increases in Table 8. Hence, it can be 
concluded that the proposed method performs better than the other methods in 66 
cases and the other methods beat the proposed one in the rest 6 cases in Table 8.

A statistical significance test has been performed to check whether the differences 
of f-measure and NMI values between the proposed method and every other method 
through Tables 5, 6, 7, and 8 are statistically significant. A generalized version of 
paired t-test is suitable for testing the equality of means when the variances are 
unknown. This problem is the classical Behrens-Fisher problem in hypothesis test-
ing and a suitable test statistic3 is described and tabled in [23, 42], respectively. The 
level of significance is fixed as 0.05. It has been found in Table 5 that out of those 
70 cases, where the proposed algorithm performed better than the other algorithms, 
the differences are significant in 67 cases. For the rest 2 cases the differences are sig-
nificant. Hence the performance of the proposed method is found to be significantly 
better than the other algorithms in 95.71% (67/70) cases using NMI. The results 
where the proposed algorithm beat the other methods in Table 6 are statistically sig-
nificant in 60 out of 70 cases and for the rest 2 cases the results are significant. The 
proposed technique performs significantly better than the other methods in 85.71% 
(60/70) cases in Table 6. Similarly, in Table 7 the results are significant in 59 out of 
61 cases when proposed method performed better than the other methods and all the 
rest 11 cases are statistically significant. Thus in 84.28% (59/70) cases the proposed 
algorithm performs significantly better than the other methods Table 7. The results 
where the proposed algorithm beat the other methods in Table 8 are statistically sig-
nificant in 58 out of 66 cases and for the rest 6 cases the results are significant in 5 
cases. The proposed technique performs significantly better than the other methods 

3 The test statistic is of the form t = x̄1−x̄2√
𝜈2
1
∕n1+𝜈

2

2
∕n2

 , where x̄1, x̄2 are the means, �1, �2 are the standard devi-

ations and n1, n2 are the number of observations.
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in 92.06% (58/63) cases in Table 8. These results clearly demonstrate the effective-
ness of the proposed method for community discovery.

The performance of different methods are also evaluated by using Eq. 4. There-
fore twelve different similarity matrices are obtained from six real world networks 
and six artificial networks used in the experiments. The similarity matrices corre-
sponding to different networks are shown in Figs. 3 and 4 as a colored two dimen-
sional image. The color scale shown at the bottom of Figs. 3 and 4 represents the 
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Fig. 3  Matrices of pairwise similarity scores for the community detection algorithms including proposed 
method and the ground-truths over each real world network. Each colored cell of each matrix provides 
the similarity values between the algorithms corresponding to that cell’s row and column. White cell rep-
resents that the similarity could not be computed, because one of the algorithms could not produce result 
within allotted time frame. (Color figure online)
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correspondence of similarity values with the colors used to generate the two dimen-
sional image for each network. The similarity scale ranges from 0 to 1. Dark blue 
color corresponds to the similarity value 0 and off white color corresponds to 
the maximum similarity value 1. The similarity value ranging from 0 to 0.33 are 
depicted by shades of blue. The range of similarity values from 0.33 to 0.67 are rep-
resented by shades of green and the highest range of similarity values from 0.67 to 1 
are shown by shades of yellow.

Consider the similarity matrix corresponding to the AMAZON network shown in 
top left side of Fig. 3. It can be observed that this image consists of mostly shades of 
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Fig. 4  Matrices of pairwise similarity scores for the community detection algorithms including proposed 
method and the ground-truths over each artificial network. Each colored cell of each matrix provides the 
similarity values between the algorithms corresponding to that cell’s row and column
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yellow, except for single row and column corresponding to TopGc. The image indi-
cates that most of the algorithms including the proposed one produce high similarity 
values, i.e., most of the algorithms are agreed with each other and with the ground-
truths. Thus the similarity matrix demonstrates the uniformity in the structure of the 
AMAZON network. It may be noted here that the color of the cell that demonstrate 
the similarity of the resultant communities of the proposed method with the ground-
truth is off white, which indicates maximum similarity. Similar phenomenon can 
be observed from Fig. 3 for networks, viz., ORKUT, LIVE JOURNAL and DBLP. 
In case of the LIVE JOURNAL network, the row and column corresponding to the 
CFinder algorithm are missing, since the algorithm could not complete its iterations 
within the allotted time frame.

Each column of the similarity matrix represents the similarity values of the 
respective algorithm in comparison to other competitive algorithms including the 
proposed one. It can be observed from Fig. 3 that, some of the similarities obtained 
are relatively consistent across different networks (e.g., Amazon, DBLP, Live jour-
nal and Orkut). In those networks, the set of communities found by the proposed 
method are much closer to the ground-truth communities and it is also consistent 
with the set of communities found by other competitive algorithms viz. WLKTP, 
CONCLDE, LOUVN, LEADE and LPA. This phenomenon is also consistent 
with the NMI and f-measure values of these methods as shown in Tables 5 and 7 
respectively. Note that the proposed method outperforms these algorithms in terms 
of NMI and f-measure. In most of the cases in Fig. 3, the performance of TopGC, 
SPICi and SCD are considerably different from the results of the other algorithms 
and also from the ground-truths. However, the images of Fig.  3 corresponding to 
the YOTUBE and YEAST networks consist mostly of shades of blue, which means 
most of the algorithms produce low similarity values and there is little agreement 
between each other and with the ground-truths. This inconsistent behavior of most 
these algorithms is a result of the irregular structures of these networks as men-
tioned by Paolillo [37]. It indicates that the similarity values of all the competitive 
algorithms in terms of ground-truths are very low for these networks, which is also 
consistent with their NMI and f-measure values as depicted in Tables 5 and 7.

Figure 4 represents the the similarity matrices of six generated artificial networks 
viz. LFR2000, LFR4000, LFR6000, LFR8000 and LFR10000 and LFR12000. 
Here also the set of communities found by the proposed method are much closer 
to the ground-truth communities and they are also consistent with the set of com-
munities found by other competitive algorithms viz. CNMA, WLKTP, CONCLDE, 
LOUVN, LEADE and CGGC. Moreover, this observation is consistent with the 
NMI and f-measure values of these methods as shown in Tables  6 and  8 respec-
tively. Note that the proposed method outperforms these algorithms in terms of NMI 
and f-measure values. The performance of TopGC is consistently worse across all 
the artificial networks. However the performances of CFinder, SPICi and SCDA 
degrades as the number of vertices increases, which can be easily seen from Fig. 4. 
The images of Fig. 4 corresponding to the LFR8000, LFR10000 and LFR12000 net-
works consist mostly of shades of blue corresponding to the columns of TopGC, 
CFinder, SPICi and SCDA respectively. This indicates that those columns contain 
low similarity values and there are a little agreements between each other and with 
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the ground-truths. This finding is consistent with their NMI and f-measure values as 
depicted in Tables 6 and 8.

5.4  Performance of the proposed method in e‑commerce domain

Recommender systems are known to have been proposed to address the informa-
tion overload problem resulting out of the rapid growth of the Internet. This is being 
done by filtering the relevant information and suggesting items of interest to users, 
for example, interesting movies to watch, books to read, people for collaboration 
etc. Thus the recommender systems can be considered as one of the most important 
applications in the field of e-commerce. Here our objective is to evaluate the per-
formance of the proposed community detection technique in neighborhood based 
recommender systems, specifically, the Adsorption algorithm, a random walk based 
label propagation approach for recommending items using implicit user preferences 
[38, 47]. The reason to opt this collaborative filtering (CF) based recommender sys-
tem is that it has three important characteristics to increase the accuracy of a recom-
mender system, i.e., (a) normalization of data, (b) computation of similarity weights, 
and (c) selection of neighbors [8, 16, 52]. In general, the nearest neighbors of a user 
can be selected based on the similarity between individual users. Different similar-
ity measures have been proposed to select neighbours without explicitly considering 
the underlying community structure existing between the users. Thus the identifica-
tion of communities in a user to user graph may be important for constructing the 
n-nearest neighbors and consequently for generating recommendations. The aim is 
to explore the performance of the proposed community detection technique to con-
struct the n-nearest neighbors of individual users. Subsequently the selected nearest 
neighbors will be used in Adsorption algorithm for recommending collaborators in a 
DBLP co-author dataset.

5.4.1  Method of finding nearest neighbors

Network communities correspond to a principled way of organizing vertices in a 
graph into densely connected clusters. Therefore, we claim that such densely con-
nected clusters of users will result in better neighborhoods compared to the neigh-
borhoods generated in a straightforward way for some applications. To justify the 
claim, we have compared the quality of the n-nearest neighbors selected by the base-
line approach [38] with the n-nearest neighbors identified by the proposed commu-
nity detection technique in recommending collaborators using mean average preci-
sion score.

Baseline approach The weight ( wu,v ) between two users u and v is defined as 
follows:

(5)W(u, v) =
|items(u) ∩ items(v)|
|items(u)| + |items(v)|
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here items(u) and items(v) be the set of items preferred by u and v respectively and 
W(u, v) ∈ [0, 0.5] [38]. We select n-nearest neighbors according to the weights.

Proposed technique The proposed technique generates the nearest neighbors in 
the following steps:

1. Compute the weight between every pair of users u and v in the data set according 
to the the above weight Eq. 5 and normalized it to [0, 1].

2. Construct a user-user graph after extracting every pair of users (u, v) for which 
W(u, v) is above a predefined threshold t ∈ [0, 1] . The number of edges will be 
maximum when t = 0 i.e., there will be an edge between every pair of users for 
which W(u, v) > 0 and the number of edges decreases as t increases.

3. Perform the proposed community detection technique over the generated user-user 
graph to obtain different communities.

4. The n-nearest neighbors of an user u are selected as the top n neighbors of u say, 
v1, v2,… , vn following the wu,vi

 scores, where u and vi, ∀i belong to the same 
community.

5.4.2  Experimental setup

The users belong to the test set of the DBLP co-author data that do not appear 
in the training set are needed to be removed because, if a user is not present in 
the training set, there is no way to make recommendations for that user in the 
test set. Secondly, remove the items corresponding to a user from the test set that 
have already been by that user in the training set. This is because of the fact that 
we want to recommend new unseen items to users.

We have designed our experiments to verify how the proposed method iden-
tifying communities before generating nearest neighbours on one side, and 
factors like the threshold (t) for constructing user to user graph and the num-
ber of nearest neighbours on the other, finally influence better recommen-
dation of collaborators for an user. The parameters of the Adsorption algo-
rithm are set to (0, 0.8, 0.2). We have used three values for number of nearest 
neighbours n  :  (5,  10,  15) and five values for the weight threshold parameter 
t  :  (0,  0.2,  0.4,  0.6,  0.8). The number of algorithm recommendations i.e., k is 
set to 10 as this is a standard value used in most of the works in the literature of 
recommender systems [16, 38, 52].

The output of the Adsorption algorithm is a list of (item, preference_score) 
tuples which correspond to the recommendations for each user in the data set. 
Note that preference score refers to the quality of preference of an item say i cor-
responding to an user say u and it is defined as [5]

here users(i) denotes the set of users who prefers item i in the training set. Subse-
quently, all the tuples that are referring to the items which belong to the training set 

(6)preference_score(u, i) =
∑

v∈users(i)

W(u, v)
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of a user, are removed, as our aim is to recommend only new items to users. Finally, 
we create an ordered list of k tuples which are sorted from the highest to the lowest 
preference_score . From this list, we compute the average precision at top k ranks 
for each user, and eventually aggregate these to compute the mean average precision 
(MAP) at k [38, 49].

5.4.3  Experimental analysis

It can be seen from Table 9 that the performance of the Adsorption algorithm with 
neighbors constructed through the proposed community detection technique outper-
forms the performance of the algorithm with neighborhood constructed from the 
baseline approach. The values marked in bold font in each row of Table 9 signify 
that the proposed method performs the best as compared to the baseline correspond-
ing to a particular threshold value t. The result is consistent across all the neigh-
borhood sizes considered and reaches to the optimal corresponding to the threshold 
value of t lying between [0.2, 0.4]. The authors in the co-author network often col-
laborate with other authors who have similar research interests and are acquaint-
ances. Thus, there exists a natural community structure between the authors in the 
co-author domain. The proposed method capture this underlying community struc-
ture between the authors and use it to select the top n neighbors for authors, thus 
achieving good MAP score. On the other hand baseline method fail to capture the 

Table 9  MAP score of adsorption algorithm with baseline approach and proposed technique for the 
DBLP co-author dataset

The threshold (t) on edge weight for the proposed technique varied from 0.0 to 0.8. The neighbourhood 
size (n) is varied from 5 to 15 and number of recommendations (k) is set to 10

No. of neighbours Name. data set Baseline approach Proposed technique

t = 0.00 t = 0.20 t = 0.40 t = 0.60 t = 0.80

n = 5 Subset1 0.0171 0.0183 0.0187 0.0186 0.0165 0.0127
Subset2 0.0169 0.0179 0.0180 0.0181 0.0161 0.0123
Subset3 0.0174 0.0185 0.0189 0.0187 0.0166 0.0131
Subset4 0.0177 0.0189 0.0199 0.0197 0.0169 0.0134
Average 0.0173 0.0184 0.0189 0.0188 0.0165 0.0128

n = 10 Subset1 0.0161 0.0184 0.0191 0.0189 0.0171 0.0129
Subset2 0.0160 0.0181 0.0188 0.0188 0.0172 0.0126
Subset3 0.0166 0.0189 0.0197 0.0195 0.0175 0.0135
Subset4 0.0169 0.0199 0.0204 0.0200 0.0181 0.0137
Average 0.0164 0.0188 0.0195 0.0193 0.0175 0.0132

n = 15 Subset1 0.0149 0.0184 0.0192 0.0190 0.0173 0.0131
Subset2 0.0146 0.0180 0.0189 0.0188 0.0176 0.0127
Subset3 0.0151 0.0188 0.0199 0.0198 0.0181 0.0136
Subset4 0.0153 0.0198 0.0206 0.0203 0.0186 0.0139
Average 0.0149 0.0187 0.0197 0.0195 0.0179 0.0133
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global community structure in selecting the top n neighbours and end up with low 
MAP value as clearly seen in the Table 9.

The threshold t controls the number of edges in a user to user graph G. The per-
formance of the recommendation system improves with increasing values of t and 
reach a maximum for some value of t and then decreased when t is further increased. 
The higher values of t produces highly sparse user to user graph G and becomes 
very difficult to detect meaningful clusters associated with it which leads to small 
MAP value. Moreover, it can be observed from Table 9 that the performance of the 
baseline approach in recommending the collaborators becomes less personalized as 
increasing values of number of neighbours (n). On the other hand, MAP score of 
the adsorption algorithm using the proposed community detection method increases 
with the number of neighbours increases. For example, for t = 0.2 , the MAP score 
for all the subset increases when n is varied from 5 to 15 as clearly depicted in 
Table 9. Thus we can conclude that the proposed community detection method is 
better suited for constructing neighborhood for the co-author domain and leads to 
the better recommendation for the collaborators of a user in a DBLP co-author data 
set.

It may be noted that such recommendation of authors in a particular area or topic 
may help the publisher to identify co-authored publications in the respective fields 
to promote potential publication of books and articles in future. In a similar way the 
proposed community detection method can also be applied over a user to item graph 
based data set e.g., the AMAZON product data set to generate user based and item 
based nearest neighbours as an important e-commerce application as discussed by 
Linden et al. [25] and Schafer et al. [48]. In principle the proposed method can be 
used to generate predictions for users based on ratings from similar users for such 
applications. Likewise, the method can also be successfully applied to generate 
predictions based on similarities between items by considering item based nearest 
neighbours in a user to item graph of an e-commerce data like AMAZON.

5.5  Analysis of computational time

The computation of nodality between two nodes takes O(M) time in worst case for 
a network with M number of nodes. Let us consider there exist l number of links 
in the entire network. Therefore the time required to develop the nodality matrix 
is l ×M . The distance matrix of Algorithm 1 is created directly from the nodality 
matrix and it takes l ×M time. The computational time of the hierarchical steps of 
the algorithm is k × l , where k merges have been made at the termination of the pro-
posed algorithm. Thus the computational time of Algorithm 1 is ((l ×M) + (k × l)) . 
In the worst case, when l ≈ M2 and k ≈ M , the time complexity of Algorithm 1 turns 
out to be O(M3) . However, this occurs only when the network represents a com-
plete graph, which is hardly possible for a real life complex network. Since most 
of the real world networks are sparse and hierarchical in nature, then l << M2 and 
k << M . Hence in practice, the computational complexity of the proposed algo-
rithm would be O(M2) , which is quadratic to the number of nodes in a network. The 
distance matrix of Algorithm 1 requires M×(M−1)

2
 memory locations, and to store M 
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communities, initially, M memory locations are needed. Thus the space required by 
the proposed algorithm is M×(M−1)

2
+M i.e., the space complexity of the method is 

O(M2).
The processing times of all the community detection algorithms on different real 

world and artificial networks are reported in Tables  10 and  11 respectively. Note 
that the tool used to implement the competing algorithms likely have an impact on 
the processing time. The proposed algorithm has been implemented in R. Some 
of the algorithms, viz. LPA, LEADE, LOUVN and WLKTP are available directly 
as in-built functions in R tool. The source code of the rest of the algorithms, are 
also available from their respective references as described in Sect. 5.2. Tables 10 
and 11 shows that the computational times of the proposed method, LPA, LEADE, 
LOUVN, CGGC, SCDA, SPICi and WLKTP are lower than CFinder, CONCLUDE 
and OSLOM methods for each network. The computational time of SPICi is least 
among all the methods, but its performance in terms of community discovery is 
poor for each network. Note that CFinder could not be implemented on LiveJour-
nal within the allotted time frame. The proposed method is computationally efficient 
than the CFinder, CONCLUDE and OSLOM methods. It is also computationally 
competitive compared to the other methods (viz. LPA, LOUVN, WLKTP, CNMA, 
SCDA and SPICi). The proposed method is updating the nodality matrix in each 
iteration and hence its computational time is little bit higher than the other meth-
ods as mentioned before for each network. Although the effectiveness of nodality 
has been observed through Tables 5, 6, 7, and 8. Note that the proposed algorithm 
has been implemented by the authors in R using simple data structures for a sparse 
matrix. Therefore the efficiency of the proposed technique can be improved by using 
efficient data structures.

6  Conclusions and future scope

A node similarity measure is introduced for effective community discovery in com-
plex networks. The potential of the node similarity is used to design an agglomera-
tive hierarchical technique to detect the natural communities in a network. The sig-
nificant characteristics of the method is that it does not require the prior knowledge 
about number of communities. It confirms that a pair of connected nodes with higher 
similarity is more likely to be grouped into the same community. It also ensures 
the grouping of similar nodes into a community even though they are not directly 
connected. The quality of the clusters produced by the proposed method is justi-
fied through the experiments. The empirical study suggests the effectiveness of the 
proposed technique. It should be noted that the proposed method may not be useful 
for some networks with overlapping clusters, although the performance of the pro-
posed algorithm is better than several other techniques (e.g., TopGc, OSLOM ) that 
are typically developed to identify overlapped communities in a network. In future, 
the potential of nodality could be used to develop a method for detecting overlapped 
communities in complex networks. It should be noted that the proposed technique is 
computationally little expensive compared to some of the other methods. However, 
the algorithm significantly outperforms the other methods and the time taken by it is 
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reasonable for some data sets of large size (e.g, AMAZON, YOUTUBE, YEAST). 
Hence we may allow the computational burden of the proposed algorithm to obtain 
natural communities in a complex network without having any prior idea about the 
structural organization of the network. The future scope also includes the develop-
ment of a computationally efficient version of the proposed technique.

Moreover, we have demonstarted that the proposed community detection method 
has the potential to be useful for improving the effectiveness of recommender sys-
tems that are rapidly becoming a crucial tool in e-commerce applications. It is 
empirically validated that the proposed algorithm is able to improve the perfor-
mance of adsorption algorithm by generating suitable neighborhoods for individual 
user towards recommending collaborators in a DBLP co-author data set. Similarly, 
this algorithm may be effective in various commercial and specifically, e-commerce 
applications from recommending popular movies or frequent items corresponding 
to a user in a movie data set to a co-purchasing product data set e.g., AMAZON. 
The experimental results suggest that the proposed community detection method 
is effective in improving the recommendation accuracy and is hence suitable for 
e-commerce applications. In future, we would like to compare the performance of 
the method of generating recommendations using the proposed community detec-
tion technique with the other approaches such as popularity based recommenda-
tions, random walk, matrix factorization, etc. on various state of the art data sets. 
Likewise in future, a better prediction generation scheme along with the proposed 
community discovery algorithm can be used to improve the prediction quality of a 
recommender system.
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