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Thermally activated heavy states and anomalous optical properties in a multiband metal:
The case of SrMnSb2
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We report an optical spectroscopic study of SrMnSb2, a low-carrier-density metal. As temperature is decreased,
our measurements reveal a large increase in the quasiparticle plasma frequency, which is highly unusual for a
metal. This seemingly anomalous behavior can be accounted for using a “three-band” model of the multiband
electronic structure of SrMnSb2 that includes two conduction bands and one valence band. The second conduction
band is assumed to be heavy and its minimum is taken to be close to, but not intersecting, the Fermi level. At
finite temperature, quasiparticles are thermally redistributed between the two conduction bands, leading to an
increase in the optical effective mass and a decrease in the plasma frequency. The temperature dependence of
the low-lying interband optical transitions and the Hall number can also be understood using our model. The
phenomenology of such a three-band scenario has not been widely considered to date in optical spectroscopic
studies. Our results provide an explanation for the puzzling optical properties that have previously been reported
in a number of topical low-carrier-density metals and semimetals and lay a foundation for future optical studies
of these materials.
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I. INTRODUCTION

Recently, there has been a spate of investigations into
low-density metals or semimetals with multiband electronic
structures, as these compounds are known to display intriguing
physics. Due to high characteristic mobilities, multiple species
of charge carriers, and, in some cases, novel electronic disper-
sions, these materials reveal a variety of spectacular transport
properties and/or quantum states that have not been observed in
conventional metals or insulators. The semimetals bismuth and
graphite, for instance, reveal novel magnetotransport effects
and broken symmetry states at high fields [1,2]. As a result,
low-density electron-hole systems have historically attracted
significant interest, with the discoveries of graphene and of
topological insulators adding further impetus to the field [3,4].
Very recently, attention has focused on bulk materials hosting
relativistic Dirac or Weyl fermions [5,6]. These systems are
characterized by linearly dispersing bands near the Fermi level
and topologically nontrivial semimetallic band structures [7].
Accordingly, a number of exceptional features are anticipated,
including Fermi “arc” surface states and novel transport effects
[8], some of which may have already been observed [9–11].
Multiband systems can also host unorthodox quantum
states, including excitonic insulating [12] or superconducting
states [13]. In the Fe-based superconductors, for instance, the
multiband electronic structure is thought to play an important
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role in realizing unconventional superconductivity [13]. Re-
cent studies have also revealed that Fe(Te,Se) might exhibit
a Bardeen-Cooper-Schrieffer (BCS) to Bose-Einstein conden-
sate (BEC) crossover due to the presence of multiple bands
with very small Fermi energy [14,15].

Multiband systems also tend to display anomalous changes
in the electronic response with variation of temperature,
even in the absence of phase transitions. In conventional
metals, the Fermi energy (EF ) is of order of a few eV and
the density of states [D(E)] is considered to be constant
within kBT (the thermal energy scale) of EF . Thermal effects
therefore do not significantly affect the electron occupancy.
Similarly, insulators with energy gaps large compared to kBT

do not show a strong temperature dependence. In contrast,
many low-carrier-density, multiband systems display unusual
temperature-dependent properties. In particular, an anomalous
increase in the plasma frequency (ωp) with decreasing tem-
perature has been observed in multiband and/or low-carrier-
density systems such as CuxTiSe2 [16], several topological
insulator systems [17,18], lead chalcogenide thermoelectric
alloys [19,20], and LaTiO3/SrTiO3 superlattices [21]. It should
be stressed that the multiband nature and the shallowness of
the electron/hole pockets are key ingredients for realizing
exotic phenomena in semimetallic compounds. A detailed
understanding of the link between transport/optical properties
and electronic structure in multiband systems is therefore
crucial.

Optical spectroscopy is a ubiquitous and powerful tech-
nique for studying the electronic structure of solids [22,23].
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FIG. 1. Schematic band structures for (a) single band metal, (b)
direct gap insulator, (c) indirect gap insulator, and (d) multiband
metal. The occupied states are shown in purple, while the lowest
energy interband optical transitions are shown with orange arrows. In
(d), thermal activation (indicated with the dashed blue arrow) between
conduction bands is expected to affect the optical properties.

However, the multiband materials discussed above present
a challenge to optical spectroscopy, which is a momentum
averaged probe [24–26]. Conventional explanations of the
optical response of solids are based on either the electrody-
namics of a single band or on optical transitions between
two bands. For a metal, the optical properties are usually
described by the electrodynamic response of free carriers
in a single band, as shown in Fig. 1(a). For an insulator,
depending on the nature of the gap, the optical properties
are typically discussed in terms of either direct or indirect
optical transitions between conduction and valence bands [see
Figs. 1(b) and 1(c)]. However, such simple descriptions are
not expected to be sufficient when several conduction and/or
valence bands contribute to the optical response.

Indeed, multiband effects might be expected to significantly
affect the optical properties. One such multiband scenario is
illustrated in Fig. 1(d), where an additional conduction band
is located near EF . Provided kBT is comparable to the band
separation, a thermal redistribution of carriers between bands
should occur. In the particular example of Fig. 1(d), a thermal
redistribution is anticipated between the two conduction bands.
Additionally, if the effective masses of the relevant bands differ
significantly, this redistribution should also produce changes
in the transport and optical properties that are sensitive to the
effective mass. One example quantity is the optical plasma fre-
quency which is inversely related to the effective mass [22]. To
the best of our knowledge, the effects of such thermal redistri-
bution on the optical response have not been widely considered

in existing optical studies, with the exception of PbTe [27]. We
believe that a proper treatment of this possibility can shed light
on certain unresolved problems in the study of multiband met-
als, specifically reports of anomalous changes in ωp observed
in a number of low-carrier-density systems [16–18,21].

In this context, SrMnSb2 is an ideal model system to investi-
gate the effects of the multiband nature and shallowness of the
electron/hole pockets on the transport and optical properties.
SrMnSb2 is structurally similar to SrMnBi2 and CaMnBi2,
which are known to feature anisotropic Dirac fermions [28,29].
Crystallographically, these materials feature stacked structures
made up of MnBi, Sr (Ca), and Bi square net layers [30,31] and
are structurally similar to some pnictide superconductors [32].
Strong correlation in the Mn 3d states means these bands are
far from the Fermi level (EF ) and the electronic conduction
is dominated by the Bi layers [28]. Detailed studies have
demonstrated that the Bi square nets host highly anisotropic
two-dimensional (2D) Dirac fermions [28,29,31,33,34]. In
SrMnSb2, on the other hand, the orthorhombic distortion of
the crystal structure removes the Dirac points and results
in several conventional parabolic bands near EF [35]. The
relative simplicity of the band structure makes SrMnSb2

an ideal prototype for exploring the transport properties of
low-carrier-density, multiband metals.

In this work, we report on the optical and transport
properties of SrMnSb2. Our measurements reveal a number
of unusual phenomena, in spite of the simple electronic
structure. In particular, we observe an anomalously large
increase in the optical plasma frequency (ωp) with decreasing
temperature (T ), which is very unusual in simple metallic
systems. To explain the anomalous optical properties of
SrMnSb2, we develop a three-band description. In the case
of SrMnSb2, we consider two electronlike bands and one
holelike band, as illustrated schematically in Fig. 1(d). By
accounting for the thermal redistribution of quasiparticles
between these bands, this simple model can explain the
T dependence of ωp, the optical interband transitions, and
the Hall number. Using this three-band model, we also
extracted detailed information on the band structure from the
momentum-averaged optical/transport data that agrees well
with theoretical expectations. Our results clearly illustrate the
phenomenology associated with an additional conduction band
near EF and demonstrate that a detailed understanding of the
low-energy electronic structure in a multiband system can be
obtained by careful consideration of the T-dependent optical
response. We suggest that the three-band description described
here should be broadly relevant to interpreting the transport
and optical properties of other low-carrier-density metals with
multivalley electronic structures.

II. EXPERIMENTAL DETAILS AND RESULTS

A. Optical measurements

To determine the complex optical conductivity σ̃ (ω) of
SrMnSb2, we performed spectroscopic reflectance and el-
lipsometry measurements. Single crystals of SrMnSb2 were
grown using Sn flux. The high crystallinity and stoichiometry
were confirmed by x-ray diffraction and energy dispersive
x-ray spectroscopy, respectively. The optical measurements
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were performed on a cleaved surface of a (001) plane. From
0.74 to 5.0 eV, we directly measured the T dependence of σ̃ (ω)
using a commercial ellipsometer (J. A. Woollam, V-VASE)
from 10 to 300 K. From 0.008 to 0.8 eV, we measured the
reflectance spectra [R(ω)] using a Fourier transform infrared
(FTIR) spectrometer (Bruker IFS 66v/S). We employed the
in situ gold coating method to obtain properly normalized
R(ω) spectra that are free of possible errors from geometric
effects [36]. The sample T was varied from 10 to 350 K using a
continuous flow liquid He cryostat with the sample in vacuum.

We performed Kramers-Kronig (KK) analysis to obtain
σ̃ (ω) from the R(ω) data. This analysis requires that R(ω) be
known over a broad energy range, so we extended R(ω) below
0.008 eV using the standard Hagen-Rubens relation [22].
At energies above 0.8 eV, we computed R(ω) from the
ellipsometric data. Between our upper cutoff of 5 and 12 eV,
we extrapolated R(ω) by assuming R(ω) ∝ ω−1. Above 12 eV,
R(ω) was assumed to decrease as ω−4. The region below 0.5
eV, which we focus on in this work, is not affected by the choice
of extrapolation above 5 eV. The KK-derived σ̃ (ω) were found
to be in good agreement with the ellipsometric data, validating
our analysis.

As a complementary probe of the electronic structure, we
also measured the longitudinal and Hall resistivity (ρxx and
ρxy) as a function of magnetic field (B) at various T between
2 and 300 K. The data were measured using the standard
six-probe method in a Physical Property Measurement System
(PPMS-14T, Quantum Design). For the dc measurements,
we used a crystal from the same batch as the sample used
in the optical experiment. For precise determination of the
Hall coefficient, we recorded the Hall voltages at a fixed
T by sweeping the magnetic field between −14 and 14 T
and subtracted the asymmetric component due to contact
misalignment.

B. Quantifying the optical response of SrMnSb2

Although SrMnSb2 remains metallic in the investigated
temperature window, the R(ω) data show an unusually large
T dependence. As shown in Fig. 2(a), R(ω) approaches 1 at
low energies for all T , typical for a metal. At higher energies,
R(ω) decreases, reaching a well-defined plasma minimum near
90 meV at 300 K. As T is decreased, the data in Fig. 2(a)
reveal a large and remarkable change in R(ω). In particular, the
plasma edge sharpens and shifts to higher frequency, reaching
130 meV at 10 K. The data of Fig. 2(a) therefore suggest a
collapse of the scattering rate 1/τ and a significant change
in the charge dynamics. A reduction in 1/τ can be easily
anticipated as T is decreased. However, the blueshift of the
plasma minimum is highly unusual in a typical metal.

Within the single-band Drude model, the location of the
plasma minimum is given by the screened plasma frequency
ω∗2

p = ω2
p/ε∞ = 4πe2n/mbε∞, where n is the carrier density,

mb the optical effective mass, and ε∞ is the dielectric screening
parameter (see Appendix A for further information) [22].
In a typical metal, where EF is much larger than kBT

and D(E) does not vary strongly near EF , ωp (and ω∗
p)

should be nearly independent of T . Indeed, Au shows a
T -dependent blueshift of ωp on the order of 1% [37]. To
the best of our knowledge, a T-dependent ωp, such as we

FIG. 2. (a) Reflectance [R(ω)] and (b) optical conductivity
[σ1(ω)] of SrMnSb2. Both R(ω) and σ1(ω) reveal large changes with T.
(c) Optical resistivity [limω→0 1/σ1(ω)] and dc resistivity. (d) Square
of the absorption [α(ω)] and the linear extrapolations used to estimate
the direct gap Eg .

observe in SrMnSb2, has rarely been found in the absence of
strong electron-electron interactions and is considered highly
anomalous. Specific materials exhibiting such a peculiar ωp

shift include CuxTiSe2, certain topological insulator systems,
and LTO/STO superlattices [16–18,21].

The anomalous charge dynamics are evident in the optical
constants derived by KK transformation of R(ω). In the
low-frequency region below 100 meV, the optical conduc-
tivity σ1(ω) shown in Fig. 2(b) is dominated by a narrow
quasiparticle (Drude) peak centered at zero frequency. The
open diamonds in the Fig. 2(c) show the dc limit values
of 1/σ1(ω). The solid line shows the measured dc electrical
resistivity curve multiplied with a factor of 0.75. Considering
sample variation, geometrical factors due to sample shape,
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FIG. 3. (a) Energy loss function [Im(−1/ε)], (b) Real part of
the dielectric function (ε1), (c) plasma frequency (ωp), and (d) gap
parameter (Eg) of SrMnSb2. The inset of (b) shows the T dependent
screened plasma frequency (ω∗

p) obtained from (1) fitting and (2)
compensated zero crossing of ε1. The inset of (d) shows dielectric
screening parameter ε∞.

and contact layer, the dc limit value of the KK analysis agrees
reasonably with the measured dc data. As T increases, the
Drude peak strength seems to decrease but its width seems
to increase. The decrease of Drude weight suggests that ω∗

p

should decrease, which was already evident from the R(ω)
spectra.

In addition, we investigated the loss function spectra
Im(−1/ε) and the real part of the dielectric function ε1(ω) to
obtain further confirmation on the anomalous charge dynamics
of SrMnSb2. Within the Drude model, ε1(ω) becomes zero near
the screened plasma frequency ω∗

p/ωpε
1/2
∞ , while Im(−1/ε)

shows a peak structure at ω∗
p (see Appendix A for further

details). As can be seen in Figs. 3(a) and 3(b), the ε1(ω)
data indeed show a zero crossing, while Im(−1/ε) peaks at
the same frequency. Both the zero crossing in ε1(ω) and the
peak structure in Im(−1/ε) shift to higher energies at low T ,
confirming the strong blueshift of ω∗

p implied by the R(ω)
data. The inset of Fig. 3(b) shows that the ω∗

p values from the
Im(−1/ε) peak position are consistent with those from the ε1

zero crossing.
To quantify the T dependence, we fitted our ε1(ω)

and Im(−1/ε) data with the standard Drude model (see
Appendix A for details). The resulting bare plasma frequency
(ωp) and dielectric screening parameter (ε∞) values are shown
in Fig. 3(c) and the inset of Fig. 3(d), respectively. Note
that ε∞ gradually increases as T is raised. Consistent with
our earlier discussion, ωp reveals a noticeable temperature
dependence, increasing by 19% from 300 to 10 K. We could
also obtain ωp by integrating the spectral weight (SW) of
the Drude peak, i.e., σ1(ω) from 8 to 170 meV. As shown in
Fig. 3(c), the results from the sum rule analysis agree with
the fitting results. This figure demonstrates an increase in the

FIG. 4. (a) Field-dependent Hall resistivity (ρxy) and (b) the Hall
number (RH ). The Hall data show a substantial T-dependence.

bare plasma frequency ωp at low temperatures (rather than
ω∗

p only) and signals a pronounced and unexpected change
in the quasiparticle dynamics. The spectral weight lost from
the Drude peak at high temperatures is recovered by about
250 meV (see Appendix B).

In addition to the anomalous change of ωp , the σ1(ω) spectra
reveal another aspect of the low-energy-charge dynamics. Near
200 meV, σ1(ω) shows a gaplike structure corresponding to
the onset of interband transitions. The inset of Fig. 2(d) shows
that α2(ω) ∝ (�ω−Eg), which demonstrates that the gaplike
structure originates from direct optical transitions across an
optical energy gap Eg . Figure 3(d) shows that Eg increases
with decreasing T . The increase in Eg is consistent with the
decrease in ε∞ described earlier. By moving to higher energies,
the interband transitions become less effective in screening
low-energy-charge excitations, leading to a reduction in ε∞.

To gain further insight into the anomalous properties of
SrMnSb2, we now turn to the Hall data. Figure 4 reveals that
the Hall data also show significant T dependence. Since ρxy

was found to be a quasilinear function of B at all T [Fig. 4(a)],
we could extract the Hall number (RH ) as a function of T

through a linear fit of ρxy(B). The RH values are shown in
Fig. 4(b). At low T , RH is relatively constant with a value
of −0.22 μ	 m/T, implying a Hall density (nH ) of 2.84 ×
1019 cm−3 and electronlike quasiparticles. As T increases, RH

decreases monotonically, reaching a value of −0.323 μ	 m/T
at 300 K. At 10 K, nH is 45% larger than the 300 K value,
comparable to the 37% increase in ω2

p over the same T range.
Within a single-band model, this would imply a highly unusual
decrease in the number of quasiparticles with increased T .
However, as we shall argue later, the peculiar T dependence of
the optical response and RH is a consequence of the multiband
electronic structure, and hence highly structured density of
states D(E), of SrMnSb2.

III. DISCUSSION

As mentioned earlier, large changes in ωp have only been
observed in a limited number of materials. This unusual
behavior has usually been associated with exotic electronic
behavior such as strong correlations in the high-Tc cuprates
and iron chalcogenides [37,38], “quasiparticle undressing”
in EuB6 [39,40], ferromagnetism in (Ga,Mn)As [41], or the
anomalous metallic state in CuxTiSe2 [16]. However, strong
correlations and/or magnetism are unlikely to affect ωp in
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FIG. 5. (a) The ab initio band structure near EF and 2D schematic
of the Brillouin zone (BZ) in the kz = 0 plane. The band structure
is calculated along the high symmetry lines shown in the schematic
BZ. Schematic diagrams of the three-band model in (b) low T and
(c) high T cases. (d) The density of states [D(E)] for the three-band
model. Panel (a) is reproduced from Ref. [35] with EF adjusted to
match the Hall data. In (b)–(d), the state occupancy is indicated in
blue, while possible optical direct transitions are marked with yellow
arrows. The conduction band offset (
) and masses (m� and mY) are
also marked in (b) and (c).

the present case. In SrMnSb2, the electronic states near EF

are predominantly derived from Sb orbitals and electronic
correlations are not expected to be strong [35]. This conclusion
is supported by the conventional Drude line shape seen in
the optical response, as strong correlations tend to produce
a non-Drude line shape [23]. Although the Mn moments in
SrMnSb2 order antiferromagnetically near 300 K [42], the
localized Mn states relevant to the magnetism are thought to be
far from EF [35] and our data show no noticeable anomaly near
TN . Therefore, strong correlations and/or magnetism cannot
explain the anomalous blueshift of ωp, and we are forced to
consider other possibilities.

Previous ab initio work has demonstrated that SrMnSb2

possesses a multiband electronic structure near EF [35]. A 2D
projection of the Brillouin zone suitable to SrMnSb2 and the
result of these calculations are reproduced in Fig. 5(a). Several
bands with quasi-2D dispersions are found near EF . In particu-
lar, a group of light (heavy) electron and hole bands are located

near Y(�) [35]. Meanwhile, the Hall data indicate SrMnSb2 is
a low-carrier-density metal with nH = 2.84 × 1019 cm−3 and
electronlike quasiparticles at low T , consistent with quantum
oscillation and thermoelectric measurements [42]. Assuming
that the quasiparticles occupy a single, 2D band near Y at
low T , we can combine nH with the 10 K plasma frequency
to estimate mY = 0.069 me and EF = 116 meV. Importantly,
the edge of the heavier � band is then expected only slightly
above EF . As a result, the energy difference between the EF

and the � band edge is on the order of 10 meV, which produces
the large change in ωp via a thermal redistribution of carriers
between the conduction bands at Y and �.

Motivated by the ab initio band structure, we now consider
the effects of thermal redistribution between multiple near-EF

bands on the optical response of SrMnSb2. As emphasized
earlier, SrMnSb2 has two intriguing properties, i.e., the
anomalous shift of ωp and RH with T . These properties
are difficult to reconcile with optical processes in a single
conduction band. By considering the thermal activation of
a second, heavy conduction band at �, we can successfully
account for the T dependence of ωp, RH , and Eg . This
analysis based on thermal redistribution also allows us to
extract values of parameters characterizing the low-energy
electronic structure, which are in good agreement with those
derived from density functional theory (DFT) calculations.

A. Three-band model

To model thermal redistribution effects on the optical
response, we consider the simplified three-band case shown
in Fig. 1(d). We note that the ab initio calculation results in
Fig. 5(a) suggest multiple conduction and valence bands near
EF at both the Y and � points. A large number of direct and
indirect optical processes involving these bands are therefore
anticipated. Similarly, thermal activation of hole states in the
valence bands as well as electron states in the conduction
bands might also be expected. In the interest of simplicity
and of obtaining physical insight, we limit our model to a
single valence band and two conduction bands. Figure 5(b)
shows this simplified three-band electronic structure. We retain
conduction bands at Y and � and a single, occupied valence
band at Y. Given that SrMnSb2 shows a Drude peak in σ1(ω)
at low T , we include a partially filled conduction band at Y.
To explain the strong T -dependent direct optical transition in
Fig. 2(b), we also include the valence band at Y. Finally, to
account for the shift in ωp at low T , we also include one
more conduction band located at �. In principle, thermal
activation of the hole states near � might also be relevant,
but we neglect this process for simplicity. The simplified
electronic structure of Fig. 5(b) can be parametrized by the
offset between conduction-band minima (
), the masses (mY

and m�) of the Y and � bands, the separation Eo between
the conduction-band minimum and valence-band maximum at
Y, and EF . The value of EF is determined by the number of
free carriers at zero T . We further assume that the relevant
bands are quasi-2D, leading to the density of states [D(E)]
schematically shown in Fig. 5(d).

Within the proposed three-band model, the important
optical processes will be the Drude response and direct
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band-to-band transitions. At T = 0, σ1(ω) is dominated by
two processes: an intraband (Drude) contribution involving
electrons in the light Y band and direct interband transitions
originating from the occupied Y valence band and terminating
at EF . The relevant interband optical transition is indicated
with a arrow in Fig. 5(b). At finite T , indirect transitions from
the valence band at Y to conduction band at � may also occur,
but are expected to be much weaker compared to the direct
transitions involving the light Y bands [22]. This is in accord
with the 10 K optical data, shown in in Fig. 2(a), where only
Drude and direct transition contributions are observed.

With increased T , there is a significant thermal redistribu-
tion of quasiparticles between the conduction bands that causes
large changes in the optical response. The evolution of the
electron occupancies at finite T is depicted in Figs. 5(b)–5(d).
As T increases, the unoccupied � conduction band is pro-
gressively populated. As a result, the effective optical mass of
the quasiparticles is increased due to the involvement of the
heavy � states. Because of the highly structured D(E) and
small EF , the chemical potential μ is strongly T dependent
and decreases as T is raised. The effects of such population
change can be dramatic, especially when the carrier density is
small. These thermally driven band occupancy changes lead
to a redshift of both ωp and Eg , in accord with the optical data
shown in Figs. 2 and 3. We note that similar reasoning has been
invoked to explain optical and Hall data in doped PbTe, where
a second, heavy valence band is thought to play an important
role [27,43]. The thermal effect on the direct transitions is
analogous to the well-known Moss-Burstein effect [44,45].
However, in this case, the shift is produced by T -dependent
changes in μ, rather than changes in EF due to chemical
doping.

The effect of thermal redistribution between bands on the
optical properties (ωp and Eg) can be quantitatively accounted
for in the three-band picture. By assuming a constant charge
density (n), we self-consistently evaluate μ(T ) using

n =
∫ ∞

0
D(E)f (μ,E,T )dE, (1)

where D(E) is the total density of states shown in Fig. 5(d)
and f (μ,E,T ) is the Fermi-Dirac function. For simplicity, we
assume that the density of states and transport masses are equal
and define μ with respect to the Y conduction-band edge. With
μ(T ) in hand, the carrier densities in the Y band (nY) and in
the � band (n�) can be separately computed using

nY =
∫ ∞

0
DY(E)f (μ,E,T )dE, (2)

n� =
∫ ∞

0
D�(E)f (μ,E,T )dE, (3)

where DY and D� are the band-resolved density of states.
We emphasize that n = nY + n� is conserved at all T in our
analysis. Finally, ωp and Eg can be computed according to

ω2
p(T ) = 4πe2[nY(T )/mY + n�(T )/m�] (4)

and

Eg(T ) = Eo + 2μ(T ). (5)

Note that we have assumed that the squared plasma
frequencies can be added (implying equal lifetime τ in each
valley) and that the conduction-band and valence-band masses
at Y are equal [yielding the factor of 2 in Eq. (5)].

B. Comparison of three-band model with the optical data

We applied the three-band model to our data and could
successfully explain the optical response of SrMnSb2. The
above procedure was performed using parameters suitable
to SrMnSb2. Specifically, we use n = 2.84 × 1019 cm−3,
mY = 0.069 me, and EF = 116 meV, following our earlier
discussion in Sec. III. Eo was set to 44 meV in order to match
the low-T Eg value. We tried several values of 
 and m�/mY

in order to best reproduce the optical data. The results of our
calculations, together with the experimental data, are shown in
Fig. 6. Importantly, the model calculation captures the redshift
of both ω2

p and Eg with increasing T . As shown in Figs. 6(a)
and 6(c), ω2

p(T ) is well reproduced with 
 = 141 meV and
m�/mY = 11. On the other hand, these values lead to a slight
overestimation of Eg above 200 K, as can be seen in Figs. 6(b)
and 6(d). This discrepancy is likely a result of other factors,
such as thermal expansion of the lattice or the electron-phonon
interaction [46], that are expected to further renormalize the
optical gap at finite T and are not included in our model.
Nonetheless, our model suggests that the majority of the
change in Eg is driven by the change in μ caused by the
multiband electronic structure near EF .

The band structure parameter values obtained through our
model analysis agree reasonably well with the DFT results
shown in Fig. 5(a). The best agreement between the experimen-
tal data and model outputs was achieved when m�/mY = 11,
suggesting that the band mass difference between the two
conduction bands of SrMnSb2 is quite large. Further, 
 =
141 meV indicates that the second conduction-band minimum
is located close to EF . Remarkably, these values of 


and m�/mY compare favorably with the values of 
DFT ∼
116 meV and m�/mY = 8.6 derived from the DFT band
structure. The parameters extracted from our analysis of the
optical, Hall, and DFT results are summarized in Table I. The
agreement between experiment and theory further validates
our discussion and demonstrates that, combined with proper
analysis, optical spectroscopy can provide a detailed probe
of the near-EF electronic structure in low-carrier-density,
multiband metals.

The three-band model also provides insight into how
the electronic structure determines the anomalous optical
response. For instance, the thermal effect on ωp should become
stronger as the mass difference between the two conduction
bands, m�/mY, is increased. As shown in Fig. 6(a), for
various m�/mY ratios and fixed 
 = 141 meV, ω2

p is relatively
constant at low T before decreasing as T is increased above
75 K. The magnitude of this effect, as well as the slope of
the model curves far above 75 K, increases with increasing
m�/mY. In the special case of m�/mY = 1, ω2

p does not
depend on T as the � states contribute equally to the optical
response. This demonstrates that for two bands with minimal
mass difference, an anomalous ω2

p(T ) behavior should not
be observed. Similarly, the magnitude of the shift of Eg also
depends on m�/mY. Therefore, the anomalous T -dependent
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FIG. 6. Comparison between experimental and model optical properties. (a) ω2
p(T ) for various m�/mY. (b) Eg for various m�/mY. (c)

ω2
p(T ) for various 
 − EF . (d) Eg for various 
 − EF . (e) Eg for various Eo.

shift of ωp, observed in some other material systems [16],
suggests that these materials may also have multiple bands
with large effective mass differences near EF .

The thermal effects on ω2
p and Eg should also be larger when

the energy difference between the two conduction bands, 
,
becomes comparable to EF . The influence of 
 is illustrated

in Figs. 6(c) and 6(d) for EF = 116 meV, m�/mY = 11, and
Eo = 44 meV. Both ω2

p and Eg redshift as T increases, in
agreement with the experimental data. The T at which this shift
begins sensitively depends on 
 − EF . This demonstrates that
the cusp (∼75 K in the data) in ω2

p(T ) and Eg(T ) corresponds
to the T at which the heavy � states begin to be populated.
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TABLE I. Parameters obtained from our experimental studies
(ntotal, ωp), optimal fitting parameters (EF , 
, mY and m�) and
from DFT calculations (
, mY and m�), characterizing the electronic
structure of SrMnSb2.

Parameters Experiments/model fitting DFT calculation

n (10 K) 2.8 × 1019 cm−3

ωp (10 K) 0.76 eV
EF 116 meV

 141 meV 116 meV
mY 0.069 me 0.054 me

m� 0.76 me 0.47 me

We note that in the limiting case of 
 − EF = ∞ (effectively
the single-conduction-band limit), neither ω2

p nor Eg display
a T dependence, suggesting no thermal excitation effects.

Finally, we can determine the separation between the
conduction band minimum and valence-band maximum to be
about 40 meV. Figure 6(e) shows the effect of varying Eo. As
expected, Eg is linearly proportional to the Eo value. The best
fitting can be obtained with Eo

∼= 44 meV at least at low T .
This value can be independently checked with Eq. (5): That
is, the intrinsic gap Eo = Eg(T = 0) − 2EF . Eo is therefore
uniquely determined by the low T value of Eg , provided EF

is known. With Eg(T = 0) ∼= 276 meV and EF = 116 meV,
Eo

∼= 44 meV.

C. Analysis of Hall data

To further confirm our interpretation, we also calculated
the T -dependent Hall data based on the three-band model.
The obtained values of EF = 116 meV and 
 = 141 meV are
much larger than kBT . We therefore employ a two-conduction-
band model developed for Pb1−xSnxTe [43]. In this model, RH

is given by

RH = (1/e)(γ n� + nYb2)/(n� + nYb)2, (6)

where b is the ratio of the mobilities of the two bands and
γ is the Hall factor which we set to unity. For simplicity, we
assume identical lifetimes in each band so that b = mY/m� .
The resulting RH values, computed using several parameter
sets, are shown in Fig. 7 together with the experimental results.
In the special case of m�/mY = 1, RH is T independent, as is
evident from Eq. (6). As shown in Fig. 7(a), the high-T slope
depends strongly on m�/mY. In Fig. 7(b), the location of the
“cusp” in RH is seen to be sensitive to the choice of 
, similar
to the model optical properties.

We found that the T dependence of the Hall data can
also be explained reasonably within the three-band model.
Consistent with the experimental data, the calculated RH is
relatively constant below 50 K, at which point it begins to
rise quasilinearly. As mentioned earlier, the optical data are
well described by 
 = 141 meV and m�/mY = 11. However,
with these parameter values, the three-band model tends to
underestimate the experimental value of RH by about 10% at
higher temperatures. This discrepancy could arise for several
reasons. First, we have ignored T -dependent changes in the
mobility ratio [b in Eq. (6)] or in the overall band structure.
Second, we have not considered possible contributions from

FIG. 7. Comparison between experimental and model Hall num-
ber (RH ). (a) Effect of varying m�/mY. (b) Effect of varying 
 − EF .

bands beyond the conduction bands at � and Y . At finite
temperatures, other carriers, such as thermally activated holes
in the valence band near � [Fig. 5(a)], may become relevant.
Given these considerations, we regard the Hall data to be in
good agreement with both the optical data and the schematic
band structure shown in Fig. 5(a).

IV. APPLICABILITY TO OTHER MATERIALS
AND CONCLUSIONS

The above discussion demonstrates that large changes in
ωp can arise from simple thermal and band structural effects
that could be important in a variety of materials. The key
requirements are an effective mass that varies significantly
within a few tens of meV of the Fermi level (corresponding to
experimentally accessible temperatures) and a small Fermi en-
ergy. In the case of SrMnSb2, we have shown that the variation
in mass is a result of a nearby heavy band, but this condition
might also be satisfied by, for instance, strong nonparabolicity.
Indeed, a T -dependent optical mass has been identified in
Pb1−xSnxTe and explained as a consequence of strong band
nonparabolicity and, at higher carrier densities, of a second
band near EF [27,47]. We therefore expect that this effect
should be active in a variety of low-carrier-density metals.

In fact, available optical data support the general applica-
bility of our results. For example, CuxTiSe2, which shows an
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anomalous T dependence of ωp, is a low-carrier-density metal
with a complex, multiband electronic structure [16]. Similar
physics to what we have described in SrMnSb2 may apply
in this compound. Furthermore, several topological insulator
materials also show increases in ωp with T [17,18]. These
should be considered metallic, doped semiconductors with
small Fermi energies and highly structured density of states
near the Fermi level. For instance, the DFT band structure of
Bi2Se3 reveals a bulk conduction-band minimum at �, with
additional valleys within about 0.3 eV [48]. In particular, a
valley located near L involves weakly dispersing states that
should yield a large optical band mass. This is qualitatively
similar to the case of SrMnSb2 and the thermal activation
of heavy L states therefore provides a natural explanation
for the T -dependent shifts in ωp observed in the Bi-based
topological insulator materials, although nonparabolicity may
also be important to these materials. We mention that certain
lead chalcogenide thermoelectric alloys, similar to PbTe, also
show temperature-dependent optical masses, possibly due
to nonparabolic or multiband electronic structures [19,20].
Lastly, we note that a strongly T -dependent ωp was also
observed in metallic LaTiO3/SrTiO3 superlattices [21]. This
observation was reasonably interpreted in terms of the leakage
of electrons across the LTO/STO interface dictated by the
quantum paraelectric behavior of STO. However, the t2g bands
in these compounds should be quasidegenerate, favoring a
multiband electronic structure near EF [49] and there are also
indications of multichannel conduction from magnetotransport
experiments [50]. We therefore suggest that multiband effects
may also be important in determining the T -dependent optical
and transport properties of LTO/STO superlattices and, by
extension, other varieties of oxide heterostructures.

V. SUMMARY

We have studied the optical response of SrMnSb2. Most
importantly, we observed a strikingly large increase in ωp at
low temperatures, as well as concurrent changes in the optical
interband transitions and Hall data. This behavior was shown
to be a consequence of the multiband electronic structure and
small EF in SrMnSb2. At high temperatures, heavier states
lying close to EF become thermally populated, leading to a
reduction in ωp. We expect that this effect could be relevant to
understanding the transport properties of a number of topical
low-carrier-density and multiband metals.
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APPENDIX A: THE SINGLE-BAND DRUDE MODEL

Here we review the single-band Drude model that is
commonly used to understand the optical properties of a metal.
In the Drude model, the dielectric function, ε̃ (= 1 + 4πiσ̃ /ω),
is given by

ε̃ = ε1 + iε2 = ε∞ − ω2
p

ω2 + iω(1/τ )
. (A1)

Here ε∞ is a dielectric constant that represents screening
due to higher-energy interband transitions, ωp is the quasi-
particle plasma frequency, and 1/τ is the scattering rate.
Importantly, for the single-band case, ω2

p = 4πe2n/mb, where
n is the quasiparticle density and mb the optical effective
mass [22]. Therefore, optical spectroscopic studies using the
single-band Drude model have provided a simple and powerful
platform for understanding the optical response of a metal and
for relating this response to electrodynamic parameters such
as ωp, ε∞, and 1/τ .

The Drude model suggests that a metallic system should
have several characteristic features. In the limit of ωp/ε

1/2
∞ �

1/τ and ω � 1/τ , Eq. (A1) can be written as

ε1
∼= ε∞ − ω2

p

ω2
. (A2)

The Drude model therefore predicts a characteristic zero
crossing in ε1 at the screened plasma frequency ω∗

p =
(ωp/ε

1/2
∞ ). At energies far below ω∗

p, ε1 is large and negative.
Far above ω∗

p, ε1 approaches ε∞. Meanwhile, the Drude model
σ1(ω) consists of a peak at ω = 0 with a width given by
1/τ and an intensity determined by ω2

p. These characteristics
lead to several well-defined spectroscopic features in the
optical response (e.g., R(ω) = |[1 − ε̃(ω)1/2]/[1 + ε̃(ω)1/2]|2.
For instance, R(ω) is expected to be large at low energies
before reaching a minimum, known as the plasma edge, at ω∗

p

before increasing up to a constant value determined by ε∞.
The plasma edge is a signature of metallic transport and is
often used to determine ω∗

p [51].
The Drude model also allows for various methods of

quantifying the bare plasma frequency ωp. First, ωp can be
evaluated through direct integration of the Drude peak via the
optical sum rule,

ω2
p = 8

∫
σD

1 (ω)dω, (A3)

where σD
1 (ω) is the Drude contribution to σ1(ω) [22]. A second

route is via the longitudinal loss function [Im(−1/ε)]. Within
the Drude model, Im(−1/ε) can be written by

Im(−1/ε) = ω2
P ω/τ

ε2∞ω2/τ 2 + (
ω2

P − ε∞ω2
)2 . (A4)

Contrary to the Drude peak in σ1(ω), which is located at
zero frequency, the Drude model predicts that this peak should
be located close to ω∗

p. Equation (A4) is therefore a useful
alternative when σ1(ω) cannot be determined accurately at
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FIG. 8. Temperature-dependent σ1(ω) over a broad energy range.

low frequencies. Finally, the location of the zero crossing in
ε1, as suggested by Eq. (A2), can also be used to determine
ω∗

p. More generally, from Eq. (A1), the zero crossing frequency
ωzero should occur at (ω∗2

p − 1/τ 2)1/2, so

ω∗2
p = ω2

zero + 1/τ 2. (A5)

When 1/τ is much smaller than ω∗
p, ωzero corresponds to

ω∗
p, as expected from Eq. (A2). However, when 1/τ becomes

larger, ωzero will underestimate the true ω∗
p.

APPENDIX B: SPECTRAL WEIGHT CONSERVATION

We show temperature-dependent σ1(ω) and the spectral
weight [SW = ∫ ω

0 σ1(ω′)dω′] in the energy region up to

FIG. 9. Temperature-dependent spectral weight (SW) over a
broad energy range.

5 eV in Fig. 8. The conductivity below 0.25 eV is dominated
by a Drude response. Conspicuous interband transitions are
observed at 0.8, 1.5, 2.8, and 4 eV. As the temperature
increases, the interband transitions become broader and
redshifted.

Our spectral weight analysis in a wide energy region shows
that the spectral weight lost from the Drude is recovered at
about 250 meV which corresponds to the onset of the lowest
interband transition (Fig. 9). This indicates that the changes in
the Drude response with the variation in temperature mostly
involve the interband transitions located in the energy region
below 250 meV. The thermal broadening and redshift of the
interband transitions lead to a minor variation in the spectral
weight in the energy region between 250 meV and 3 eV and
the spectral weight is conserved above 3 eV.
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