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ESDIS - Earth Science Data and Information System DAAC - Data Active Archive Center IMERG — Integrated Multi-satellite Retrievals for GPM
MERRA?2 — Modern-Era retrospective analysis for Research and Applications, Version 2 AIRS — Atmospheric Infrared Sounder OMI — Ozone Monitoring Instrument
OCO — Orbiting Carbon Observatory TROPOMI — Tropospheric Monitoring Instrument EOSDIS — Earth Observing System Data and Information System
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