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Abstract. This paper describes the application of an adap-are used in the constituent decoders to generate these LLRs
tive complexity decoder for the Long Term Evolution (LTE) by doing forward and backward recursions on a trellis repre-
downlink Turbo code. The proposed decoding approach isentation of the code. Traditionally this trellis represents the
based on the block syndrome decoding principle and enablesncodelG of the code.
adaptive reduction of decoding effort depending on current In this paper, a different decoding approach is considered
SNR and iteration number with negligible influence on de-which is based on the so called syndrome fordérof the
coding performance. Numerical results in context of LTE underlying code. While this decoder is equivalent to the con-
downlink using typical mobile channels are used to demon-ventional decoder in terms of trellis complexity and decod-
strate the efficiency of the approach. ing performance, it can be modified to achieve adaptive de-
coding complexity based on the so called Block Syndrome
Decoding (BSD) approach. The BSD concept has been de-
1 Introduction scribed earlier in context of Viterbi decodinGéldmacher
etal, 2009 and Turbo equalizatior@eldmacher et §l201Q
Mobile communication usage has shifted from mainly Hueske et a).2010. Applying it to Turbo decoding is, how-
speech-centered use to highly bandwidth demanding dat&ver, not straightforward as will be shown in this paper, but
communication: A mobile phone is no longer jusplaone requires the extension of the Turbo decoder by means of a
but it has become a personal communication and multimepre-correction of the constituent decoders inputs.
dia device, which is also used for internet browsing, video In the following Sect2 the BSD concept is summarized.
and audio streaming, online-based navigation etc. The resulffhe syndrome based, adaptive complexity Turbo decoder is
ing increasing bandwidth demands are satisfied in one pargxplained in Sect3 and numerical results for typical LTE
by using more sophisticated signal processing in the physiscenarios are shown in Sedt. Conclusions are drawn in
cal layer, like MIMO transmission or advanced forward error Sect.5.
correction (FEC) methods.
Considering the Long Term Evolution (LTE), one of the
most complex parts of these baseband processing comp@ Block syndrome decoding
nents is the FEC, which is realised using Turbo coding
(Berrou et al. 1993. Turbo Codes are used in several In syndrome decoding, instead of the trellis of the encoder,
applications, because of their excellent BER performancethe trellis of the syndrome formed” is used, where each
compared to classical codes like convolutional or blockpath represents an admissible error sequenc&iven the
codes. In case of ideal uncorrelated Gaussian inputs and vetyard decision of a received distorted sequence, an admissi-
large code block lengths, Turbo Codes can achieve close-tdsle error sequenceis defined as any sequence that results in
capacity BERs. However, good performance has to be payed valid code sequence, when applied td his trellis can be
for with high computational complexity: Turbo codes are de- constructed based on the syndrome foridérof the code,
coded iteratively by using constituent decoders, which ex-and the syndrome sequenge=rH 7 of r (Forney Jr, 197Q
change their beliefs about the transmitted information bits inSchalkwijk and Vinck 1976. Consequently, in this case a
the form of Log Likelihood Ratios (LLRs). Typically the MAP decoder estimates the LLRs of the error in code or in-
LogMAP or the MaxLog algorithmRobertson et a|1995 formation bits, and this approach is referred to as syndrome
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decoding. The resulting absolute LLR is identical for both coder’s input contains only few errors, more error-free sub-
approaches, and therefor the choice of the trellis has no influblocks can be identified and the decoding effort is reduced.
ence on the decoding performance. Also trellis complexities Considering a Turbo decoder, it is expected that the num-
of syndrome former and encoder are known to be identical inber of remaining errors in the a priori estimate of the sys-
their minimal realizationsKorney Jr, 1970. tematic part decreases during Turbo iterations. Additionally,
However, there is an interesting property of syndromeif an estimate of the parity part is employed to correct er-
based decoding that can be exploited for reducing the derors in the parity part, then the overall number of errors in
coding complexity. As the syndrome based decoder outputshe constituent decoder’s input decreases with ongoing itera-
LLRs of the error bits and not of the code bits, the proba-tions and increasing SNR. Thus, employing the BSD concept
bility of states and transitions depends on the number of eryields complexity reduction with increasing SNR and ongo-
rors in the decoders input sequemcé.ess errors relate to a  ing iterations.
higher probability of the all-zero state in the trellis. Thisalso The necessity of correcting the constituent decoder’s in-
means that if a subblock in the decoder’s input sequence iput sequence requires a modified transition metric, which ac-
error-free, then the zero-state is the most likely state in thiscounts for the precorrection. Therefore the syndrome decod-
subblock, and consequently that an estimation of error-freéng approach for Turbo Codes described in this work differs
blocks can be interpreted as a state estimation. from other syndrome based decoding algorithBah@lkwijk

Decoding complexity can then be reduced by identifying and Vinck 1976 Yamada et a).1983 Tajima et al, 2002
error-free subblocks before the decoding starts, and switchMinowa, 2003 Geldmacher et a12010.

ing off the decoder for these subblocks. Only the remaining

erroneous subblocks are actually processed by the decoder.

In context of syndrome decoding, a very simple yet efficient3  Adaptive complexity Turbo decoder

criterion for estimating error-free subblocks is the syndrome

b of the decoder’s input sequence. Because of the orthogogirst the operation of the syndrome based constituent decoder
nality of the syndrome forme " to the code, the syndrome s described (Sec8.1), then the Turbo decoding framework
only depends on the channel erepr with precorrection and the BSD extension are explained

b=rHT=(V+€c)HT=UGHT +€cHT=€cHT» (1) (Sect.3.2and SeCtSS)

so that subsequences of a certain number of consecutive z&8:1 Syndrome based Turbo decoder

ros inb indicate error-free subblocks imwith certain proba-

bility. In (1) v=uG denotes the code sequence corresponddt is assumed, that a half rate systematic terminated encoder

ing to the information sequence is employed, and that on receiver side depuncturing is re-
In summary, the basic idea of BSD consists of two steps: alized by replacing punctured positions with zero reliability

1 p . te th dromteof the decod bits. One constituent decoder takes the received soft decision
- Preprocessin@ompute the syndronteof the decoders sequencé, a precorrection sequengeand a priori LLRs of

input sequence and identify subblocks of a predefinedthe errorsl 4 (e) in the systematic part as input. For the sys-

minimum numb_er of consecutive zeros. These SUb'tematic part, it generates anposteriorihard decision esti-
blocks are considered to be error-free.

matee of the error in the harddecisionof f and extrinsic

2. Decod|ngApp|y the Syndrome_based decoder 0n|y to LLRs Lg(e). The decoder performs the fOllOWing StepS:

the remaining erroneous subblocks. ) )
1. Precorrection and syndrome computatidhe precor-

The required minimum number of consecutive zeros is ade-  rection sequence is applied tor, and the syndromb

sign parameter, which is calleih, in the following. It in- is computed as
fluences complexity reduction and loss of decoding perfor-
mance: A smalle€min will result in the detection of more b=(r&xH’ @)

error-free subblocks, i.e. more reduction of decoding com-
plexity, but also has a higher chance of identifying a sub- ) ] _ ] )
block as error-free which actually contains errors, i.e. higher 2+ Trellis operationGiven the trellis oHT subject td, the
degradation of decoding performance. Ma.xLog algorithm is gpplled to generateaposterlor_l

It is easy to see, that the BSD concept results in a decod- ~ €StimateL (¢). The intial state for the forward recursion
ing complexity that adapts to the number of errors contained 1S Setto the zero state, while the intial state for the back-
in the decoders input sequence. In the worst case, if the in- ward recursion is selected according to. 'ghe final ;tate of
put sequence contains many errors, no error-free subblocks e syndrome former fron®j. The transition metric at
are identified, and the decoder has to process the whole se-  Me Instant is given as
quence. In this case the effort is equal to a conventional de-

coder plus the preprocessing overhead. However, if the de- )Z;'éfp’q) (|F;‘| —LA(ef)/2)+)Z,”éf’p,q)|if’|, 3)
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bits, and, as a priori values, the interleaved extrinsic informa-
R tions L (¢;) generated by the other decoder. Additionally,
€ the precorrection sequengés used.
Decoder 1 Lile) Generally an arbitrary sequence can be selectedkfor

E without changing the absolute values of the generated LLRs.

Lae) However, for the BSD concept it is crucial, that the input
(r ®x) of the syndrome former contains as few errors as pos-
sible, such that the hamming weight bfbecomes small.
This can be achieved by selectingas an estimate of the
channel errofe., which in context of the Turbo decoding
framework can be done as follows:
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Thus the sequencedepends on both constituent decoders,
Fig. 1. Syndrome based Turbo decoder with precorrection. such that it can be used as a measure for the decoding
progress. In case of convergence of the decoder, it leads to a
o p s p decreasing hamming weight of the syndrome sequbnce
wherex;, x; ande(, ), €, ) represent BPSK mod-  1he described syndrome based Turbo decoder is identi-
ulated systematic and parity bits of precorrection se-c4 1 the conventional decoder in terms of decoding perfor-
quence and error correponding to the trellis transition nance and trellis complexity. Additional effort is required
from statesp to g. This yields the a posteriori LLR 4 compute the sequenaeand the syndrome. However,

L(e) of the incremental errog w.r.t. (r ®x). Note that ok are binary operations and can be considered of negligi-
for LogMAP decoding proper normalization using the o complexity.

channel reliability would be required.

In order to generate the LLR(e¢) of the absolute error 3.3  Block syndrome decoding of Turbo codes
in r, the sign ofL(e), which is an estimate of the error

in r ®x, has to be flipped according 10 Based on the described syndrome based Turbo decoder, the

BSD concept Geldmacher et 312009 2010 as described

(4) in Sect.2 can be applied to achieve a reduction of decoding
effort. Because of the precorrection, the syndrome sequence
b of a constituent decoder shows subsequences of consec-
utive zeros, that increase with ongoing iterations in case of
convergence. This can be exploited to separate the input se-
guence into subblocks that are considered to be erroneous
and subblocks that are considered to be error-free. Conse-
3. Generation of extrinsic LLRhe extrinsic LLRSL g (¢), quently, a reduction of decoding effort can be achieved by

that are passed to the other constituent decoder, are gewnly processing the erroneous subblocks and neglecting the

erated by removing the a priori informatidry (¢) and  supposely error-free subblocks.

the received systematic softbits fralre;), More precisely the syndrome based Turbo decoding algo-
rithm from Sect3.1is extended as follows:

L(e)=—%L(¢e)).

The harddecisio@ of L(¢) delivers thea posteriories-
timate of the channel erreg.. Applying € to the system-
atic partr® of r results in the estimaté of the original
information bitsu.

Lg(€) = L(e) = (=3)) (&} |7} | =%} La(€))

_ B -5 s 1. Preprocessing of syndromdentify subsequences of
= L) +lrrl—Late). ) £min zeros inb. Consider the corresponding subblocks

_ _ in f, except a padding df‘min/2] at the beginning and
3.2 Turbo decoder with precorrection end of each subblock, as error-free, and the remaining

) ) subblocks as erroneous.
An overview of the syndrome based Turbo decoder with two

constituent decoders is shown in Fig.Like in the conven-
tional Turbo decoder, both constituent decoders use the sys-
tematic and their according parity part of the received soft-
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2. Processing of subblocks cQI3

Reference
, BSD Imin:21

(a) Erroneous block3he erroneous subblocks are pro-
cessed by the syndrome based MAP decoder, which
generates extrinsic valués; (¢;) and the estimated
error ¢; for all 7 in these subblocks. Note that

these blocks can be considered to be terminated in =~ 152 L L ‘
-15 -14 -13 -12 -11 -1 -09 -0.8 -0.7 -0.6 -05

BLER
=
o

the zero state, because the zero state is the mos ' SNR [dB]
likely state in the preceding and succeeding error- . cQle
free blocks. 10 : R Referonce
(b) Error-free blocksNo processing is required for the —o— BSD LSt
supposedly error-free blocks. Instead, the extrinsic ':-j 10"
LLR is set to a sufficiently large valud, g (¢;) =
Xjc, with ¢ > 0, and the estimated error is set to 1072 R S S S S R
the systematic part of the pre-correction sequence, 79 8 81 82 8I3$N8R.‘[1dB]8'5 86 87 88 89
€/ =x;. A reasonable choice far is the largest . CQI 13
value in the quantization range of the LLR values. 10 T F—
BSD1 . =91
The choice of the design parametgy, affects the achiev- &0l - -
able reduction of decoding effort and possible loss in decod- @
ing performance. Given an acceptable loss in block error rate
(BLER), it may be selected heuristically. 107 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
155 156 157 158 159 16 16.1 16.2 16.3 164 16.5

SNR [dB]

4 Simulation results ) ) )
Fig. 2. Comparison of BLER for different CQI values (AWGN).

To show the efficiency of the proposed BSD Turbo de-
coder, it is analyzed in context of an LTE downlink scenario
(Mehlfuhrer et al. 2009. For the simulations presented in
this section, the modulation and coding scheme (MCS) is set
according to the Channel Quality Indicator (CQI). A single-
user, single antenna scenario is considered, where the carrier
frequency is set tgfe = 2.1 GHz and Doppler frequency is
fp.max=0Hz. For all simulations independent channel real-
izations are used. The bandwidth is set to 5 MHz for all sim-
ulations, and no control channel information is transmitted
by the eNodeB, meaning all resources are used for payload

the code rate, the more punctured positions and conse-
quently the more depunctured, zero-reliability bits are
input to the decoder. However, the reliability of the
syndrome-based criterion for identification of error-free
blocks depends on a good estimate of the parity se-
quence, because of the involved precorrection. Thus, if
there are more zero-reliability parity positions this crite-
rion is less reliable and a larger value has to be selected
for £min to avoid a loss of BLER.

data only. The decoder employs the Max Log MAP algo-  _ channel typeThe type of the channel influences the
rithm and is set to a maximum iteration number @« = 8. convergence behavior of the Turbo decoder. Naturally
CRC24 is employed for High SNR Early Termination (ET). the BSD approach is more effective if the decoder exe-
The computational effort will be measured aquiva- cutes more iterations before termination, because in this
lent iterationsof the conventional decoder until termination. case the BSD has more chances to identify error-free

Thus for the conventional decoder this measure equals the parts.
average number of full iterations until ET. For the BSD ap-
proach, this corresponds to the averaged number of itera- The following Sect.4.1 compares BLER and equivalent
tions, where each iteration is weighted with the percentageterations for different CQI values, i.e. different code rates.
of erroneous blocks. For example, if for the BSD approachThe influence of the transmission channel is analyzed in Sect.
the decoder would terminate after 3 full iterations, but each4.2 A conventional Turbo decoder is used to provide refer-
constituent decoder would have only processed 50 % of thence results.
code block during each full iteration, then this would corre-
spond to 15 equivalent iterations. 4.1 Code rates

There are two factors which have major influence on the

performance of the BSD approach: To illustrate the performance of the BSD approach for dif-

ferent code rates, the CQI values 3, 9 and 13 are used under
— Code rateThe code rate determines how many posi- the assumption of AWGN transmission. The paramétgy
tions are punctured in the transmitted block. The higheris adjusted such that the BLER degradation is smaller than
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Fig. 3. Equivalent iterations for different CQI values (AWGN). Fig. 4. Comparison of BLER for different channels (CQI9).
0.1 dB compared to the reference; it is set g, = 21 for 4.2 Channels

CQI3, £min =31 for CQI9 and¢min =91 for CQI13. As al-
ready mentioned, a larger value is required for a higher CQIlln order to analyze the impact of different channel condi-
(higher code rate). The resulting BLER for the three cases idions, Figs.4 and5 compare the performance of BSD over
shown on Fig2. It can be noted, that there is a slight per- AWGN channel to the performance over the fading channels
formance decrease, which however is still smaller than thelypical Urban (TU) and PedestrianA (PedA). The BSD is
required 0.1dB at a working point of 10 % BLER. shown along with the conventional decoder for a fixed CQI
The equivalent number of iterations that are executed byof 9. The BLER is shown in Figd for the three cases. As in
the decoder are shown in Fig. Again, the BSD approach is the previous simulation, the parametgs, has been selected
compared to the conventional Turbo decoder for the considsuch that the impact on BLER performance<if.14 B at the
ered SNR range. For the conventional decoder the equivalerBLER working point of 10 %. For all channels the design pa-
number of iterations only depends on the CRC24 based ETiameter is set témjn = 31.
For the BSD, it is additionally influenced by the amount of ~ The reduction of decoding effort in terms of equivalent it-
error-free subblocks that are identified during the iterations. erations is shown in Figh. It can be noticed, that for the
Naturally, the number of iterations that are required to de-fading channels TU and PedA the average number of itera-
code a block decreases with increasing SNR for both detions of the conventional Turbo decoder is much smaller than
coders, because the quality of the received values improvedn the AWGN case: While for the AWGN channel the de-
For the BSD decoder the number of equivalent iterations iscoder executes aboutlSiterations in average at the working
always smaller than that of the conventional decoder. For expoint of 10% BLER, it only executes abou2and 19 itera-
ample, considering a working point of 10 % BLER, the com- tions for the TU and PedA channel, respectively. This clearly
putational effort is reduced by abou#Q1.1 and 1 equivalent  affects the efficiency of the BSD approach, because if less it-
iterations at CQI3, CQI9 and CQI13. This corresponds to aerations are executed until ET, there are less options for the
reduction of decoding operations by about 20%. BSD to identify error-free blocks, and thus less reduction of
computational effort. Consequently the reduction in terms of
equivalent iterations is about®and 02 for TU channel and
PedA channel and thus smaller compared to the AWGN case.
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AWGN Table 1. Summarized results for different CQIs and channels.

Reference
6l _ ——BSDI;=31)| Code Eq.lt. Eq. It
Rate {¢min  Conv. Dec. BSD Saving

4r : 1 AWGN, CQI3 0.19 21 3.8 3.0 21%
AWGN, CQI9 0.60 31 51 3.9 22%
2 : : : ‘ ‘ ‘ ‘ i i TU, CQI9 0.60 31 2.3 18 20%
79 8 81 82 83 84 85 86 87 88 89 PedA, CQI9 0.60 31 23 21 6%

SNR [dB
TypicaI[Urb]an AWGN, CQI13 075 91 50 38 24%

Eq Iterations

Reference
o BSD Imin=31 |

in equivalent iterations of the conventional decoder can be
reduced by up to 20%. The approach is especially effective
if the channel requires a relatively high number of iterations
50 11 12 13 14 15 16 until termination, like e.g. in the AWGN case. On the other
SNR [dB] hand, if the channel only requires a small number of itera-

PedestrianA ‘ tions (like 2—3 iterations for the PedA and TU channels), the
Reference reduction in terms of absolute iterations will be smaller. For
3t » . : : —6—BSD 1y, =31 these cases, alow SNR ET scheme may be considered, which
may also be implemented based on the hamming weight of
2r ’ ‘ ‘ ‘ ‘ ‘ 1 the syndrome sequenbgGeldmacher et 312017).

‘ ‘ ‘ ‘ ‘ ‘ The realization of a syndrome based Turbo decoder is of
10 12 14 lgNR [d81]8 20 22 24 the same complexity as a conventional Turbo decoder, be-
cause only the underlying trellis is changed. Additional ef-
fort is required for syndrome computation, the generation of
Fig. 5. Equivalent iterations for different channels (CQI9). an estimate of the parity errors and precorrection. These op-
erations are based only on bits, such that they are easy to real-
ize using XOR operations. Additionally, the identification of

Table1 summarizes the results presented in this sectiongrror_free blocks has to be done. This may be implemented
For a BLER working point of 10 % and for the different CQIs ,y 3 simple counter.

and channel types, the equivalent iterations of conventional

Turbo decoder and BSD are shown along with the used pa-

rametermin. Additionally the last column shows the relative

reduction of equivalent iterations. It can be seen, that in cas&eferences

of AWGN and TU channel the reduction of computational

effort is about 20%, while in case of the PedA channel it is 36213 V8.8.0. 2009

only 6%. It can further be notlced,_ that the choice of the pa-Berrou’ C.. Glavieux, A., and Thitimajshima, P.: Near Shannon

rametertyin depends on the CQI, i.e. the code rate, and not limi ) . . L i o
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on the chanm_al type. Further simulations have also s_hovyh IEEE ICC, 10641070, Geneva, Switzerland, 1993.
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