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Temporal and spatial characteristics of ozone depletion events from
measurements in the Arctic
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Abstract. Following polar sunrise in the Arctic springtime, els < 15nmolmot?) were estimated to be 877 km (me-
tropospheric ozone episodically decreases rapidly to neardian), while areas estimated to represent major ozone de-
zero levels during ozone depletion events (ODEs). Manypletions « 10 nmol mot!) had dimensions of 282 km (me-
uncertainties remain in our understanding of ODE charac-dian). These observations point to a heterogeneous bound-
teristics, including the temporal and spatial scales, as welbry layer with localized regions of active, ozone-destroying
as environmental drivers. Measurements of ozone, brominéalogen chemistry, interspersed among larger regions of pre-
monoxide (BrO), and meteorology were obtained duringviously depleted air that retain reduced ozone levels through
several deployments of autonomous, ice-tethered buoys (Chindered atmospheric mixing. Based on the estimated size
Buoys) from both coastal sites and over the Arctic Ocean;distribution, Monte Carlo simulations showed it was statisti-
these data were used to characterize observed ODEs. Deally possible that all ODEs observed could have originated
tected decreases in surface ozone levels during the onset apwind, followed by transport to the measurement site. Local
ODEs corresponded to a median estimated apparent ozongind speed averages were low during most ODEs (median of
depletion timescale (based on both chemistry and the ad=-3.6 ms1), and there was no apparent dependence on local
vection of G-depleted air) of 11 h. If assumed to be dom- temperature.

inated by chemical mechanisms, these timescales would cor-

respond to larger-than-observed BrO mole fractions based

on known chemistry and assumed other radical levels. Using

backward air mass trajectories and an assumption that trans-

port mechanisms dominate observations, the spatial scales

for ODEs (defined by time periods in which ozone lev-
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1 Introduction HOBr as above (R5), or through halogen reactions with oxi-
dized nitrogen species (e.g., Aguzzi and Rossi, 2002; Hanson
Global tropospheric oxidation is generally controlled by and Ravishankara, 1995). Uptake of this HOBr onto acidic,
ozone (@), a major greenhouse gas (Gauss et al., 2006romide-containing frozen surfaces produces @dams et
and the most important precursor to the primary atmospherig|., 2002; Huff and Abbatt, 2002), which can then undergo
oxidant, hydroxyl radical (OH) (Seinfeld and Pandis, 2006; the Os-destroying reactions once photolyzed (R1). This se-
Thompson, 1992). When the sun rises in the Arctic spring-ries of reactions will exponentially increase,Bevels until
time (typically around mid-March), boundary layeg ©f- some required reagent runs out.
ten drops precipitously from background mole fractions of  Hypothesized sources of reactive halogens include saline
~40nmol mof™* (ppbv, parts per billion by volume) to near frozen surfaces found across the Arctic Ocean, such as the
zero levels for periods of hours, or even days, before recoversnowpack, blowing snow, and sea salt-derived aerosols (Ab-
ing (Anlauf etal., 1994, Barrie et al., 1988; Bottenheim et al., patt et al., 2012; Fan and Jacob, 1992; FrieR et al., 2011;
1986, 2002). During these ozone depletion events (ODEs)jones et al., 2009; Simpson et al., 2005; Yang et al., 2008).
the prominent regional tropospheric oxidation pathways forrecent in situ experiments showed that saline, acidic sur-
hydrocarbons at the surface are driven by species other tha@ace snowpacks (above sea ice or tundra) can act as efficient
OH radicals, notably Cl and Br atoms (Cavender et al., 2008;sources of By, and that the “bromine explosion” can occur
Jobson et al., 1994). within the interstitial air of the snowpack, followed by re-
ODEs are considered to start by the reaction gfv@h  |ease of reactive bromine into the boundary layer via wind
photolytically active halogens, particularly bromine (R1, R2) pumping and diffusion (Pratt et al., 2013).
(Simpson et al., 2007b). Despite our increasing understanding of the role of halo-
gens in ODEs, basic ODE characteristics, such as their tem-
Brz +hv — 2Br (R1) poral and spatial scales, remain uncertain (Jacobi et al., 2010;
Br+ O3 —> BrO+ O, (R2) Simpson etal., 2Q07b; Zeng et e}l., 2003)..Current knoyvledge
of the aforementioned £depletion chemical mechanisms
O3 is removed in Reaction (R2) by Br to produce bromine (CM) and the corresponding kinetics estimate the timescale
monoxide (BrO). However, BrO is photolabile and can repro-for Os destruction to be on the order of days (Hausmann
duce @ and Br in a null cycle. Therefore, the rate at which and Platt, 1994; Jobson et al., 1994; Piot and von Glasow,
Oz is destroyed is ultimately limited by the rate at which Bro 2008, 2009; Tuckermann et al., 1997). However, there are
reacts with another species to not reform 6uch as in Re-  only a few reports of Arctic ODEs that are assumed/known

actions (R3-R5). to have been observed primarily as a result of local-scale
CM (Boudries and Bottenheim, 2000; Jacobi et al., 2006).

BrO+BrO — 2Br+ 0, (R3) ODEs can also be observed primarily due to air mass trans-
port mechanisms (TM) in which air masses depleted gf O

BrO+CIO — BrClH-O, (R4a)  (via CM upwind) advect over the measurement site (Morin et

al., 2005; Simpson et al., 2007b) and are detected as “ozone
depletion events”. Given that the Arctic Ocean surface is sun-
BrO+HO, —> HOBr+ 0, (R5) lit, stable against vertical mixing, and ice-covered during the
spring (Lehrer et al., 2004), it has been hypothesized tgat O
Note that BrO+CIlO (Reaction R4) can also produce depleted surface air could be the norm in the Arctic bound-
OCIO +Br; however, this pathway is not listed above sinceary layer during this time, and that3Qs only observed at
OCIO primarily regenerates£n a null cycle via photoly-  the surface due to turbulent vertical mixing in an otherwise
sis. Ozone destruction is propagated by the regeneration aftable boundary layer. This vertical mixing can temporar-
reactive halogen species. In the gas phase, Reactions (R8y transport free tropospheric{from aloft to the surface,
and (R4) are believed to dominate at high halogen-oxideraising the surface-level mole fractions to between 30 and
concentrations, while R5 is believed to play a larger role at40 nmol mot! (Bottenheim et al., 2009; Hopper et al., 1998;
smaller BrO levels (Le Bras and Platt, 1995; Piot and vonJacobi et al., 2010; Moore et al., 2014; Strong et al., 2002;
Glasow, 2008). Reactions (R3) and (R4) directly reproduceZeng et al., 2003). Regarding the spatial scales of individual
reactive Br atoms, while the HOBr formed by Reaction (R5) Os-depleted air masses, Ridley et al. (2003) reported Arc-
must first undergo photolysis (Simpson et al., 2007b, andic ODEs extending between 600 and 900 km in length from
references therein). Additionally, Reaction (R5) is involved flights during the Tropospheric Ozone Production about the
in a series of heterogeneous, autocatalytic reactions referre8pring Equinox experiment. Recently, Jones et al. (2013) re-
to as the “bromine explosion”, which are believed to sup- ported the observation of multiple ODEs from a network of
ply net atmospheric reactive bromine (Fan and Jacob, 199210 O; monitors spread over the Droning Maud Land sector of
Tang and McConnell, 1996; Vogt et al., 1996; Wennberg, Antarctica, some of which extended at least 1200 km in hori-
1999). The “bromine explosion” involves the production of zontal dimension. However, no such network aftf@onitors

—> Br+CI+0; (R4b)
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has yet been established in the Arctic to make analogous ob
servations. ,

In a study of long-term Arctic coastal measurements, Tara-f/
sick and Bottenheim (2002) observed that ODEs most of- [#&
ten occurred at temperatures of less than 253 K, leading
to the proposal that such low temperatures could be neces
sary for the initiation of ozone depletion. This hypothesis
was strengthened by Adams et al. (2002), who reported thal
frozen NaCl/NaBr surfaces efficiently uptake and react with
HOBr to both form and release gas phasg &8rtemperatures
below 253 K. This observation has been hypothesized to oc
cur due to the precipitation of NaC2H,O at temperatures
less than 252 K, which then requires a greater concentratio . o W WY
of Br~ to maintain the surface brine layer (Cho et al., 2002); o e R T R s 55 o
when CI~ precipitates, the volume of the brine water must
decrease to maintain the ionic concentration needed for th&igure 1. Map of locations at which various O-Buoys (abbreviated
appropriate freezing point depression. Boundary-layer BroCB) were deploygd betweer) 2009.and 2011. For the coordinates,
enhancements have been correlated with low temperature® T2ble 1. Sea ice extent image is for the month of March 2011.

. . - ap courtesy of Google Earth, and sea ice image courtesy of the

(Nghiem et al., 2012; Zeng et al., 2003), and apparently “n'NationaI Snow and Ice Data Center.
ear increases in maximum BrO concentrations have been ob-
served with decreasing temperatures, below 258 K (P6hler et
al., 2010). Further, strong positive correlations betwegn O 2006; Simpson et al., 2007a). In situ chemical and meteo-
concentration and potential temperature have been reporte@logical data from the Arctic Ocean are, however, sparse.
(Seabrook et al., 2011; Strong et al., 2002). However, BottenMost long-term Arctic tropospheric measurements have
heim et al. (2009) and Neuman et al. (2010) observed ODE$een made at coastal sites, and thus most observed ODEs
at temperatures as high as 267 K, emphasizing uncertaintjiave been attributed to TM. Attempts to study ODEs over the
in the temperatures required for the observation of an O Arctic Ocean have been conducted on ice floes (e.g., Hopper
depleted air mass. et al., 1994; Hopper et al., 1998), aircraft (e.g., Jaeschke et

ODEs have often been associated with a calm, stablel., 1999; Leaitch et al., 1994; Neuman et al., 2010; Ridley et
boundary layer. Events observed under high wind speedal., 2003; Seabrook et al., 2013; Sheridan et al., 1993), and
(faster than 10 ms') are generally attributed to TM (Simp-  ships (e.g., Bottenheim et al., 2009; Gilman et al., 2010; Ja-
son et al., 2007b). Yang et al. (2008) hypothesized thaicobi et al., 2006; Nghiem et al., 2012; Péhler et al., 2010;
saline snow atop sea ice could disperse during periods ofeabrook et al., 2011). However, few of these studies have
high wind and become a source of both sea-salt aerosgbroduced the long-term data required for in-depth studies of
and bromine, consequently initiating ODEs. Indeed, therethe temporal and spatial scales of ODEs.
have been coastal-based studies in which increased BrO Recently, a series of ice-tethered buoys were deployed as
and aerosol were observed during periods of elevated winghart of the Arctic Observing Network program to observe
speeds#% 5mst), and Q depletion sometimes, but not al- ODEs over the Arctic Ocean (Knepp et al., 2010). The buoys
ways, followed (Friel et al., 2011; Jones et al., 2009). Alter-have been installed in sea ice for automated, continuous,
natively, higher wind speeds could also lead to better ventila-several-month surface measurements gf0 (Carlson et
tion of the snowpack in which Bris produced (Albert etal., al., 2010), carbon dioxide, and local meteorological condi-
2002; Foster et al., 2001; Michalowski et al., 2000; Pratt ettions. The data generated by the O-Buoys represent the first
al., 2013; Toyota et al., 2011). Michalowski et al. (2000) dis- long-term measurements of these chemical species directly
cussed that the rate at which HOBr reacts with Biuring  over the surface of the ice-covered Arctic Ocean. Using this
Br, production in the “bromine explosion” was dependent unique data set, we estimate the timescalespfi€pletion,
on the timescale for turbulent diffusive transport of HOBr to examine the state of our understanding of the chemistry in-
the snowpack surface, which would be wind-speed depenvolved, and estimate the spatial extents and meteorological
dent. However, due to few coincident observations of windconditions supporting @depleted air masses.
speeds, aerosol,4Qand BrO, the dependence of ODEs on
wind speed remains unclear.

Arctic air masses depleted ing@ypically spend a signif-
icant amount of time over the Arctic Ocean before arriving
at coastal measurement sites, suggesting that the ice-covered
ocean is the most probable site of ODE initiation (Botten-
heim and Chan, 2006; Gilman et al., 2010; Jacobi et al.,
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Figure 2. Example time series of £) BrO, and temperature from O-Buoy?2 during its deployment in the Beaufort Sea.

2 Experimental ever, that the anemometer was susceptible to icing, which
would impede its ability to spin freely and provide accurate
2.1 Instrumentation measurements. This effect was most prominent during the

same deployment, in which wind speed fell from a mean of

Surface @ and meteorology measurements discussed herei@bout 2 to 0 ms! for a period of 4 days. To mitigate the im-
were collected during five separate deployments of O-Buoysact of this effect on the interpretation of the results, wind
(Table 1). Buoy deployment locations are shown in Fig. 1.data were not utilized in our analysis when wind speed was
Details of the O-Buoy design and operation are discussegneasured as 0n74. While there is reason to believe that
extensively by Knepp et al. (2010), but a brief description wind speeds are indeed low during these periods, the actual
of the meteorological, @ and BrO instruments are given wind speed is unknown. Thus, if the average wind speed cal-
herein. At the time of data analysis, BrO data were availablecylated during an ODE contained50 % of such values, the
from both O-Buoy1 (Barrow, Alaska, 2009 deployment) and wind data for that event were not included in the data anal-
O-Buoy2 (Beaufort Sea, 2010-2011 deployment) to com-ysijs. We also acknowledge that an icing effect could create
pare with @ depletion timescales. The O-Buoy2 time se- 3 measurement bias toward lower values. However, as dis-
ries, including @, BrO, and temperature, is presented in cussed in the text (Sect. 3.3), on average this appears to be a
Fig. 2. During winter months, O-Buoys are set to operate onminor issue in terms of our use of the anemometer data (e.g.,
an abbreviated sampling schedule to conserve power, typito calculate ODE spatial scales) as we find effectively equiv-
cally sampling for a total of 4h once every 1-3 days. Theaglent results using our anemometer wind speeds and those
O-Buoys were switched to daily 24 h sampling close to theestimated using the HYSPLIT backwards trajectory model
time of polar sunrise, typically near the end of February or(Sect. 2.3).
early March. The MAX-DOAS (multiaxis differential opti-  Ozone was measured using custom-built 2B Technologies
cal absorption spectroscopy) instrument was an exception tghodel 205 dual-beam £Omonitors. Customizations include
this sampling schedule as it was kept unpowered during thene backup pump, one backup €crubber, a lamp heater,
winter months, and turned on during the springtime switchand modified firmware to control the instrument remotely.
to 24 h sampling. Though the O-Buoys are also active dur-The instrument inlet was located on the mast of the buoy 2m
ing fall, winter, and late summer months, we focus mostly onabove the sea ice and contained a 90 mm quartz fiber filter
springtime and early summer data herein (dates presented ifPall Life Sciences) to prevent intake of large particles. The
Table 1). instrument itself is located inside the hull of the buoy beneath

Temperature was measured using a Vaisala modefhe sea ice such that it operates under a near constant temper-
HMP45C temperature and relative humidity probe. Wind ature (- —1.5°C). The Q instrument did not display a tem-
speed was measured using a RM Young Model 05103%erature dependence during laboratory, pre-deployment O
anemometer. The range of wind speeds observed across thglibrations as long as the cell temperature of the instrument

four O-Buoys deployed was 0-15 m's It was observed dur-  was stable; cell temperature stabilization generally occurred
ing the 2009 Barrow, Alaska, O-Buoyl deployment, how-

Atmos. Chem. Phys., 14, 48751894 2014 www.atmos-chem-phys.net/14/4875/2014/



J. W. Halfacre et al.: Temporal and spatial characteristics of ozone depletion events 4879

Table 1.0-Buoy deployment locations and time periods of continuous measurements focused on herein.

O-Buoy Latitude Longitude General area Dates of continuous Number of ODEs
number measurements observed

1 71°N 156> W Barrow, Alaska 2 Mar 2009-19 May 2009 13

1 77N 13% W Beaufort Sea 22 Mar 2010-14 Jul 2010 13

2 74N 142 W Beaufort Sea 11 Apr2011-22 Jul 2011 6

3 60° N 90° W Hudson Bay 22 Feb 2010-27 Mar 2010 3

4 78 N 112w Borden Island, Nunavut, Canada 04 Apr 2010-30 Apr 2010 3

Table 2.Cross sections used in spectral analysis. Each cross sectio®-Buoyl and O-Buoy2 were less thanx1102 resulting
is convolved using an instrument function determined by the 334 nmin BrO dSCD errors of less than>410'3 molecules cm?

Hg peak. and Q dSCD errors of less thanxd10*2 moleculedcm>.
Retrieval of BrO mole fractions from dSCD data is a two-
Species Cross section reference step inverse problem. First, the aerosol profile is determined
BrO (228K)  Wilmouth et al. (1999) from O4 dSCDs using both the SCIATRAN radiative trans-
03 (243 K) Malicet et al. (1995) fer model as a forward model, and the estimation techniques
NO, (220K) Vandaele et al. (1998) detailed in Frief3 et al. (2006). Then, a vertical profile of BrO
O4 Hermans et al. (2001) mole fractions from the ground to 2 km (100 m intervals) was
Ring Determined from zenith spectra obtained using both the radiative transfer model McArtim
using Chance and Spurr (1997) (Deutschmann et al., 2011) as a forward model, and similar

optimal estimation techniques detailed in Frie3 et al. (2011).
Because we are only considering surfacen@®asurements,

only the average BrO mole fractions in the lowest 100 m were
after 20—30 min, and the first 30 min ok@ata during these (sed in subsequent portions of this study.

warm-up periods were excluded from data analysis. The in- The BrO detection limit is a function of the geome-

strument has a manufacturer specified limit of detection oftry of the observation and the state of the atmosphere at
1 nmol moft, and individual measurement uncertainty was the time of the measurement. We estimated a range for
calculated to range from 2.1 to 3.5nmol mél Ozone mon-  the detection limit (2) from 3.7x 10'2 (clear sky) to
itor averaging times differed between buoy deployments: O-1 5x 103 mol cn2 (impaired visibility) for the total inte-
Buoyl used 10s averages, O-Buoy3 used 2s averages, agflated column BrO through 2km (VGIaw) by looking at the
both O-Buoy2 and O-Buoy4 used 1 min averages. For analygistribution of VCDykm values over a month in late summer
sis, all data were smoothed to 5 min moving averages. where no BrO was observed. To evaluate the error associated
BrO was detected using a MAX- DOAS instrument. The \ith the retrieved surface mole fractions, it is necessary to
scan head telescope, located at the top of the buoy masgonsider both dSCD measurement error and smoothing error
collects scattered radiation and sends it through a fiber OP(Rodgers, 2000). Smoothing error calculations quantify the
tic cable to the computer/spectrometer module, which conrror resulting from the inability of the instrument to observe
sists of a single board computer (Technologic Systems TSfine structure in the vertical profile. The smoothing error was
7260), a stepper motor driver (Stepperboard BC2D15), in-estimated through considering the mean of an ensemble of
terface electronics, and a miniature spectrometer (Ocean Onyrofiles retrieved in late summeF)(when the dSCD mea-
tics HR2000, 318-455 nm). The scan elevation angle is consyrements indicated no measurable BrO. This allowed us to
trolled by the O-Buoy’s supervisory computer and observesgssume the actual profile4 is given by 0 pmol mot? (pptv,
light at angles of 90 (zenith), 20, 10, 5, 2, arfdbker aperiod  parts per trillion by volume) BrO through 2 km. The average
of 30 min (Carlson et al., 2010). The zenith spectrum from asyrface mole fraction smoothing erroes)(for the entire O-
30 min data measurement period was used as the referengg,oy2 campaign were estimated using Eq. 1, wherepre-

spectrum for the lower elevation angle spectra, which min-sents the averaging kernel matrix ahis the identity matrix
imizes the differential absorption by stratospheric species(Rodgers, 2000).

To obtain differential slant column densities (dSCD), the

QDOAS software was used (Fayt et al., 2011) to fit both theeg = (A—1)(x — xa) (1)
logarithm of the ratio of each low elevation spectra and zenith

spectra in the wavelength region 346—364 nm (convolved abindividual surface mole fraction errors due to smoothing er-
sorber cross sections detailed in Table 2), as well as a thirdror averaged 0.3 pmol mot for the O-Buoy2 campaign. In-
order polynomial to account for broadband features and aluding individual mole fraction errors due to propagated
spectral offset to account for stray light. Fit residuals for bothdSCD measurement error, total surface mole fraction errors

www.atmos-chem-phys.net/14/4875/2014/ Atmos. Chem. Phys., 14, 481894 2014
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Figure 3. (a) Example ODE from O-Buoy2 deployment in the Beaufort Sea with ODE definitions illustrated. The brief resurgence of O
on 17 April does not rise above 25nmol mélfor longer than 12h and is thus not considered as separating two ODEs. Error bars are
not displayed to more clearly show the time series. As discussed in Sect. 2.1, individual measurement erprarige®from 2.1 to
3.5nmolmot1, and BrO measurement errors ranged from 0.7 to 6.9 pmot hedian and average erret3 pmol mol1). (b) Example

of O3 depletion timescale calculation based on the depletion range (ODE start timdect@ase end time) frofa). The natural logarithm

of the O3 values is plotted against time, and the inverse slope of this plot represents tleplBtion timescale.

range from 0.7 to 6.9 pmolmol, with average and me- reached 10% of the £mole fraction range during £de-

dian errors corresponding t©3.0 and 3.3 pmolmof! re- pletion. These definitions are illustrated by Fig. 3a, and are
spectively. Due to the timing of the O-Buoyl deployment further discussed in the Supplement. It should be noted that
at Barrow, we were unable to estimate smoothing error inthe increase in @ mole fraction on 17 April 2011 seen in

the manner described above. Therefore, only errors due t&ig. 3 does not recover above 25 nmol mbfor longer than
propagated dSCD measurement error were considered. FAr2 h, and its subsequent decrease does not represent a new
O-Buoyl, total surface mole fraction errors range from 0.7 toODE.

4.5 pmol mot !, with average and median errors correspond-

ing to~2.5 and 2.6 pmol mof! respectively. 2.3 Air mass trajectory analysis

2.2 ODE definition The NOAA HYSPLIT (Hybrid Single Particle Lagrangian
Integrated Trajectory) air mass trajectory model (Draxler and
Ozone depletion events and “major” ozone depletion eventddess, 1997, 1998; Draxler, 1999) was utilized to examine
(MODEs) are defined when Odrops below 15 and backward trajectories durings&epleted conditions, as de-
10 nmol motL, respectively, for longer than 1 h. The MODE fined in Sect. 2.2. Backward air mass trajectories were calcu-
acronym was also utilized by Ridley et al. (2003), and we lated starting from a height of 10 m above ground level using
emphasize that our definition differs from theirs (a largerthe ODE stop time as the start time of the model (note that
discussion of ODE definitions in the scientific literature is three events, one from each O-Buoy2, 3, and 4, did not have
presented in the Supplement). The ODE start time is thewell-defined ODE stop times, and thus could not undergo
time at which @ falls from background (@ mole frac- this analysis). Isobaric trajectories were chosen because the
tion > 25nmolmot™ for at least 12 h) to below the 90% stable surface air in which the ODEs occur is typically well
value of the mole fraction range during depletion. The ODE isolated from the air aloft (Oltmans et al., 2012; Seabrook
stop time is defined by the time wherg @covers to 90% et al., 2013); as long aszds in ODE conditions, the air
of the local maximum @ mole fraction after rising above s likely to be surface layer air. The trajectory run lengths
25 nmol mot1 (if background concentrations will ultimately were defined by the ODE durations (ODE stop tim@DE
be reestablished). For MODEs, the start time is the time astart time; see Fig. S1 in the Supplement for the distribu-
which O3 falls below 10 nmol mot?, and the stop time is tion of ODE time lengths), such that the final point of the
the time when Q@rises above 10 nmol mot (if the Oz mole backward trajectories corresponded to the defined ODE start
fraction will stay above 10 nmol mol for at least 12 h). Fi-  times. ODE spatial scales were defined as the maximum dis-
nally, for the calculation of the ©depletion timescale, an{O  tance between any two points of the backward air mass tra-
decrease stop time was defined as the time at whicfir€ jectory, as this would represent an upper limit to an event's

Atmos. Chem. Phys., 14, 48751894 2014 www.atmos-chem-phys.net/14/4875/2014/
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performed for both the broader ODE definition and MODEs. T HYSPLIT backward air ™
Of the ODE air masses modeled isobarically, all but one re- & _Maximumnistsiigzjsccéobrgtweenany 'h
mained near the surface (below 200 m above ground level)#s ; 2 points along trajectory X
throughout the course of the trajectory. The outlying ODE air e 4, Trajectory start time = ODE end time
mass, occurring during O-Buoyl 2009 at Barrow, AK, rose & ' %
above 800m and likely did not represent surface layer air; | :
this event was therefore excluded from HYSPLIT analyses. {#&=
For comparison, we also estimated the ODE spatial scales
by the same method using isentropic back trajectories (start
ing height of 10 m above ground level); by determining the |
distance between the start and end points for each isobari
trajectory; and by using Eq. (2):

spatial size (illustrated visually in Fig. 4). This analysis was Pz %
AR 0
s

Google earth
2

75°07'52.59" N 176'24'5 2108 WISIEVI®74 fi ¢ Eye alt 2430.50 mi (

DoDE = Vwind X fODE; 2
. . . Figure 4. Example HYSPLIT backward air mass trajectory. The
where Dope is the ODE diameterwing is the average local  yspy T model was run backward starting from the ODE end time

wind speed from the anemometer, apge is the duration of il the ODE start time. ODE spatial dimensions were determined
the ODE. by calculating the maximum great circle distance between any two
The HYSPLIT model was also used to estimate some mepoints along the trajectory.
teorological parameters at each position along the isobaric
backward trajectories. For this analysis, the average and min-
imum air temperatures along each trajectory were compared
with the temperatures recorded by the O-Buoy during each
ODE. The path lengths and time lengths of individual trajec-
tories were used to estimate the average wind speeds of the
air masses, which were compared with the wind speeds ob-
tained from the O-Buoy anemometer. Wind rose plots were
created based on the quadrant in which the air mass trajectory
spent the most time during a given ODE (north (315345
south (135-229, east (45139, and west (225-31%).
Only four quadrants were used in the wind rose plots because
there is a large level of uncertainty associated with using a
back trajectory model for this purpose (Kahl, 1993). The an-
gles used were obtained by calculating the bearing between
the O-Buoy and each point along each back trajectory for
each ODE.

2.4 Monte Carlo experiment

A Monte Carlo experiment was performed to determine
whether it was statistically possible that the observed ODEs
resulted primarily from TM, given the estimated size distri-
bution. In the limit of an ODE as large as the Arctic Ocean, Figure 5. Visualization of one iteration out of 2000 of the Monte
the ODE would be observed at the O-Buoy primarily due to Carlo experiments. The area of interest within the Arctic is defined
local CM. Thus, for some ODE size limit, it is not feasible by the green outline. Blue circles represent ODE air masses. The
for all ODE observations to result from TM. For this simu- red star represents the average location of the O-Buoy between O-
lation experiment, we estimated the probability that assumedBuoysl and 2. Seventeen different-sized air masses were randomly
circular depletion regions overlap with a point of interest (an Placed simultaneously within the area of interest.

0O-Buoy) when randomly placed about a defined area rep-

resented by the ice-covered Arctic Ocean. The diameters of

the circles were defined by the ODE size distribution esti-sis. Nineteen ODEs were observed between the two deploy-
mated from Beaufort Sea (O-Buoyl and O-Buoy?2) observa-ments (in 2010 and 2011), with ODE sizes ranging from 210
tions (Sect. 2.3); these particular ODEs were chosen for thido 3532 km (Supplemental Information Fig. S2). The circles,
exercise because of the similar locations and drift trajectoriesvith sizes taken from the observed size distribution, were si-
of the buoys, providing the needed statistics for the analy-multaneously and randomly placed in an area defined by the
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average sea ice extent of the Arctic Ocean between Marcloccurred at higher temperatures, there was no clear differ-
2010 and 2011 (Fig. 5), as reported by the National Snow &ence in the local average wind speeds or temperatures that
Ice Data Centerhttp://www.nsidc.orgl. We note, however, was unique to the remaining four of these six events. How-
two O-Buoy?2 events were excluded from this analysis. Theever, a likely cause for these extended events is poor vertical
first was removed due to an undefined ODE spatial scale (dismixing in the absence of frontal passages. Recent work by
cussed in Sect. 2.3). The other ODE size excluded (diamete¥oore et al. (2014) provides evidence of coastglrécov-
of 3532 km) was estimated to be larger than the defined areary to background levels when air passes over open leads.
Thus, a total of 17 circles were used in these simulationsThis recovery is hypothesized to occur due to increased con-
The number of circles that overlapped with the location of thevective mixing and downward transport of ozone from aloft.
buoy (assumed to be 7478, 142 W, an approximate loca- Thus, a longer depletion timescale may also imply a large-
tion of both O-Buoy 1 and 2) was determined for multiple it- scale ice-covered surface.
erations of the experiments. Figure 5 represents one iteration If the observed ODEs were indeed dominated by the CM at
of the experiment, which was repeated 2000 times in ordethe location of the O-Buoys (i.e., TM is minimized in the ap-
to obtain a statistical distribution of the number of overlaps. parentro,), it is surprising that the majority of cases featured
Additionally, a sequence of similar Monte Carlo experiments such short apparent timescales of dpletion ¢o, < 12h).
was repeated for individual ODE sizes 1000 times to obtainAs discussed in Sect. 1, most previous model estimates of
the probability that each circle size overlaps with the locationOs depletion timescales due to chemistry are on the order of
of the buoy. This simulation experiment was conducted to ex-days (Hausmann and Platt, 1994; Jobson et al., 1994; Piot
amine the relationship between ODE size and the probabilityand von Glasow, 2008, 2009; Tuckermann et al., 1997). Gen-
that the ODE would only be observed due to TM. erally, fastro, observed at coastal sites have been attributed
to TM. In these cases,{has been hypothesized to be chem-
ically destroyed upwind (i.e., over the Arctic Ocean), and the

3 Results and discussion apparento, is a function of both the rate at which the;O
o depleted air mass travels across the measurement site and the
3.1 Ozone depletion timescale horizontal concentration gradient at the edges of those air

masses. For example, Morin et al. (2005) observete@els
For O-Buoys 1-4, a total of 38 ODEs were observed betweeRy || from mole fractions of~30 nmol mot? to less than

the months of February and June (see Table 1 for breakdowB nmol mot® in around 3 min from over the Arctic Ocean,

of each O-Buoy). On the assumption thaf @ecrease is an g km off the coast of Alert, Canada. However, fasj @&-
exponential decay process, and to express the observed dgfetion attributed to local chemistry has been previously re-
pletion timescales in an objective manner, the apparent O ported: using measurements from aboard the icebreaker RV
depletion timescaler6;) at the beginning of an ODE was  pg|arsternin the Arctic Ocean, Jacobi et al. (2006) observed
estimated as the reciprocal of the slope of lgf[@rsus time 3 decrease in ©from 40 to< 1 nmol molt in less than 7 h.
(during the period ODE start time —Q@lecrease stop time, g interpret the results from the O-Buoys, we first explore

due to a combination of both CM and TM, though the ex- count for the observedo, values (i.e., the CM dominates

tent to which each factor affects, is unknown. Because we  hile the TM is minimal). Rates of ©loss during ODEs
are analyzing the slopes, this analysis is mostly insensitive tq,5ye been previously thought to be limited by Reactions (R3,

the ODE start/depletion stop times as long as the depletiorrg) at high BrO levels, estimated by Eq. (3) below (Le Bras
range of the plot constitutes the majority of the defined timeang piatt, 1995; Platt and Janssen, 1995).

frame. As seen in Fig. 6ap, ranged from 30 min to longer d[Oa]
than 50 h (maximum of 14 days), with the majority (76 %) ,_ 81y — ok BrOJ2 + 2k Brol[CIO] (3
shorter than 24h (mediarp, of 11h). These timescales ( dt ) Bro-6r0[Bro] Br0+cio[BroJICIO] (3)

correspond to @ decrease rates—(23!) that range be- Recently, Liao et al. (2012) and Liao et al. (2014) report that
tween 0.02 and 30 nmol mot h—! (average and standard de- (R3) and (R4) only account for around 40 % of the total O
viation: 3.5 5.4 nmol mot 1 h—1). By comparison, Tucker-  depletion chemistry during the 2009 OASIS field campaign.
mann et al. (1997) reporteds@ecrease rates ranging from Thompson et al. (2014), using a 0-D model constrained by
0.24 to 7nmolmotlh~1 from their measurements in Ny- chemical data collected during the same campaign, found
Alesund, Spitsbergen. Removing coastal site data (O-Buoythat Br-atom destruction of ©has a low homogeneous gas
2009, deployed in Barrow, AK) from the histogram did not phase radical propagation chain length (close to 1). Because
significantly alter theo, distribution. For the six ODEs with  of this small chain length, the dominant source of Br atoms
70, equal to 50 h or longer, two cases occurred in June afthat destroy @ appears to be the photolysis ofBand BrCl

ter changes in ®levels had become much more gradual, emitted from the surface or aerosols (Thompson et al., 2014),
relative to the sporadic and episodic nature of the precedingnd thus most of the BrO that is produced terminates via re-
months (February—May). Apart from these two events, whichaction with HQ (Reaction R5) (or N@ for more polluted
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areas, such as Barrow, AK). Indeed, estimating the rate usind6 pmol mot ! (Fig. 6b). The majority of the calculated dis-
Eq. (3) assumes that all Br atoms are produced from Reactribution of BrO required is fairly comparable to previously
tions (R3) and (R4), which is inconsistent with the observed,reported enhanced surface BrO mole fraction ranges, which
often large concentrations of B(Liao et al., 2012). The BrO  often peak around 20—40 pmol mél (Hausmann and Platt,
termination pathways would result in more heterogeneous re1994; Honninger et al., 2004b; Pohler et al., 2010; Tucker-
cycling of Br atoms. They then comparégii] as calculated mann et al., 1997). Indeed, 32 out of 38 events were calcu-
by both Eq. (3) and by the net chemicas-@estruction rate lated to require less than 40 pmol mélof BrO for Oz de-

(Eq. 4). pletion. If, however, the expected BrO were calculated based
on Eq. (6) without the factor of 4.1 (i.e., expected BrO based
<_d[03]> — (4) Reactions (R3) and (R4)), this number decreases to 20 out
dt of 38 events. For the O-Buoyl (Barrow, AK) and O-Buoy?2
k[Br][Os] + k [CI][O3] + k[O <1D)][H20] + deployments, MAX-DOAS BrO data_ are.availatl)le for com-
parison with the calculated BrO estimations (Fig 6b, c; Ta-
k[OH][Os] + k[HO2][Os] — k [BrO][NO] — ble 3). Though these observed BrO mole fractions exhibit
J[BrO] — k[CIO][NQ] — J[CIO] maxima higher than 20 pmol mot (ex. Fig. 2), the average

BrO mole fractions during periods of{@ecrease (ODE start
In calculating%of], a regression between the rates showedtime— Oz decrease stop time; Sect. 2.2) were found to be
that using only Eq. (3) underestimates the Al (from  Much less than 20 pmol ol (Table 3).
Eq. 4) by a factor of 4.1 on average by neglecting other The amount of BrO data available was dependent on the
chemical pathways (Thompson et al., 2014). Therefore, wdength of daylight, as the MAX-DOAS is a passive instru-
estimate the BrO mole fractions required to cause the obMment (Carlson et al., 2010). In the case of O-Buoy1 at Bar-
servedro, according to Egs. (5) and (6) below. These equa-"oW: there were not enough BrO de_tta ava|labile for most pe-
tions include the factor of 4.1 that accounts for the pro-fiods of O; decrease to produce solid conclusions. However,
duction of bromine atoms via Brand BrCl photolysis, OPserved BrO levels for three events were not inconsistent
two molecular halogens derived from heterogeneous recyWith the calculated BrO levels required for the observed
cling of species such as HOBr and BrON®n halide- (see Table S1 and Fig. S3 in the Supplement). While these
containing aerosols or the saline snowpack (Abbatt et al.[hrée events do not have enough BrO data to merit an in-
2012; Simpson et al., 2007b). A constant CIO concentra-depth discussion, they are discussed in more detail in the
tion of 1.7x 108 moleculescm3 (6 pmolmol? at 248 K Supplement. For the remaining O-Buoy1 and all O-Buoy2
and atmospheric pressure) was assumed based on averagSes in which there were enough BrO data to make com-

concentrations measured during the 2009 OASIS campaigRarisons, observed BrO levels were found to be lower than
(Stephens, 2012). the calculated BrO required by Egs. (5) and (6), even when

considering the propagated measurement error (Table 3; de-

d[Os]\ 2 scribed in Sect. 2.1). Indeed, in two of the O-Buoy2 cases,
<_ dt ) = 4.1 (Zkero+erolBroI™+ ©) the observed BrO levels are less than a tenth of that required.
2kgro+cio [BrO][CIO)) This result is surprising since the Arctic Ocean is the as-
sumed originating site for ODEs. At least for O-Buoy?2, the
[Osavg observed BrO, assumed 6 pmol mbICIO, and factor of 4.1
= 6
03 = 17 (2K[BrO2 + 2 [BrO][CIO]) (6) (Thompson et al., 2014) cannot account for the appagnt

Possible reasons for the observed smgjlvalues can be
Because Thompson et al. (2014) utilized a temperature osummarized by the following two hypotheses:

248K in their model, consistent with average local temper- ) . .

atures at Arctic coastal sites in the springtime, we also use 1+ 1here are chemical mechanisms foy @estruction that

this temperature for our BrO mole fraction estimations. The ~ &re currently not being considered, or other radical lev-
rate constantés:o..sro = 3.8 x 1022 e molecules! st els (e.g., 10, CIO, H®) are higher than assumed here.
and kgro+cio = 8.2 x 107 2cm3 molecules s were cal-
culated based on Sander et al. (2011) and Atkinson et
al. (2007), respectively. However, it should be noted that
the rate constants change by orly—8 % when calculated

at 273K (gro+sro = 3.5 x 10-2cm? molecules? s~1 and Concerning the first hypothesis, iodine radical chemistry has
kero+clo = 7.6 x 10-12cm?® molecules?® s~1). We also note  been observed in Antarctica (Saiz-Lopez et al., 2007) and
that kgrot+clo includes the rate constants for both Reac-in the sub-Arctic at Hudson Bay (Mahajan et al., 2010).
tion (R4a) and (R4b). The calculated BrO mole fractions Models have shown that iodine chemistry has the potential
corresponding to the estimated, range from~1 (ro, = to have a significant impact onzQdestruction chemistry
356 h) to 115 pmol mai! (zo, = 28 min), with a median of  due to the very fast rate constant for 10 reaction with BrO

2. Most ODEs chemically initiate upwind of the O-Buoys
such that the observeg, largely result from TM, as
discussed above.
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Table 3. Average BrO mole fractions during periods of @ecrease from O-Buoy2 MAX-DOAS, the corresponding propagated errors, and
the estimated BrO required for the observegld@pletion timescales based on Eq. (6) (Sect. 3.1; UTC — Coordinated Universal Time).

ODE start time (UTC) @ decrease stop time (UTC)  Observgsl ~ Average observed Measurement uncertainty  Estimated BrO required
(hours) BrO (pmolmotl)  (pmolmor1) from observed
70, (Pmol mol?1)
15 Apr 2011 18:47 16 Apr 2011 06:41 10.5 7.2 35 175
19 Apr 2011 04:15 19 Apr 2011 04:53 0.5 5.4 35 114.7
26 Apr 2011 14:46 26 Apr 2011 22:29 16.2 5.2 3.2 14.8
3 May 2011 11:37 3 May 2011 14:50 1.6 2.6 2.3 335
6 May 2011 12:58 7 May 2011 21:32 11.8 5 35 151
26 May 2011 21:22 28 May 2011 00:59 40.6 0.9 3.2 9.7

(~32 times faster than Reaction (R3)) (Calvert and Lindberg,
2004; Atkinson et al., 2007). In a photochemical box model,
Saiz-Lopez et al. (2007) found the ozone loss rate increased

a ¥ by a factor of four when iodine was included with bromine
81 chemistry to destroy ozone (via 1@ BrO, kio+pro=
1 1.2 x 107%cm® moleculet s~1 at 248 K). Though previous
o — — studies have indicated the presence of active iodine chem-
g 5 istry through enhanced levels of total iodine (Martinez et al.,
§4A 1999) and filterable iodine (Barrie et al., 1994; Schall and
* ] Heumann, 1993), there are currently no measurements of 10
2] in the high Arctic above long-path DOAS limits of detection
. as low as 0.3 pmol mott (Péhler et al., 2010), nor are there
o estimates of 4 mole fractions for the Arctic Ocean region.
2 6 10 14 18 22 26 30 34 38 42 46 >50 Thus, this possible mechanism remains speculative. Addi-
Ozone Depletion Timescale (hours) tionally, the enhanced salinity of first year ice could be a
reason for enhanced chlorine radical production as compared
to coastal (e.g., Barrow) observations, or snowpack sources
b™“ O Calculated BrO mole fractions required of HOx (HONO (Zhou et al., 2001), HCHO (Sumner and
12+ U ol for o8 OIS ot opietion Shepson, 1999; Sumner et al., 2002), aOd (Hutterli et
104 0O-Buoys based on Egs. 5,6 al., 2001; Jacobi et al., 2002)) could enhancehvels and
> — \\ Calculated BrO mole fractions required thus reactivity.
g 8] | L‘;Z;ﬁ“,”g;‘Qﬁjfxfﬁ,z:’f{,"fg‘fgjﬁ;; We can potentially test for £depletion chemistry missing
R S <+~ BrO mole fractions observed by O-Buoy? from Egs. (4—6) by examining the distribution of the ozone
A MAX-DOAS in the Beaufort Sea tendency, {.23!), with and without the calculated compo-
. nent from the chemistry included in Eq. (5). First, the ob-
24" § served short-term ozone tendency was calculated for values
PO SN NG N\ [ S R N\ of dt between consecutive BrO measurements (currently O-

5 15 25 35 45 55 65 75 85 95 105 115 125
BrO Mole Fraction (pmol mol'1)

Figure 6. (a) Histogram of the calculated £2depletion timescale
distribution during ODEs. To more clearly show the majority of
events, the six events wittp, greater than 50 h are grouped to-
gether on the histogranib) Calculated BrO concentrations are
shown for the observed ODESs. These values were calculated usin
Eq. (6) with an assumed CIO mole fraction of 6 pmol mbland

Buoyl at Barrow, and O-Buoy?2 in the Beaufort Sea) and
plotted in Fig. 7a and b. Both distributions are zero cen-

tered (average Barrow: 0.15 nmol méh—1; average Beau-

fort: 0.01 nmolmot?h=1) with heavy tails on each side.

Then,%??’] was calculated using Eqg. (5), as above (Fig. 7c,

d); this represents the component of the obseﬂﬁél re-
Sulting from G depletion chemistry. By subtracting these
two results, we obtain the distribution of ozone tendencies

other Q; destruction pathways (discussed in Sect. 3.1). The calcu-not accounted for by the considered chemical mechanisms

lated BrO mole fraction mode is 15 pmol mdl. Measured BrO for
O-Buoy? is shown as the blue hatched bar, and the correspondin
BrO required to account for the observed ozone depletion rates fo
O-Buoy? events are shown as solid red diagonal bars.

Atmos. Chem. Phys., 14, 48751894 2014

ations, and those with known chemistry removed) do dif-
fer significantly after this subtraction at the 95 % confidence
level according to the Kolmogorov-Smirnov tegt {alue=
4.9x 10~* and 1.4x 10~ for the O-Buoy1 and 2 results, re-
spectively). Both distribution averages become more shifted

giig. 7e, f). These two distributions (representing all obser-
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az 59 0-Buoy1 Observed b 2 77 0-Buoy?2 Observed
3 | 0; Tendency 2 6 0; Tendency
® 4 3 © 3
2~ 2~ 54
58 3- B
8 S
52 %7 54
27 1 =
8 8
5 0 53
o o
-10 5 0 5 10
@ o
c § 404 0-Buoy1 Calculated d & 50— 0-Buoy2 Calculated
® 30| 03 Tendency from ® 40 05 Tendency from
g © Depletion Chemistry (Eq. 5) E > 30 Depletion Chemistry (Eq. 5)
a5 23 307
O — O m 20
|l el
52 SZ 104
€ =
8 s o+ "7
& 10 -5 0 5 10 & 10 -5 0 5 10
e 0-Buoy1 Difference f P 0-Buoy2 Difference
5 between .Observedv(a) s 5 between Observed (b)
~§ and Depletion Chemlstry- ‘g 4 and Depletion Chemistry-
3 © based (c) O Tendencies 8 > based (d) 05 Tendencies
25 £% 34
[l Oem » |
- } h[m 52 1
=& 2€ 14
[ [
g g
() Q
o o

10

-5 4 0 445
d[03] dt  (nmol mol  hr ')

-5 4.0 4 a5
d[03] dt * (nmol mol  hr )

Figure 7. Histogram of the @ tendency for observations from O-Buoyl at Barrow, £ c, €) and O-Buoy? in the Beaufort S¢a, d, f).
(a, b) show the distributions of observeds@ndencies between consecutive BrO measurement points. Middld@ldigepresent the ©
tendency distribution based on the depletion chemistry accounted for by E@e, )esult from the difference of the observed @ndency
(a, b) and the contributions of the chemistry accounted for by Eq(q5d).

from zero, with an averagé% of —0.43nmolmot1h-1 if the average spatial scale of an ODE region is below some
for O-Buoy1, and -0.18 nmol mot h—1 for O-Buoy2. How-  critical size (discussed below in Sect. 3.2).

ever, it can be shown that the overall symmetry does slightly

improve after subtraction by calculating skewness (Eq. 7): 3.2 ODE spatial scales

N —_3 To estimate the spatial scales of ODEs, we combined O-
M (7) Buoy observations with backward air mass trajectory model
(N—-Ds3® (Sect. 2.3). This analysis assumes d@pletes within an air
mass upwind via CM, and this air mass subsequently roams
whereN represents the number of measurementsaagre-  across the measurement site; the size of thigi€pleted air
sents the standard deviation of a sample. Skewness decreageass can be estimated from the length of timei©de-
in magnitude from—0.38 to—0.25 for the O-Buoyl at Bar- pleted and the wind speed (i.e., TM dominates the CM at
row case, and from-0.82 to—0.80 in the O-Buoy?2 in the the observation site). We emphasize, however, that the obser-
Beaufort Sea case. Springtime chemical @oduction in  vations likely involve some combination of both TM and in
the Arctic boundary layer has been found to be essentiallysitu CM, given O-Buoy measurements of BrO levels greater
negligible (Helmig et al., 2009; Helmig et al., 2012), and so than 0 pmol mot? (indicative of active @ depletion chem-
it is likely the positive portions of these distributions result istry). It is of course conceptually possible that other trans-
from air mass transport and vertical mixing. This analysis port scenarios exist; for instance, conditions could exist in
then produces a result not inconsistent with the idea that theome region upwind that result in the continuous depletion
remainder of the negati\@% represents air mass transport. of Os-containing air masses that pass over this region. This
Hypothesis two, in which the TM dominates the observeddepleted air may then pass over the buoy. If the depleted air
703, IS in line with those of many previous studies (e.g., Bot- remains intact, however, the spatial-scale calculations would
tenheim et al., 2009; Hausmann and Platt, 1994; Jacobi et alstill apply.
2010; Morin et al., 2005). As discussed in these studies, fast As shown in Fig. 8, the median of the one-dimensional
O3 depletion can often be attributed to changes in air masdength for the ODEs was 877 km. While the estimated size
flow, and surface @mole fractions can return to background distribution of the MODES (@< 10 nmol mot 1) showed no
levels upon the passage of low-pressure systems, with assatear mode, it is clear that the distribution contains mostly
ciated enhanced vertical mixing. The idea that most of the(relatively) smaller events, with a median size of 282 km.
negative side of the ozone tendency distribution results froniThe distribution of results is also consistent with observa-
transport and not local chemistry is statistically possible onlytions by Jones et al. (2013) and Ridley et al. (2003), who

skewness=
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o ODEs — Os-depleted air~60 % of the time between late March and
1 oder =531 om May 2010 and~65% of the time between mid April and
May 2011, respectively. We note that assuming circular re-
gions for ODEs could underestimate the ODE size since it
assumes the center of the event passes over the buoy, when
in fact a secant is more likely. Additionally, the area could
W be overestimated if the true ODE shapes are actually ellip-
e m tical or irregular in shape. For this statistical exercise, we
1.35 1.55 1.75 195 215 235 2.55 275 295 3.15 3.35 3.55 . . e
ODE Dimensions (10 km) made the assumptions that the circles could appear (initiate)
b MODES anywhere across the Arctic Ocean, and that the circles could
7. |Medam 282km also represent possible sizes of ODE source regions. While
6 there is evidence to suggest the existence of specific source
5 regions favorable to ODE formation (Bottenheim and Chan,
“1 2006; Bottenheim et al., 2009; Koo et al., 2012; Simpson et
5
2
1
0

Frequency
o - N W A& U O N ©
| P M S A )

Frequency

al., 2007a; Theys et al., 2011), no definitive conclusions have
| T yet been made from in situ observations regarding either the
EEEEEEEENENEN NN E . locations or the sizes of such regions. We also assume that
T e that the circle must be contained wholly within the bounds
shown in Fig. 5 in order to equally represent all sizes from
Figure 8. (a) Histogram of ODE dimensions for all ODEs. The me- the distribution. We acknowledge that this assumption could
dian of the distribution is 877 kn{b) Histogram of dimensions of  overestimate the frequency with which ODEs overlap with
MODEs. The median of the distribution is 282 km. the buoy, as ODEs have been observed in sub-Arctic regions,
such as Kangerlussuaq, Greenland’(8751° W; Miller et
al., 1997), and Hudson Bay (5B, 75 W; Honninger et al.,
both reported ODEs of spatial dimensions of at least 1200 kn2004a). However, this approach could also underestimate the
and between 600 and 900 km, respectively. The results prefrequency of overlap, as ODEs that initiate remotely from the
sented here strongly suggest that large areas of the Arctic ateuoy would be less likely to be part of the observed distribu-
at least partially depleted during Arctic springtime with local tion of events; in other words, it is also possible that the study
embedded areas that are more depleted. While these isobarniegion for the Monte Carlo simulation could be too large. It
trajectories likely represent the near-surface transport path of also assumed that the circles represent fully formgd O
depleted air (Seabrook et al., 2013), we also estimated thdepleted air masses or source regions, and that a circle over-
ODE spatial scales using isentropic back trajectories (starttapping with the buoy represents “local” ODE initiation rel-
ing at 10 m above ground level) and the local wind speedsative to the O-Buoy.
using the O-Buoy anemometer (Eq. 2). The means for the The Monte Carlo simulations show that the randomly
isobaric (1013t 379km), isentropic (126& 279km), and  placed circles most often do not overlap with the measure-
local wind-speed-based (1154341 km) spatial-scale distri- ment site (Fig. 9a). In fact, only very large sizes (larger
butions were statistically similar at the 95 % confidence levelthan~1750 km) were likely to intercept the O-buoy location
(confidence intervals reported here). Additionally, spatial-with a significant probability£ 10 %), as shown in Fig. 9b.
scale estimation using the distance between the isobaric tre&specifically, none of the 17 circles overlapped with the O-
jectory start and end points yielded comparable results (meaBuoy site in 58 % of the 2000 simulation iterations, and only
9474 238 km). one circle (in 17) overlapped with the O-Buoy site in 33 %
As discussed in Sect. 3.1, known chemical mechanism®f iterations. For the median ODE size, the probability of
with reasonable levels of other radicals could not accountany individual event overlapping the Buoy was less than 1 %,
for the observedo, values, suggesting these fast values  as shown in Fig. 9b. Therefore, the spatial statistics exercise
were due in large part to TM. A Monte Carlo simulation ex- supports the possibility that the overwhelming majority of
periment was conducted with the aim of examining the statis-ODEs observed by the O-Buoys in the Beaufort Sea could
tical possibility that all observed ODEs, based on the generahave been observed primarily due to TM, and ODEs initi-
ODE definition (@ < 15nmolmot1), could have occurred ated upwind. We emphasize that this Monte Carlo exercise
upwind of the buoy and were observed because of TM.does not prove that this is the case, only that this hypothe-
As described in Sect. 2.4, the simulations were conductedis is not inconsistent with the observed ODE spatial scales.
by randomly placing circles (hypothetical ODEs/source re-The practical question is then raised as to how many buoys
gions) across an area the size of the Arctic Ocean sea icgobservation sites) must be present to increase the probability
These circles were defined using the distribution of ODE spa-of observing an ODE primarily due to local chemistry (with
tial scales determined from the 17 events observed by the Othe assumption of equal probability of initiation across the
Buoyl and O-Buoy?2 deployments (Fig. S2), which observedArctic Ocean and that ODE sizes represent source regions,
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Figure 9. Results from Monte Carlo simulation experimei4) Based on the size distribution as defined by the ODE definition
(O3 < 15 pmol mot™1), circular areas were shown to not overlap with the site of the O-Buoy 58 % of the time (mode =0), followed by
an overlap of one circle 33% of the tim@a) Plot of the probability that an individual circle overlaps with the measurement site vs. the size
of the circle.

Figure 10.Wind rose plots based on the HYSPLIT backward air mass trajectories showing measured wind direction (degrees) and frequency
(%), for (a) ODEs,(b) MODES, and(c) non-ODEs observed during the two O-Buoy Beaufort Sea deployments (see Fig. 1; Table 1).

as assumed for the Monte Carlo experiment). If, for exam-tor (~41 % of cases; Fig. 10b), and the northern and western
ple, two additional O-Buoys were deployed at the North Polesectors accounted fer27 % of cases each. Finally for cases
(86° N, 54° W) and in the East Siberian Sea {1%, 170 E), in which O3 was not depleted (hon-ODE cases; Fig. 10c), the
both potential sites of future O-Buoy deployments, repeatingeastern and western sectors each accounted for 35 % of cases,
the simulations showed that five out of 17 circles overlappedand the north accounted for 24 %. Only one event in each
with at least one measurement site, with no simulation iter-case showed an air mass originating from the south, toward
ations resulting in zero circle overlaps (Fig. S4). This resultthe Alaskan and Canadian coasts. The results presented are
emphasizes the need for multiple, simultaneous deploymentsonsistent with a hypothesis that all regions that are sea-ice
of O-Buoys across different geographical regions to ensureovered can support ODE chemistry. Notably, the region to
that local-scale chemistry is observed within one deploymenthe east of the buoys (i.e., from the Canadian archipelago and
season. eastern Beaufort Sea) features sea ice that historically con-
To examine if there is a consistent upwind region from tains a high fraction of multiyear ice (Kwok et al., 2009), and
which ODEs travel, wind rose plots were constructed for GOME satellite imagery has previously shown large amounts
the ODEs observed by O-Buoyl (2010 deployment) and O-of BrO to be present in this region (Choi et al., 2012; Koo et
Buoy?2 in the Beaufort Sea, as shown in Fig. 10. As above, thal., 2012; Richter et al., 1998; Salawitch et al., 2010). Using
O-Buoys deployed in the Beaufort Sea were chosen becaudeackward air mass trajectories originating from the coastal
of their similar locations and drift trajectories, providing the sites of Alert, Canada, and Zeppelinfjellet, Svalbard, Botten-
needed statistics for the analysis. During ODEs (Fig. 10a)heim and Chan (2006) suggested that ODE air mass source
air masses most commonly traveled from the nortBg % regions could be in the East Siberian Sea, an area to the north-
of cases), followed by those from the easB@ % of cases) west of the O-Buoys that features first-year ice that breaks
and the west+22 % of cases). For the MODE air masses, up in spring. It should be noted, however, that Bottenheim
the trajectories most often originated from the eastern secand Chan (2006) only reported trends during the month of
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Figure 11.Histograms of the average ambient temperature measured by the O-Buoys(dy@igEs andb) MODEs. Histograms of the
average temperature along the HYSPLIT backward air mass trajectori@} @DEs andd) MODEs.

April, as opposed to this study that examined ODEs from ashackward air mass trajectories were utilized to estimate the
early as February to as late as June (Table 1 and Fig. 2). Uraverage temperatures experienced by the observed air mass
fortunately, there were not enough events per month here tapwind. In Fig. 11c and d, we present histograms of the av-
observe any clear monthly source region trends. Addition-erage temperatures from each air mass trajectory for both
ally, while the ODE and MODE cases show slight prefer- ODEs and MODEs, which were observed to be very simi-
ences for northern or eastern winds, respectively, the nonkar (medians:~258 and 257 K for ODE and MODE, respec-
ODE cases do not appear to differ significantly from the tively) and not significantly different from those measured at
ODE and MODE cases. As recently presented by Moore ethe O-Buoys. As with the local observations, approximately
al. (2014), itis also possible thag@ecovers when air passes two-thirds of the trajectory temperature averages were above
over open sea ice leads due to convective mixing, and air tha253 K, though we acknowledge that there is a high level of
passed over unbroken ice was more oftepad®pleted, and  uncertainty associated with using an air mass back trajec-
thus local sea ice conditions could have a more direct impactory model for such a purpose in a data sparse region (Kabhl,
on O levels than the wind direction. 1993). Additionally, we analyzed the minimum temperatures
observed by the O-Buoy and from HYSPLIT trajectories dur-
ing the same depletion periods. The median minimum tem-
peratures observed at the O-Buoy are 251 and 253K for the
. o ODE and MODE cases, respectively. Similarly, the median
Eg?fpSIilejhcj)J\rI;gthtiedI(S)tlgtljzitli?]n tr?ifs 1\;3;?/96L£i$paeJ2:ggi?ninimum temperatures obtained from HYSPLIT trajectories
temperatures during ODEs ranged betweeﬁ 243 and 273 Igre 250 and 254K fqr Fh? ODE f’ind MODE cases, respec-
(Fig. 11a: median 257 K). The apparent mode of the diSm_twely. In both cases, it is mte.restlr)g. that only about half of
buti(lan (Zél K) is 8 K warrﬁer than the hypothesized requiredthe events were observed with minimum temperature_s less
upper limit temperature for rapid ozone depletion (253 K) th'an the eutectic temper.ature of.NaCI (252 K), consistent
Indeed, ~66 % of the ODEs occurred at average temperé—WIth the results above. This analy_5|s reveals no apparent tem-
tures g1reater than 253 K. An illustrative event is shown in perature dependence for;@epletion and shows that tem-
Fig. 2: the O-Buoy2 ODE bccurring in early June shows a no_peratures t_)elow 253 K were not_necessary to qbserve ozone-
tice.at;le increase in BrO while temperatures average arounﬂepleted air masses, corrobqratlng the conclusions of Botten-
270K. The temperatures for MODESs resulted in a similar eim etal. (2009) apd Jacobietal, (.2(.).10)'
distriﬁution (Fig. 11b). If, however, ODEs most often orig- . .Recent reports d!scuss the possibility .that ODEs can be
inate uowind fr(;m thé site of O-B,uo s the local tem era_|n|t|ated after blowing snow events (Friel et al., 2011;
. P 4 be trelovant. as. ty | doolerion oh pe Jones et al., 2009; Yang et al., 2008; Yang et al., 2010),
ures could be irrelevant, as the actual depietion chemistry, ., presumably produce the availability of new saline

may have taken place at a location where the temperaturg ;
. . ) ; urfaces, whether in suspended aerosol form, or through
was much lower. To examine this, the isobaric HYSPLIT P 9

3.3 Temperature and wind speed during ODEs
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Figure 12. (a)Histogram of the average wind speed measured by the O-Buoys during (@) Eistogram of average wind speeds from
O3-depleted air masses, as determined from the HYSPLIT backward air mass trajectories.

redeposition of sea salt aerosol to the physical surface. Blow4 Conclusions

ing snow events occur during periods of higher wind speeds

(>8ms1) (FrieR et al., 2011), implying that there might be The O-B | . le th .

a relationship between wind speed and ODEs. We thus per. e O-Buoy was developed in part to enable the observation

f q vsis f ind d | to the t of ODEs at the hypothesized location of their initiation, the
ormed an analysis for wind speeds analogous 1o the lempeig.,, ., arctic Ocean surface. Surface measurements of ambi-

atures using both local O-Buoy data and HYSPLIT backwardem s, BrO, temperature, and wind speed from five separate

t(;aJBectones. F'g#re 1t2a' shdovt\)/s lthat ODEs OSSG.I‘VS‘d at tQ?D—Buoy deployments were utilized to gain insights into the
-Buoy were characterized by low measured wind Speedy, 4 teristics of ODEs observed over the Arctic Ocean.

- 1 .
(medlgn of 3.6ms" and a mode of 3.5nTs), relatlye to The apparent timescales of;@epletion during ODEs,
W.h?t IS qeedgd for blqw]ng snow. However, there is also 3ased on both CM and TM, were calculated to be shorter
difficulty in this analysis in that, under these cwcumstances,(median of 11 h) than previous modeled chemical estimates

WT}?? the air is mOSEﬂOf :hettllme tat Ieasttptz?]rtly depleltzq,ts_gc e.g., Hausmann and Platt, 1994) by a factor of two or more.
a nistogram may refiect, at leastin part, the normal distnbU-ry ;s ypseryation suggests thesd@pletion timescales are
tion of wind speeds found in the Arctic troposphere. There-

f f : iods when Qv ¢ depleted dominated by TM, accelerated chemical mechanisms involv-
ore, OOEr)Ecomparlson, p'erltzj S W §n3 | as n? Aep ﬁ € .ing higher radical levels, or novel chemical mechanisms. If
(non- s) were examined (see Supplement). As shown i M are assumed to dominate local observations, spatially,

Fig. g%éherel vt\{as ?O tﬁppgre?ttdgference |\;1Vthe _:nodtestLo[he majority of the Arctic Ocean marine boundary layer is
Phoen-o Bu;‘yn\a/vﬁllc\i/espge demeiit?rgmgs;efépoﬁeﬁlhzzecou?} ely at least partially depleted in43uring spring, suggest-

- e that Q-depleted air masses remain intact for long peri-
be biased low (see Sect. 2.1); thus, we compare this distribu- 9 Q-dep gp

. : . -ods of time after halogen chemistry has subsided. Regions
tion to one determined by the HYSPLIT method (descrlbedOf MODES (Q; < 10 nmol mot-%) were, on average, smaller,
in the Supplement) below.

The distribution of average wind speeds along the HYS with & median of 282 km, compared to a median of 877 km
- 1
PLIT trajectories (Fig. 12b) reveals a faster median wind]cor ODEs (@ = 15nmol mot™). An expanded network of

: . ) O3 monitors across the Arctic Ocean is required to effectivel
speed of 4.9 ms!, potentially consistent with ODEs occur- 3 q y

: : , - capture the spatial extent of the small, activelyd&pleting
fing at somewhat higher wind speeds. H.owever,. the dIStrI'air masses, as well as that of the larger, depleted air masses.
bution showed no clear preference for higher wind speed

Monte Carlo simulations supported the possibility that these

f(;r QDdES' Dudrln? nbonL)O!{DE peréodsavgou_nqlthet mtajotrlty spatial ODE sizes are consistent with depletion upwind of the
orwind speeds to be between 3 an Ssimilar 1o tha O-Buoy, followed by air mass transport to the buoy. How-

for the ODE cases (Fig. S5b in the Supplement), showin ver, the degree to which process dominates local observa-

that the wind speeds characterizing the upwind air Masseg | < of ODEs (TM vs. CM) is unknown, as O-Buoy obser-

observed for Q_DES are not _dlﬁ‘erent _from those for non- vations of BrO indicate that there is generally always some
depleted conditions. From this analysis, we found that ele-

vated wind speed appeared to be neither a prerequisite nordegree of chemistry involved. Thus, to further address the
. N ' estion of the @depletion timescales, more long-termg O
defining characteristic for ODESs, as also found by Helmig etcﬂj ! @depletion t g-tern

and halogen measurements over the Arctic Ocean sea ice are
al. (2012) and Solberg et al. (1996). necessargy, particularly in locations such as the East Siberian
and Chukchi seas.
There was no apparent temperature dependence observed
for the presence of an ODE, and low temperatures (i.e.,
less than 253 K) were not required for the observation of an

www.atmos-chem-phys.net/14/4875/2014/ Atmos. Chem. Phys., 14, 481894 2014



4890 J. W. Halfacre et al.: Temporal and spatial characteristics of ozone depletion events

ODE. The distribution of wind speeds local to the O-Buoy Canada, Atmos. Environ., 36, 2779-2787, #0i1016/s1352-
was moderately low during ODEs (mode of3.5ms1), 2310(02)00118-82002.

showing that ODEs were primarily observed under relativelyAnlauf, K. G., Mickle, R. E., and Trivett, N. B. A.: Measurement of
calm conditions. While higher average wind speeds (median Ozone during Polar S_unrise Experiment 1992, J. Geophys. Res.,
~5ms 1) were estimated for the course of the backward tzﬁ'si??‘égilii’ %d?'lgzogi/géjdglsé%\,%ﬁ' 3 N.. Hambson
ar mass trajectqry, We. did _not obs_erve a clear preferencé\ R.F, I—’lynt’es, R.G.’,Jenk,in, M.’E., Rc;ssi, M.J)./,’ and froe,J.F?Eva{l-
for ODEs occurring during higher wind speeds. Concurrent

f blowi | | d uated kinetic and photochemical data for atmospheric chemistry:
measurements of blowing snow, sea salt aerosol, ozone, an Volume IIl — gas phase reactions of inorganic halogens, Atmos.

halogens, in addition to wind speed, are required to better cpem. Phys., 7, 9811191, dt0.5194/acp-7-981-2002007.
understand the relationship between wind speed and ODESpgg(rie, L. A., Bottenheim, J. W., Schnell, R. C., Crutzen, P. J.,
and Rasmussen, R. A.: Ozone Destruction and Photochemical-
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