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Abstract

In the last few years, Distributed Hash Table (DHT) has come forth as a useful additional technique to
the design and specification of spontaneous and self-organized networks. Researchers have exploited its
strengths by implementing it at the network layer and developing scalable routing protocols for mobile
adhoc networks (MANETS). This study investigates the features, strengths and weaknesses of existing
DHT-based routing protocols and identifies key research challenges that are vital to address, namely the
mismatch problem, merging of logical networks, and resilience of logical structure.

This thesis proposes a novel three-dimensional DHT-based routing protocol, named 3D-RP, which
exploits a 3D logical space that takes into account the physical intra-neighbor relationships of a node
and exploits a 3D structure to interpret that relationship. The three- dimensional logical space (3D-LS)
gives a node the liberty to exactly interpret the physical relationship of nodes in the three-dimensional
logical structure (3D-LIS), which helps to avoid the mismatch problem.

This work also addresses the mismatch problem between the overlay network and the physical network
in P2P protocols over MANET that works at the application layer. Moreover, this study presents a novel
protocol for content sharing in P2P over MANET that is a variation of 3D-RP and exploits a 3-
dimensional overlay and 3D space at the application layer to avoid the mismatch problem in P2P over
MANETS.

The inefficiency of merging logical networks is addressed with the proposed leader-based approach
(LA), which detects and merges DHT-based logical networks. LA is embedded in 3D-RP and MDART
to compare their performance when merging two logical networks.

3D-RP and LA are compared with the existing schemes on the basis of path-stretch ratio, end-to-end
delay, packet delivery ratio, false negative ratio, loss ratio, and routing overhead. Simulation results
show that the proposed protocols effectively handle the mismatch problem, merging of logical networks,
and resilience of the logical structure.



Abstrak

Dalam beberapa tahun kebelakangan ini, Jadual Cincang Teragih (DHT) telah tampil sebagai teknik
tambahan yang berguna untuk mereka bentuk dan spesifikasi rangkaian spontan dan rancang-kendiri.
Para penyelidik telah menggunakan kekuatannya dengan melaksanakannya pada lapisan rangkaian dan
untuk membangunkan protokol penghalaan berskala untuk rangkaian adhoc kembara (MANETS).
Kajian ini menyiasat ciri-ciri, kekuatan dan kelemahan protokol penghalaan berasaskan DHT yang sedia
ada dan mengenal pasti cabaran utama penyelidikan yang penting untuk ditangani, iaitu masalah tidak
cocok, penggabungan rangkaian logikal, dan daya tahan struktur logikal.

Tesis ini mencadangkan protokol penghalaan baru tiga dimensi yang berasaskan DHT, dinamakan 3D-
RP, yang mengeksploitasi ruang logikal 3D dengan mengambil kira hubungan fizikal antara jiran bagi
suatu nod dan mengeksploitasi struktur 3D untuk mentafsir hubungan tersebut. Ruang logikal tiga
dimensi (3D-LS) memberikan nod kebebasan untuk menafsir hubungan fizikal nod dalam struktur
logikal tiga dimensi (3D-LIS) dengan tepat, yang mana ini membantu untuk mengelakkan masalah tidak
cocok.

Kajian ini juga menangani masalah tidak cocok antara rangkaian penindisan atas dan rangkaian fizikal
dalam protokol P2P atas MANET pada lapisan aplikasi. Selain itu, kajian ini membentangkan protokol
baru untuk perkongsian kandungan dalam P2P atas MANET yang merupakan variasi 3D-RP dan
mengeksploitasi penindisan atas 3-dimensi dan ruang 3D di peringkat aplikasi untuk mengelakkan
masalah tidak cocok dalam P2P atas MANET.

Ketidakcekapan penggabungan rangkaian logikal ditangani dengan pendekatan berasaskan pemimpin
(LA), yang mengesan dan menggabungkan rangkaian logikal berasaskan DHT. LA ditanam dalam 3D-
RP dan MDART untuk membandingkan prestasi mereka apabila menggabungkan dua rangkaian logikal.

3D-RP dan LA dibandingkan dengan skema sedia ada berdasarkan nisbah rentangan-laluan, lengah
hujung ke hujung, nisbah penghantaran bingkisan, nisbah negatif palsu, nisbah hilang, dan overhed
penghalaan. Keputusan simulasi menunjukkan bahawa protokol yang dicadangkan berkesan dalam
menangani masalah tidak cocok, penggabungan rangkaian logikal dan daya tahan struktur logikal.
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1 INTRODUCTION

Mobile and wireless technology has achieved great progress in recent years. A majority of people use
cell phones, PDAs, laptops and other handheld devices. Today’s cell phones, PDAs and other handheld
devices have larger memory, higher processing capability and richer functionalities. The user can store
more audio, video, text and image data on these devices. There is an increasing need to exchange
information easily without using the conventional wired communication. The following are possible

scenarios where users require information exchange:

Participants may need to exchange information in universities, campuses and classes to share

notes, lectures, presentation slides, assignments, meetings, events and other activities,

e People related to disaster recovery teams in a disaster hit area, e.g. flooding, earthquake, typhoon
etc., can communicate with each other to locate the survivors, a patient may want to find the

nearest available healthcare provider and/or a rescue person,

e Protestors can share messages in areas where regular communication is sabotaged or disabled by

terrorists or the government,

e Commuters may need to know traffic information, taxi cab network or weather information,

e People in trade fairs, airports, railway stations, shopping malls, stadiums, conference can share

any type of information with each other.

Under these circumstances, users would be able to share information quickly and more efficiently using
a mobile ad hoc network (MANET), which would be a part of the future communication network, where

people govern the communication. There are a number of design issues that are pertinent to address in



order to support the deployment of MANET, namely scalability, adaptability, node mobility,
infrastructureless nature, spontaneous networking, decentralized communications, limited radio range,
energy-constrained operation and dynamic topology. In this context, routing in MANETS, which is
intended to support a large number of users, is a challenging task specifically because of its dynamic

topology, decentralization and infrastructureless nature.

The challenge is to design a scalable routing protocol for MANETS that can support communication
among a large number of nodes and performs efficiently in a dynamic environment. In the past, many
approaches and protocols have been proposed to overcome the challenges in MANETS like bandwidth
optimization, network configuration, node discovery, topology maintenance and ad hoc addressing.
There are multiple standardization efforts within the Internet Engineering Task Force and the Internet
Research Task Force, as well as academic and industrial projects. These efforts have produced several
routing protocols able to perform very well in small networks. However, it has been proven that the
overhead incurred to provide network connectivity increases quickly with the number of nodes that it
eventually consumes all of the available bandwidth even in networks of moderate size (Eriksson et al.,

2007, Caleffi and Paura, 2011).

1.1 PROBLEM STATEMENT

A trivial solution to this problem is to arbitrarily consider only small networks, but the application
scenarios given above may involve interconnecting hundreds of users. Therefore, our focus is to propose
a network layer routing protocol for MANETS by utilizing the functionality of Distributed Hash Tables
(DHTSs). DHTSs provides a diverse set of functionalities, like information distribution, location service
and location-independent identity, with which various self-organized applications can be built (Caleffi

and Paura, 2011, Eriksson et al., 2007, Caesar et al., 2006, Baccelli and Schiller, 2008, Garcia-Luna-



Aceves and Sampath, 2009, Sampath and Garcia-Luna-Aceves, 2009, Awad et al., 2008, Awad et al.,

2011, Zhao et al., 2009, Jain et al., 2011, Lu et al., 2008, Alvarez-Hamelin et al., 2006, Chen and

Morris, 2002, Viana et al., 2004, Sabeur et al., 2007, Jha et al., 2008). The deployment of DHT at the

network layer for routing in MANETS gives rise to a few new challenges that are imperative to address

in order to make DHT-based routing protocols more scalable. This thesis identifies the following issues

that must be considered when designing a DHT-based routing protocol.

A mismatch between physical and logical topologies occurs when a node’s physical neighbors
are not its logical neighbors, resulting in longer routes, high path-stretch ratio, larger end-to-end

delay and increased traffic overhead.

The intra-neighbor relationship and connecting order of the logical identifier structure directly
affects the assignment of logical identifier to nodes and the number of logical neighbors of a
node. The resilience of the logical identifier structure in terms of route selection depends upon
the connecting order and the interpretation of neighbor relationships in terms of logical identifier.
Lack of resilience of logical identifier structure results in a nonconsecutive LID assignment that

reduces route resilience and amplifies the mismatch between physical and logical topologies.

The merging of logical networks that occurs due to nodes' limited transmission range and node
mobility is crucial and results in address duplication and loss of information. When nodes from
two different physical networks come within transmission range of each other and connect at the
physical level, the logical networks remain disconnected even though they are now connected at
the physical level. The detection of the other logical network in DHT-based routing protocols is
crucial in order to smoothly conduct the merging process and avoids the address duplication and

loss of information.



o Efficient utilization of the logical identifier space is one of the major concerns in the design of a
large scale, DHT-based routing protocol. Unequal distribution of the logical identifier space

creates critical nodes in the network whose failure causes extensive loss of information.

These issues are elaborated in Chapter 2.

1.2 OBJECTIVES OF STUDY

The objectives of this study are:

i) To design and develop a DHT-based scalable routing protocol for MANETSs that supports
hundreds of nodes and provides efficient data transmission, in terms of throughput and delay,
without flooding the network. This protocol maintains and utilizes only local logical neighbor
information to communicate on both the control and data planes.

i)  Todesign a 3D logical identifier structure that fulfills the following requirements:

o The neighbor nodes in the logical identifier structure should also be adjacent in the
physical topology that helps to avoid the mismatch problem.

o A node in the logical identifier structure should be logically closest to all of its physically
adjacent nodes to help to find the shortest route between any two nodes.

o Evenly distributes the load, in terms of address information about other nodes,
maintained at each node and provide multiple routes by utilizing the logical identifier
space efficiently.

o A node should control the overhead in terms of messages by carefully involving the DHT
maintenance procedures.

o Easily merge partitioned networks with minimum overhead in terms of messages and

packet loss on both control and data planes.



i) To design and develop a P2P Overlay routing protocol for MANETs that uses a 3D
overlay/logical identifier structure at the application layer and provides efficient content sharing
by minimizing the mismatch between problem at application layer.

Iv)  To perform a rigorous numerical and statistical analysis of the proposed protocols in order to

check their effectiveness.

1.3 HYPOTHESIS

It is expected that the proposed protocol is able to:

e Minimize the path stretch ratio to eliminate unnecessary long routes between any two nodes due
to the mismatch between logical identifier structure and physical network.

e Reduce the routing overhead on both the control and data planes by restricting communications
to local nodes only. This reduces unnecessary bandwidth utilization that directly affects the
throughput of the network.

e Provide route flexibility by maintaining a logical identifier structure that provides more than one
route between any two nodes, which would make the network resilient towards node
mobility/failures while reducing end-to-end delay, increasing network throughput and avoid

network partitioning.

1.4 THESIS OUTLINE

The rest of the thesis is organized as follows. Chapter 2 discusses in detail the basic concepts, taxonomy,
existing literature and their comparison, and challenges related to DHT-based routing in MANETS. The
methodology adopted to handle the mismatch problem is discussed in detail in Chapter 3. Chapter 4
covers the proposed leader-based approach to address network merging in DHT-based routing protocols

for MANETSs. Chapter 5 presents a variation of 3D-RP, i.e., 3DO, which is designed to handle the
5



mismatch problem in P2P overlays over MANETS. Chapter 6 presents the verification and modeling of

3DO using formal methods. Chapter 7 concludes the thesis.



2 DYNAMIC ADDRESSING, LOCATION SERVICES, AND
ROUTING USING DHTS IN MANETS

In a MANET, the identity and location of nodes are considered separately because nodes are mobile and
the network topology continuously changes. In traditional routing protocols for MANETS, the IP address
is used to identify a node in the network and for routing. Therefore, the node identity is equal to the
routing address of the node (static addressing). This assumption is invalid for MANETS because of the
frequent network addressing updates caused by node mobility. In MANETS, the node should have a
logical identifier that reflects its relative position with respect to its neighbors (dynamic addressing)

(Caleffi et al., 2007, Eriksson et al., 2007).

In this context, providing a scalable location service in a situation where there is a relationship between
the location and identity of a node is a challenging task. In order to achieve this goal, for the past few
years, researchers have focused on utilizing a Distributed Hash Tables (DHTSs) as a scalable substrate in
order to provide a diverse set of functionalities, like information distribution, location service and
location-independent identity, with which various self-organized applications can be built (Caleffi and
Paura, 2011, Eriksson et al., 2007, Caesar et al., 2006, Baccelli and Schiller, 2008, Garcia-Luna-Aceves
and Sampath, 2009, Sampath and Garcia-Luna-Aceves, 2009, Awad et al., 2008, Awad et al., 2011,
Zhao et al., 2009, Jain et al., 2011, Lu et al., 2008, Alvarez-Hamelin et al., 2006, Chen and Morris,

2002, Viana et al., 2004, Sabeur et al., 2007, Jha et al., 2008).

In dynamic address based routing, when a source node wants to communicate with a destination node,
the only information it has is the destination’s IP address. The location service is responsible for
translating this IP address into a logical identifier of the destination node. An example is the DNS in the
Internet, which receives a name (e.g., a URL) and gives the corresponding IP address. Nevertheless,
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DNS relies upon a hierarchy of authoritative servers distributed over the Internet. DHT provides a
scalable way to decouple node logical identifier from its IP address and facilitate general mapping

between them.

2.1 DISTRIBUTED HASH TABLES (DHTs) AND DHT-BASED LOGICAL

IDENTIFIER STRUCURE (LIS)

DHT supports a scalable and unified platform for managing application data. It supports logical
identifier-based indirect routing and location framework (Eriksson et al., 2007). Moreover, it offers a
simple application programming interface for designing a protocol that can be used for a variety of
applications (Eriksson et al., 2007, Baccelli and Schiller, 2008). Table 2.1 lists the definition of

important terms to clarify the concepts related to DHT-based routing.

Table 2.1: Definitions of important terms related to DHT-based Routing in MANETS

Anchor Node (AN)

A node that holds the mapping information of other nodes with respect
to its logical identifier space portion (LSP). Any node in the logical
network can act as an Anchor Node.

Logical Identifier
(LID)

It is a unique 1D that identifies a node in the Logical Identifier Structure
(L1S) and it describes the relative position of the node in the LIS.

Logical Identifier
Space (LS)

An address space from which each node gets its LID. For example, in
VCP (Awad et al., 2011) the address space is [0-1], which means each
node gets a LID between 0 and 1.

Logical Identifier
Structure (LIS)

A structure that arranges nodes according to their LID is called Logical
Identifier Structure, e.g. a cord (Awad et al., 2011) and a ring (Caesar et
al., 2006).

Logical Network (LN)

The interconnection of nodes based on their LIDs is called Logical
Network.

LS Portion (LSP)

Each node in the LN has a disjoint subset of the whole LS, which
termed the LS Portion of that node.

Universal Identifier
(UID)

It refers to an identifier of a node that is unique and remains the same
throughout the network lifetime. It could be the IP or MAC address of a
node.




DHT maps application data/values to keys, which are m-bit identifiers drawn from the LS. A node
participating in DHT is assigned a UID and a LID. The LID is drawn from the same LS (Shah et al.,
2012). Each node has a disjoint subset of the whole LS, called LSP, which is used to store the database
of keys of application data/values to resolve address resolution queries. A data item itself or its index
information is stored at node P if the key of the data item falls in the LSP of P. DHTs provide two-
methods, namely Insert(k,v) and Lookup(k), where k and v represent the key and its value, respectively.
A DHT scheme defines how the LIS is fabricated (i.e., it defines the LID addressing of nodes), how
node state is maintained (i.e., lookup procedure) and how communications between nodes is carried out

in LN (i.e., routing).
2.2 DHT-BASED ROUTING IN MANETS

In DHT-based routing, a logical network (LN) is built up over the physical network in which each node
is assigned a logical identifier (LID), which is obtained from a pre-defined logical identifier space (LS).
The nodes in LN are arranged according to their LID in a structure, referred to as Logical identifier

structure (LIS). The routing is performed based on LID rather than IP or MAC address (UID) of a node.

Figure 2.1 illustrates an example of the basic concepts related to DHT-based addressing, look-up and
routing. The range of the LS is {0-2"}, where m=3. The letters a, b, c...refers to the UID of nodes, while
the numbers 1, 2, 3... refers to the LID of nodes. The nodes are arranged in a ring shaped LN in an
increasing order of their LIDs. Each node maintains its 1-hop logical neighbors (L) in the ring, i.e., its
predecessor and successor nodes and physical neighbors to perform routing on both control and data
planes. A greedy routing approach is adopted in which a neighbor with the closest LID compared to the
destination node’s LID becomes the next hop towards the destination node. A physical network of six

nodes with its corresponding ring-LN is illustrated in Figure 2.1.



Below is an explanation of the operations in a logical network.

2.2.1 LID Addressing

To join a network, a node is assigned a LID either by hashing the UID of the node, or based on the LIDs
of its neighbor nodes. For example, a node with UID f gets its LID 5 from its logical neighbor node e

with LID 4 and corresponding LSP (5-6) that is a subset of the whole LS as shown in Figure 2.1(a).

2.2.2 Lookup

After computing its LID, a node computes its anchor node (AN) in order to store its own mapping
information. For this purpose, a consistent hashing function, e.g., SHA-1, is used that takes the UID of
the joining node as input and generates a hashed value h(v) within the range of LS. LIDs of nodes and
h(v) are drawn from the same logical identifier space (LS). A node whose LID is closest to the h(v)
becomes the AN for the joining node. Referring to Figure 2.1(b), node 5 computes the LID of its AN by
applying the hash function on its UID as hash {f} = 2.3. The resulting hashed value (2.3) is closest to
node with LID 2 and also falls in its LSP, which is 2-3. This means that node 2 acts as an anchor for
node 5. So, node 5 then stores its mapping information (LID, UID and LSP) at node 2. For this purpose,
node 5 selects one of its logical and physical neighbors with LID closest to the hashed value, i.e, 2.3.
Similarly, each intermediate hop repeats the same process until the mapping information arrives at node

2 as shown by the dot-dashed arrows in Figure 2.1(b).

Let's say, node 0 wants to send a data packet to node 5. The first step is then to locate the AN of node 5
by applying a hash {f}, which results clearly in hashed value, i.e., 2.3, that is closest to node with LID 2.
A request query is then routed towards node 2 as shown by the dashed arrows in Figure 2.1(b). Node 2

responds with the reply containing the mapping information (i.e., LID and LSP) of node 5 (see dotted
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arrows in Figure 2.1(b)), which allows node 0 to communicate directly with node 5 as shown in Figure

2.1(c).
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Figure 2.1: An example of DHT-based routing
2.2.3 Routing

To route a data packet to any destination, a source node forwards the data packet to one of its next hops,
which has the closest LID to that of the destination LID in the packet. This process repeats until the data
packet arrives at the destination node. The route traversed by a data packet from node 0 to node 5 using

its LID and LSP is given by the solid arrows in Figure 2.1(c).

A LIS/overlay/LN is a layer on top of the physical network (PN) . Therefore, a direct link between two

nodes in the LIS may span multi-hops in the PN (PhD Thesis: Shah, 2011), as shown in Figure 2.2. Each
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node stores information about a certain number of logical neighbors, depending on the specification of
the routing algorithm, and employs a deterministic algorithm to route the query for key k from the
requesting node to the destination node. This lookup is achieved in O(f(n)) logical hops where f(n) is a

function of the number of neighbors a node has in the LIS.

Overlay network/ Logical
identifier Structure

Physical Network

@ reer ONon-Peer ~— — -Link in Overlay Link in Physical
Network Network

Figure 2.2: Overlay Network over Physical Network
Now that we have introduced the basic terms and concepts of DHT-based routing and location services,
the following sections describes in detail the classification, features, and potential challenges of DHT-

based routing protocols, followed by a critique of the existing work.
2.3 CLASSIFICATION OF DHT-BASED ROUTING PROTOCOLS

The DHT-based approaches were initially proposed to work at the application layer for peer-to-peer
(P2P) overlay over the Internet. Later on, researchers have exploited these protocols to work with
MANETSs, which have a totally different network architecture compared to the Internet. DHT-based LIS

is investigated for MANETS in two ways:

(i) Due to advances in wireless and mobile technology, P2P overlays can also be deployed over

MANETS and several approaches have been proposed to do so — we call these approaches DHT-

12



based overlay-deployment protocols. These approaches are designed to work at the application
layer and rely on the underlying routing protocol at the network layer. An overview of these

approaches is given in Section 2.3.1.

(ii) Both DHT-based P2P overlay and MANET share common characteristics such as self-
organization, decentralized architecture, and dynamic topology. There is a synergy between P2P
overlays and MANET (Hu et al., 2003), which can be exploited for large scale routing. In the
past few years, DHT-based overlays have been adopted for large scale MANET routing
protocols by directly implementing DHT at the network layer (Caleffi and Paura, 2011, Eriksson
et al., 2007, Caesar et al., 2006, Baccelli and Schiller, 2008, Garcia-Luna-Aceves and Sampath,
2009, Sampath and Garcia-Luna-Aceves, 2009, Awad et al., 2008, Awad et al., 2011, Zhao et al.,
2009, Jain et al., 2011, Lu et al., 2008, Alvarez-Hamelin et al., 2006, Chen and Morris, 2002,
Viana et al., 2004, Sabeur et al., 2007, Jha et al., 2008). We name these approaches DHT-based

paradigm for large scale routing. An overview of these approaches is presented in Section 2.3.2.
2.3.1 DHT-based Overlay Deployment Protocols

Several schemes have been proposed for P2P networks over MANET (Oliveira et al., 2005, da Hora et
al., 2009, Kummer et al., 2006, Li et al., 2006, Hwang and Hoh, 2009, Sozer et al., 2009, Lee et al.,
2008, Shin and Arbaugh, 2009, Shah and Qian, 2010c, Macedo et al., 2011, Liang et al., 2011, Lee et al.,
2013, Shah et al., 2012, Shen et al., 2013, Fanelli et al., 2013, Li et al., 2013, Kuo et al., Papapetrou et
al., 2012, Conti et al., 2005, Ratnasamy et al., 2001, Hu et al., 2003, Jung et al., 2007, Zahn and Schiller,
2005, Pucha et al., 2004). A P2P network is a robust, distributed and fault tolerant network structure for
sharing resources. Below is a description of a few schemes for DHT-based overlay over MANETS that

have been proposed recently.
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Ekta (Pucha et al., 2004) integrates the functionality of the DHT protocol operating in a logical
namespace with an underlying MANET routing protocol operating in a physical namespace. However,
the protocol does not consider the hop count between nodes in the physical network, which causes
undesirable long end-to-end latency. Another approach by (da Hora et al., 2009) to improve the
performance of Chord (Stoica et al., 2003) over MANET uses redundant transmissions of the file-lookup
query to avoid frequent loss of query packets due to packet collision. This approach suffers from a large
file retrieval delay. Also, it does not attempt to construct an overlay that matches the physical network

and may perform poorly in MANET.

Similarly, (Sozer et al., 2009) use DHT and the topology-based tree-structure to store the file index and
the routing information, and unify the lookup and routing functionalities. The limitation of this scheme
is that peers (nodes that are participating in P2P overlay) cannot communicate if they are separated by
some intermediate non-peer(s) (nodes other than peers in P2P overlay), resulting in P2P network
partition. A network partition may also occur at the overlay layer if two peers do not have a parent-child

relationship even though they are within communication range in the physical network.

(Shin and Arbaugh, 2009) take a different approach by proposing the Ring Interval Graph Search
(RIGS) that is suitable for static scenarios. RIGS is not a distributed approach as it requires the topology
information of the entire network to construct the spanning tree containing all peers in the physical

network for building up RIGS.

Later, (Shah and Qian, 2010c) introduce a root-peer in the P2P network. In this approach, each peer
stores a disjoint portion of the ID space such that the peer closer to the root-peer has a lower portion of
the ID space. This scheme introduces heavy traffic overhead in exchanging information when the node’s
distance to the root-peer changes. Furthermore, (Zahn and Schiller, 2005) provide an explicit

consideration of locality by arranging nodes that have a common logical ID prefix in the same cluster so
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that they are likely to be physically close. This approach of clustering also helps to reduce control
overhead. They use AODV as the underlying protocol and modified it from network-wide broadcast to
cluster-wide broadcast. By meeting these requirements, packets take a shorter route in the overlay

network as well as in the physical network.

A more recent approach, named MA-SP2P, to P2P overlay proposed by (Shah et al., 2012) that focus
mainly on the locality of the node and ensuring that neighbors in the logical network are physically
close. Moreover, the LS portions of each directly connected neighboring peers should be consecutive in
the overlay. The distribution of LS ensures that physically adjacent peers are also close to each other in

the overlay topology.
From the above discussion, we identify that the main problems in applying DHT-based P2P overlays in
MANETSs are:
i) lack of explicit consideration of locality;
i) frequent route breaks caused by node mobility and superfluous application level routing due
to broadcast in the underlying routing protocols;
iii) high maintenance overhead incurred by maintaining the DHT routing structures; and
iv) a need for an explicit mechanism to detect the merging of P2P overlays at the application
layer (Shah and Qian, 2010b, Shah and Qian, 2010a).

Researchers also try to apply the DHT-based overlay-deployment protocols directly at the network layer.
Unfortunately, those protocols are designed for the application layer and cannot be used directly at the
network layer for routing because they assume that reachability of nodes in the underlying network
through the routing protocol. Also, these protocols do not consider network topology changes in the

underlying network.
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2.3.2 DHT Paradigm for Large Scale Routing

DHT distributes the LS and node location information throughout the network by providing a mapping

mechanism that decouples the identification of a node from its location. This characteristic motivates the

research community to use DHT to devise large scale routing protocols that can be used directly at the

network layer. DHT at the network layer are used in three ways:

DHT for Addressing: Each node is assigned a unique LID from the LS, which is used for
routing in LN. The LID could be location dependent (the LID changes with the location of a
node and shows its relative position in the LIS; termed as locators (Sampath and Garcia-Luna-
Aceves, 2009) or location independent (the LID does not change with the location of the node
and is retained for the entire network lifetime; termed fixed LIDs (Caesar et al., 2006). LID can
be assigned to a node either by hashing its UID from LS (e.g., VRR (Caesar et al., 2006) or on

the basis of LIDs of its neighbor nodes ( e.g., VCP (Awad et al., 2008)).

DHT as a Location Service: DHT can be used to provide a location service to look up the
location or mapping information of a node. It provides a distributed location structure to
maintain the mapping information of nodes (Viana et al., 2005). After a node is assigned
coordinates using either GPS or GPS-free positioning system (Caruso et al., 2005), it advertises
its mapping information (i.e., both coordinates and IP) to its AN. For instance, in (Hubaux et al.,

2001, SJ et al., 2000, Xue et al., 2001), DHT is used only for location services.

DHT for Routing: DHT can also be used to disseminate information (data packets, control
packets and mapping advertisements) in LN at both the control and data planes. The routing

decisions are made in two ways:
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o Logical information: The packet forwarding is decided by utilizing only logical
neighbors of the node in the LN. The number of logical neighbors depends on the
connection order of the LIS. A node determines the next hop among its logical neighbors
on the basis of the LIDs of its logical neighbors (1-hop/2-hop). For example, in (Awad et
al., 2008, Eriksson et al., 2007, Garcia-Luna-Aceves and Sampath, 2009, Sampath and
Garcia-Luna-Aceves, 2009), the routing decision for a packet is made by utilizing only a

node’s logical neighbor information.

o Logical and physical information: The routing decision for a packet utilizes logical
neighbor information as well as physical neighbor information of the node. Here, the
physical neighbor information comprises of LIDs and LSPs of physical neighbors that are
not adjacent to the node in LIS or that are not logically linked in the LIS. A node
determines the next hop of a packet based on the LID of both its logical and physical
neighbor nodes (1-hop/2-hop). For example, in (Awad et al., 2008, Awad et al., 2011),
the routing decision is made at the node by considering both its logical and physical

neighbor information.

Table 2.2 summarizes how different protocols use DHT at the network layer in the ways mentioned

above.

DHT-based protocols that are mainly designed to work at the network layer in MANETS can be further
classified into three categories based on how they implement DHT as described in Table 2. First, DHT
is used for addressing and routing without using lookup services (Caesar et al., 2006, Zhao et al., 2009),
referred as DHT-like protocols (see Section 2.3.2.1). Second, DHT is used only for lookup services
(Hubaux et al., 2001, SJ et al., 2000, Xue et al., 2001). In these protocols, the node addressing is

performed by using either geographical means via GPS or any other position assignment mechanism
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(Caruso et al., 2005) and DHT provides a distributed location structure to maintain the mapping
information of nodes. Third, DHTSs define the addressing and routing mechanism in addition to location
services (Caleffi and Paura, 2011, Eriksson et al., 2007, Baccelli and Schiller, 2008, Garcia-Luna-
Aceves and Sampath, 2009, Sampath and Garcia-Luna-Aceves, 2009, Awad et al., 2008, Awad et al.,
2011, Zhao et al., 2009, Jain et al., 2011, Lu et al., 2008, Alvarez-Hamelin et al., 2006, Chen and

Morris, 2002, Viana et al., 2004, Sabeur et al., 2007, Jha et al., 2008) (see Section 2.3.2.2).
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Table 2.2: Classification of DHT-based routing protocols based on how they use DHT

DHT at DHT for Addressing DHT for Routing
LERE Fixed LIDs Locator DHT asa i )
layer o n Location NL(_Jg:;aal I;(;‘glc'al ;r

q eighbor sica
o Logical o Logical Service Igfo Neigh)l::0r Info
Neighbors Neighbors : '

hashing hashing

Protocols

L+ (Chen
and Morris, - - - v 4 4 -
2002)

Tribe (Viana
et al., 2004)

DFH
(Alvarez- v v
Hamelin et
al., 2006)

VRR (Caesar
et al., 2006)

DART
(Eriksson et - - - v v v -
al., 2007)

ATR (Caleffi
et al., 2007,
Caleffi and
Paura, 2011)

VCP (Awad
et al., 2008,
Awad et al,
2011)

EMP (Jha et
al., 2008)

AIR (Garcia-
Luna-Aceves
and

Sampath,
2009,
Sampath and
Garcia-Luna-
Aceves, 2009)

KDSR (Zhao
et al., 2009)

VIRO (Jain
et al, 2011,
Lu et al,
2008)

In this thesis, our focus is mainly on the protocols that are related to the first and third categories
because the challenges discussed in the Section 2.3.3 are related to the protocols that fall into these two

categories. The protocols related to the second category do not maintain LIS and do not assign LIDs to
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nodes from the LS. In this category, the addressing and location services are completely independent.
Moreover, the routing decisions are performed at the node based on the addresses (geographic
coordinates) obtained by GPS or any other positioning system. Such protocols only utilize DHT to
locate the geographic coordinates of the destination in the network. Figure 2.3 shows the detailed

classification of DHT-based routing protocols.

The following Section 2.3.2.1 and Section 2.3.2.2 describes in detail the working, features, and

shortcomings of protocols that utilizes DHT for addressing and DHT for routing, respectively.

DHT-based
Routing Protocols
MA-SP2P
e

DHT Paradigm for
Large Scale Routing

DHT for

Addressing, DHT for Location DHT for Addressing
Location Services, Services and Routing

and Routing

Terminodes
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DHT-based ATR/
Functionalities PROSE
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Shah et al.

Hypercube
(DFH)

Figure 2.3: Classification of DHT based routing Protocols
2.3.2.1 DHT for Addressing in MANET
In this section, we elaborate on routing protocols that perform routing by exploiting the logical
identifiers of nodes assigned using DHT-based LS. These protocols do not use DHT-based location

services.

(Caesar et al., 2006) propose a DHT-based Virtual Ring Routing (VRR) protocol for MANETS. It is a
proactive unicast routing protocol. The proposed scheme organizes the nodes into a virtual ring (LIS) in

increasing order of their LIDs. Each node maintains information about r/2 logical neighbors on each side
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of the ring (clockwise and anti-clockwise) in a virtual neighbor set (vset), where r represents the

cardinality of the vset and the value of r depends on the number of bits assigned to the LID.

Each node also maintains a physical neighbor set (pset), which consists of neighbors that are physically
close. The link quality at the node towards these physical neighbors must be above a certain threshold
value. Each node keeps track of all vset-paths to its logical neighbors, including the node itself. The
routing table complexity of VRR is O(r*p), where r is the number of virtual paths and p is the average
virtual path length. Figure 2.4 shows the vset with 12-bit identifier (8F6) in radix 16, where r is 4. It also
illustrates the mapping of nodes in the virtual ring to their corresponding location in the physical
topology (PT). A node's routing table entry consists of LIDs of the endpoints of the path, the LID of the
physical neighbor that could be used as the next hop towards each endpoint and the identifier of each

vset-path.

A newly joining node first initializes its pset and vset by using its physical neighbors as proxies to
forward messages. Forwarding in VRR is simple as the next hop is the one with the numerically closest
LID to the destination node’s LID. VRR employs a DHT-based randomly hashed LID assignment that
produces LIS, which is completely independent of the physical network. Forwarding in VRR is based on
the logical distance to the LID of the destination, incurring a path-stretch penalty (which is unbounded
in the worst case). VRR detects both node and path failures using only direct communication between

physical neighbors.
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Figure 2.4: Relationship between Virtual Ring and Physical Topology
VRR also introduces a symmetric failure detection procedure, which ensures that if node n1 marks a
neighbor node n2 as faulty, node n2 would also mark node n1 as faulty. The link/node failures and node
dynamics (node joining/leaving and its movement in the network) in VRR might induce a network-wide
effect, as two logically close nodes may be far away in the underlying physical network. The VRR
scheme partially addresses partitioning and merging of the ring structures due to link/node failure. The
merging of two disconnected topologies (rings) after coming into each other’s transmission range is
achieved by selecting one node as a representative of each ring that has an LID close to zero. Each node
maintains a route to these representatives. Also, each node keeps the LID of the representative in its vset
by exchanging the setup messages. The routes to the representative nodes ensure that the messages can
be routed to other ring partition. The protocol achieves a routing complexity of O(log n) for n number of

nodes.
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In VRR, adjacent neighbors in the virtual ring (LIS) might not be physically close in PT because the
LIDs are assigned to nodes without taking the physical topology into account, which leads to a
mismatch between the logical and physical network (see Case 1 in Section 2.3.3.1). Moreover, because a
node maintains its physical neighbors along with its logical neighbors, it might also result in long routes,
high traffic overhead, and large end-to-end delay (see Case 2 in Section 2.3.3.1). The routing table
overhead might be significant because a node maintains all routes to its logical and physical neighbors.
Additionally, a node in VRR also maintains routes to destinations for which it is an intermediate node. It
also suffers from the partitioning and merging problem that is partially addressed. VRR does not support

high node mobility because it produces significant routing overhead in this situation.

A different approach to P2P overlay is taken by (Zhao et al., 2009), called Kademlia-based Dynamic
Source Routing (KDSR) that integrates the functionality of both Kademlia (Maymounkov and Mazieres,
2002) and Dynamic Source Routing (DSR) (Johnson et al., 2007) at the network layer. KDSR is a
reactive routing protocol that provides an efficient indirect routing primitive in MANETS. It employs a
DHT-based randomly hashed LID assignment that produces LIS and LS that are completely independent
of the underlying network topology. Nodes in KDSR store the contact information to each other using k-
buckets. Each node keeps a list of k-buckets for nodes of distance between 2' and 2"*from itself, where
0 <i <160. To obtain information about logical neighbors, each newly joining node sends a packet to
its own LID using non propagating route request. The distance between any two nodes is defined by the
bitwise XOR of their LIDs. Each entry in the k-bucket stores a vector of source routes to reach the
destination. KDSR not only uses explicit route discovery, but also relies on the implicit route discovery
by snooping and overhearing packets in order to find the freshest route to the destination node. KDSR

uses the least recently discovered replacement algorithm to update k-buckets.
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To route a packet from the source node nl to the destination node n2, node nl generates the LID of node
n2 by hashing n2’s UID and sends the packet by using the XOR-based routing algorithm. Forwarding in
KDSR is based on XOR distance to the LID of the destination, which might incur high path-stretch
penalty in the worst case. KDSR maintains a route cache, created by using the node’s k-bucket, in order
to find direct routes to the destination before executing the XOR-based routing algorithm. To minimize
the route discovery overhead, KDSR uses a non-propagating route request, whose hop limit is 1, if an
intermediate node does not find any node to progress in the LS. The basic aim of sending the non-
propagating route request is to determine whether the destination node is currently a neighbor of the
initiator, or if any of its neighbors has a direct source route, or if there is a closer k-bucket entry for the
destination node. KDSR inherits all the route maintenance features of DSR. In case of a link failure, the
node attempts one of the following two options before dropping the packet. The first option is the node
finds an alternative route from its route cache for the destination. The other option is it sends the packet

to the next logical hop using XOR distance.

KDSR might introduce extensive traffic overhead in case of link/node failures and node dynamics
because two logically close nodes may be far away in the underlying physical network, resulting in
unbounded path-stretch penalty in the worst case. It combines the features of traditional routing
protocols with DHT to improve performance in terms of short routes. However, KDSR also inherit the

limitations of traditional routing protocol as discussed above.
2.3.2.2 DHT for Routing in MANET

In this section, we discuss in detail routing protocols that use DHT-based LS to address nodes, provide
location services, and perform routing in the network based on the logical identifiers assigned to nodes

from the same LS.
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(Chen and Morris, 2002) propose a proactive routing algorithm, named L+, which is designed to
enhance the original Landmark system proposed in (Tsuchiya, 1988). L+ uses DHT to implement the
location service, landmark hierarchy and routing algorithm to achieve scalability and support node
mobility. Each node has a UID and LID that are used for routing. The node’s LID is a concatenation of
the node’s identifier, followed by its ancestor’s LIDs, until the root node LID is reached in the logical
identifier space. L+ nodes are arranged in a tree-based LIS and the LID of a node describes its relative
position in the LIS. The leaves of the tree are called level O landmarks. Every node starts out as level 0

landmark.

Each level i landmark (L+ logical nodes at level i of the hierarchy) picks the nearest upper level i+1
landmark as its parent within a radius of r; hops, where the radius at level 0 is 2, i.e., ro and it doubles
every level. If no such landmark node is available, level i landmark increases its landmark level by one,
i.e., level i landmark is moved to level i+1. Similarly, level i landmark decrements its level by one
when all level i-1 landmarks can be covered by another level i landmark. A landmark node keeps

information about nodes that are 2r; hops away from it for level i landmark.

Each L+ node keeps multiple ANs at exponentially increasing distances. A node sends update
information to each level i landmark whose address is numerically closest to its hashed UID value.
Then, the level i landmark sends the update information to its child nodes that are at level i-1 downward
in the hierarchy, and this process continues until the information reaches the leaf nodes. To deliver a
packet to a destination node n2, the source node nl takes the following steps. First, node nl applies a
hash function on node n2’s UID. This gives the AN address where the LID of node n2 is stored. Second,
node nl forwards the query to the AN. Third, the AN returns the LID of node n2 to node nl. Finally,

node nl sends the packet to node n2 based on n2’s LID.
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In addition to the shortest path to the destination node, each node keeps information about all other paths
with distance one-hop more than the shortest one. To forward a packet to the destination, the node looks
for each component of the destination’s LID in its own routing table. While scanning the LID from left
to right, the leftmost entry (lowest level) is used if it corresponds to a valid node in the structure.
Otherwise, the second entry (component) of the LID is used. If a routing failure also occurs when using
the second entry, the packet is dropped. The per node communication cost is O(log n), where n number

of nodes.

L+ is limited by the hierarchical tree structure as there exists only one path between any two nodes,
which may degrade performance in terms of path length, traffic concentration, and resilience to failures.
L+ focuses primarily on the design of scale-free systems. Thus, node mobility may result in lower

throughput, extensive traffic overhead, or lost of system stability.

(Viana et al., 2004) propose Tribe, a DHT-based proactive protocol for scalable unicast routing in
MANET. In Tribe, each node holds the LSP such that physically close nodes in the network also
manage consecutive LSPs in the LS. By doing so, the logically close nodes would also be physically
close, thus reducing control traffic by avoiding the mismatch problem (Shah et al., 2012). Each node has
a global UID, its AN’s LID, and its own LID that describes its relative position in the LIS. LID is an m-

bit identifier drawn from the same LS. Each node keeps information about its 1-hop logical neighbors.

A new node joins the network by broadcasting a request packet to its 1-hop physical neighbors. These
physical neighbors reply by sending their LSPs along with other information to the new node. Then, the
new node sends a joining request packet to a neighbor with the largest LSP. On receipt of a joining

request, the neighbor node splits its LSP into half and assigns the upper half portion to the new node.

The Tribe scheme follows a tree-like LIS in which descendants of a node n1 have LSPs that are subset

of n1’s LSP. The routing table complexity of Tribe is O(K), where k is the number of 1-hop neighbors.
26



Each node maintains one or more ANs to store its mapping/index information. To find the LID of node
n2, node nl applies the hash function on node n2’s UID. This gives AN’s LID for node n2. Node nl
forwards the query to AN, which then returns the LID of node n2 to node nl. Node nl sends the data
packet to node n2 by forwarding to one of its 1-hop logical neighbors whose LID is close to node n2’s
LID. These logical neighbors of the node nl1 can be one of its children or its parent, or the nodes in
different sub trees of the LIS. The forwarding preference among these logical neighbors at node nl is as

follows.

First, node nl1 examines if the LID of node n2 corresponds to one of its children. If so, node nl forwards
the packet to one of its children that is closest to the LID of node n2. But, if the LID of n2 corresponds
to a neighbor of node nl in a different sub-tree, node n1 forwards the packet to a neighbor with LID
closest to n2’s LID. If both fail, node nl forwards the packet to its parent. The protocol has the routing

complexity of O(log n) for n number of nodes in the network.

Tribe may suffer from longer routes and critical node problem due to the inherent parent-child
relationship. This problem is exacerbated if the parent-child address space portions are not contiguous.
Moreover, Tribe uses flooding to find a node with a contiguous portion of LS to that of the leaving node,
which could produce extensive routing overhead in both the control and data planes. Furthermore, Tribe
clones addresses, which is unsuitable for networks with high mobility because it may lead to extensive

routing overhead. Tribe is more suitable for MANETS with low mobility and churn rate.

(Alvarez-Hamelin et al., 2006) propose a DHT-based protocol, referred to as DFH, for unicast routing in
MANET based on a hypercube structure in order to increase the number of multiple paths between two
nodes. The protocol can work in either proactive mode or reactive mode. Each node has a unique
identifier UID and a d-bit LID in binary form, where d is the dimensions of the hypercube. The total

number of nodes supported in the network is 2d for d-dimensional hypercube. A node nl is logically
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connected to all nodes whose LIDs differ only in one dimension from that of node nl, e.g., a node with

LID 0000 is linked to nodes with LIDs 0100, 0010, 0001, and 1000 as shown in Figure 2.5.
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Figure 2.5: Hypercube with d=4 (curtesy from (Alvarez-Hamelin et al., 2006))
A newly joining node broadcasts a request packet to its 1-hop physical neighbors to get their LIDs.
Based on these LIDs, the joining node computes its own LID such that its LID is close to the LIDs of its
physical neighbors — this minimizes the mismatch between physical and logical topologies. The newly
joining node finds its AN by applying the hash function on its UID. Then, the joining node stores its

LID and its corresponding LSP at the AN.

In addition to LID, a node also gets a Secondary Logical Identifier (SLID) if some of its physical
neighbors are not adjacent in the LIS, so that a mismatch between LIS and PT can be reduced. The
routing table complexity is O(d+s), where d is the dimension of the hypercube and s is the number of
non-adjacent nodes. The LSP of a node is determined by taking the logical AND of its LID and the mask
(represented by the number of 1’s from left side). The hypercube is said to be incomplete if a node in the
LIS (hypercube) is not logically connected to all of its physical neighbors, which can lead to a mismatch

problem between physical and logical topologies. The protocol has partially addressed the mismatch
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between LIS and PT by assigning SLID to a node when some of its physical neighbors are logically non-

adjacent.

The lookup process for AN is similar to the routing of a packet towards the destination node except that
in the routing process, the destination’s SLID cannot be used. But in lookup process, both LID and SLID
of AN can be used as AN’s identifier. Let’s take Figure 2.6 as an example. Node nl1 with LID 0110m3
wants to get the mapping information of node n2 with LID 1011m3. By applying a hash function on the
UID of node n2, node nl gets the LID of node n2’s AN, say for example, hashn2’s UID) =1101m2.
The hashed value 1101 is not managed by node nl with LID 0110m3 as shown in Figure 2.6, so it
forwards the request packet to one of its neighbors as follows. The first entry in the routing table of node
n1( 0110m3) is 1100m2 —1111m4, as shown in Figure 2.6, and this entry matches with 1101 because

both have 11 as their most significant bits.
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Figure 2.6: Spontaneous Network: physical position of nodes (Curtesy from (Alvarez-Hamelin et al., 2006))

Therefore, node n1(0110m3) forwards the request packet to node with LID 1111m4. After receiving the

request packet, the node with LID 1111m4 examines the first entry in its routing, i.e., 0000ml1—
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0111m2 and finds that this entry does not match with 1101 (the LID in the request packet). Then, the
node with LID 1111m4 examines the second entry (i.e., 0000m0—1110m4) in its routing table, which is
the default routing entry. Therefore, the request packet at the node with LID 1111m4 is forwarded to
node with LID 1110m4. This procedure is repeated at every node along the path until the request packet
reaches the node with LID 1100m3 that holds the address 1101 in its LSP. Therefore, node with LID
1100m3 sends a reply packet to node n1(0110m3) in response to the request packet in order to provide
the LID of node n2, i.e., 1011m3. After receiving node n2’s LID, node nl can directly communicate

with node n2 using n2’s LID.

In order to ensure connectivity between two nodes, DFH partially overcomes the mismatch problem by
assigning multiple coordinates to a node in order to provide better adjacency among nodes. But,
maintaining physical neighbors at a node by using secondary LIDs might lead to long routes, redundant
traffic, and high path-stretch (see Case 2 in Section 2.3.3.1). Moreover, it does not consider intra-
neighbor relationships (like adjacent/nonadjacent neighbors, common neighbors etc.) and places
neighbors of a node in different dimensions of that node, resulting in non consecutive LIDs that might
lead to long routes. DFH does not evenly distribute LS among all nodes. Hence, there is a possibility of
extensive information loss in case a critical node fails. The protocol is more suitable for networks with

low churn rates and node mobility.

(Eriksson et al., 2007) propose DART, a dynamic address unicast routing protocol to deal with the
routing scalability issue in MANETS. The main idea is to use dynamic addressing instead of static or flat
addressing, which is one of the basic hindrances in achieving routing scalability. DART is an attempt to
handle the challenges of dynamic address allocation and address lookup by using DHT. Each node has a
UID and an L-bit LID. The LID of a node reflects the relative position of the node with respect to its

neighbors in the logical network. This means that nodes that are close in the physical network topology
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share a common LID prefix by forming a sub graph in the network topology. DART arranges LIDs in
the form of a binary tree with L+1 levels. A leaf of the tree represents the nodes and their LIDs in the
LIS. Each inner node in the tree represents a sub tree that consists of nodes whose LIDs share a common
prefix with the inner node. These nodes form a sub graph in the network topology as shown in Figure
2.7. The level K sub tree shares the prefix of (L-K) bits among the nodes. For example, in the 3-bit LS,
the level-1 sub tree can only consist of two nodes, which share the (L-1) prefix (e.g., 3-1=2 as L=3 in

Figure 2.7). Two nodes with a longest common prefix would have a shorter physical distance between

them in the physical network.
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Figure 2.7: DART Logical Address Tree and Corresponding Physical Network
DART proactively maintains routing information and incurs O(log n) routing table complexity for n
number of nodes in the network. The newly joining node gets the unoccupied LID based on the largest

set of available LIDs among its physical neighbors. Then, the new node applies a hash function on its
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UID and stores its LID on the node with LID close to the hashed value of the node’s UID. The node that
keeps the mapping information acts as AN for the corresponding node. To send a packet to a destination
node n2, the source node nl gets n2’s AN by applying the hash function to n2’s UID, which gives AN’s
LID. Then, node nl sends a request packet to AN in order to get n2’s LID. This request packet is

forwarded in the network as follows.

Node nl finds the entry in its routing table that has the longest prefix match with AN’s LID. If this entry
points to one of node n! s sibling tree, node nl forwards the request to the node in that sibling tree. In
this routing process, a packet may visit a sub-tree more than once, which could lead to looping.
However, DART avoids looping by restricting the forwarding of packets as follows. Each node
maintains a route login, where a bit k is used to ensure that the route update arrives at the node via level-
k sibling. This routing procedure is repeated at each intermediate node until the request packet reaches
the AN. After receiving the request packet, AN sends a reply packet to the requesting node ni,
containing n2’s LID along with other information. The reply packet is forwarded to node nl in the same
way the request packet is routed from node nl to n2’s AN. After getting node n2’s LID, node nl can

send data packets to n2 according to DART routing.

The limitation of DART is its low fault tolerance because only one path is maintained between a node
and its siblings, which degrades resilience to failures. This scheme could be vulnerable if either the next
hop towards the destination fails or the network is partitioned. The tree-based LIS in DART suffers from
a single point of failure and congestion due to the presence of critical nodes. DART, like L+, focuses
primarily on the design of scale-free systems. Thus, node mobility in these approaches may result in

lower throughput, extensive traffic overhead, or lost of system stability.
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To overcome the limitations of DART, (Caleffi and Paura, 2011) propose a DHT-based hierarchical
multi-path routing protocol, named Augmented Tree-based Routing (ATR). ATR exploits augmented
tree-based address space structure to achieve scalability, to gain resilience against node churn/mobility,
and to avoid link congestion/instability in MANETSs. Unlike DART, ATR proactively maintains all
possible routes via its next hop neighbor nodes to reach a destination node in the sibling tree without
incurring any additional communication or coordination overhead. In DART, a newly joining node
obtains a LID from one of its physical neighbors with the largest unused LSP. This process could result
in invalid address assignment and slower convergence (Caleffi et al., 2007). However, in ATR, if a new
node gets an invalid LID from its neighbor because the neighbor’s routing table is not updated, the new
node examines its other physical neighbors to obtain a valid LID. Furthermore, ATR uses a caching
technique to minimize the traffic overhead associated with the node lookup. This cache mechanism also

provides fault tolerance to ATR’s routing process.

Each node in ATR keeps a subset of pairs in the form of (identifier (UID), network address (LID)) that
is assigned to the node based on the hash function. Suppose that node n2 with UID id2 joins the network
and picks up the LID add2. Then, node n2 sends a Network Address Update (NAUP) packet to its AN
whose LID is equal to the hashed value of n2’s id2, e.g., the LID of AN is add3=hash(n2’s id2). ATR
adopts the unicast routing procedure of DART in addition to multi-path routing and caching mechanism.
While forwarding the NAUP packet towards AN with LID add3, every intermediate node along the path
also caches the pair <id2, add2> of node n2. In case AN with LID add3 does not exist in the network,

the NAUP packet is routed to a node with a LID that is at least greater than add3.

Similarly, to send a data packet to the destination node n2, the sending node nl applies a hash function
to id2 and gets the LID of n2’s AN (say add3). Node nl sends a Network Address Request (NARQ)

packet to n2’s AN to get the LID of node n2. Here, the routing of NARQ is similar to the routing of
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NAUP. The AN returns the LID add2 of node n2 in the reply to NARQ from node nl. Node nl then
forwards the data packet to node n2 based on its LID add2. If node n1 gets multiple paths towards node
n2, it selects the shortest one in terms of the number of hops. In case of a route failure, node nl resends

the data packet through an alternative shortest path.

In ATR, despite maintaining all routes towards a destination, the LIS does not ensure adjacency of
neighbors between LIS and PT. ATR does not consider intra-neighbor relationships, like adjacent/
nonadjacent neighbors and common neighbor, when assigning LID to nodes, resulting in nonconsecutive
LID assignment to physically adjacent nodes that might cause long routes, high-path stretch when
routing a packet (see Case 1 and Case 2 in Section 2.3.3.1). Moreover, the connecting order of the tree-
based LIS in MDART is inherently inflexible and does not allow assignment of consecutive LIDs to all

physically adjacent nodes (see Section 2.3.3.3).

(Baccelli and Schiller, 2008) propose a hybrid protocol called DHT-OLSR that maintains a regular
OLSR (Clausen et al., 2003) routing table along with DHT support that enables DHT-OLSR to provide
an efficient and low delay unicast routing. In DHT-OLSR, each node runs OLSR locally within a
cluster, which confines the signaling of nodes to a local scope by limiting the TTL of Topology Control
packet to two hops. This effectively places each node at the center of its own OLSR cell/cluster with a
diameter of four hops. To send a packet, a node first examines the route for the destination in its OLSR
routing table. If the route is available, the node sends the packet according to OLSR routing. Otherwise,
the node switches to DHT-based routing, which is based on a modified MADpastry (Zahn and Schiller,
2005, Zahn and Schiller, 2006). In this mode of routing, the packet is routed based on the node LID
drawn from the MADpastry’s LS instead of UID. DHT-OLSR uses a unicast scheme to resolve node

addresses to their corresponding LIDs as follows.
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Each node gets its AN’s LID by applying a hash function on its UID and it sends its mapping
information to its AN. In this way, DHT-OLSR reduces routing overhead compared to pure OLSR
routing. DHT-OLSR has two limitations. First, DHT-OLSR does not address the mismatch between LIS
and PN that results in path-stretch penalty. Second, DHT-OLSR does not consider the node churns that

IS common in every network.

DHT-OLSR combines the features of a traditional routing protocol with DHT to improve performance
for short routes. However, DHT-OLSR also inherits the limitations of traditional routing protocol. It
may introduce extensive traffic overhead in case of link/node failures and node dynamics because two
logically close nodes may be far away in the underlying physical network, resulting in unbounded path-

stretch penalty in the worst case.

(Awad et al., 2011) propose the Virtual Cord Protocol (VCP) in an attempt to achieve routing scalability
in MANETS. In VCP, nodes are organized into a cord structure with respect to their LID in the logical
identifier space (LS), i.e., [0-1]. Each node has a UID and a LID. The LID describes the relative position
of the node in the cord structure. In addition to its 1-hop logical neighbors, each node proactively keeps
information of its 1-hop physical neighbors. Hence, the routing table size is O(k), where k is the sum of

its logical and 1-hop physical neighbors.

A newly joining node gets its LID based on the LIDs of its 1-hop physical neighbors. If a new node has
two 1-hop physical neighbors that are logically adjacent in the cord structure (i.e. these two physical
neighbors have adjacent LIDs), it gets the LID that is in between the LIDs of these two physical
neighbors. If the new node has only one 1-hop physical neighbor, it gets the LID between the LIDs of

the physical neighbor and a virtual node that is created by its physical neighbor.

A node forwards the packet to one of its next-hop neighbors with the closest LID to the destination

node’s LID among the node’s logical predecessor and successor, and the node’s 1-hop physical
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neighbors. In case of link failure to the next hop at an intermediate node, the packet is dropped if the
next hop is the final destination. Otherwise, the intermediate node creates a No-path interval (NP-I),
consisting of LIDs that the failed node was responsible for and sends a no path (NP) packet containing
NP-I to another active node among its neighbors as shown in Figure 2.8. Each node receiving a NP-I
either forwards it to the destination by using a greedy approach or continues to send NP to another active
node in its neighbors. If a node receives a duplicate NP, it sends a no path back (NPB) packet to avoid

loops.

In order to improve the reliability of VCP in case of node or link failure, the scheme uses integrated
replication strategies. In this approach, VCP exploits the virtual cord to place the replicas at a few
logical neighbors along the cord in both directions, which would produce traffic overhead that is twice

the number of neighbors to create and manage replicas.

Destination ( )
Failed Node

Source

Nodes é

Figure 2.8: Node(0.0) sends a packet towards node(0.51). The solid line represents a logical cord. The
solid arrows show the route of the packet. A dead end is detected as node 0.47 fails. The dashed arrows
represent the NP packet to find an alternative route. The dotted arrow is the NBP to avoid loops. Nodes

use greedy forwarding to send packet toward the destination node 0.51.
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The limitation of VVCP is its low fault tolerance. A node failure could split a cord into two disconnected
logical partitions, resulting in packet loss and increased end-to-end delay. The protocol maintains both
logical neighbor and local physical neighbor information in order to find shorter routes, which leads to
long routes, high traffic overhead, and larger end-to-end delay (see Case 2 in Section 2.3.3.1). Moreover,
the cord-based LIS maintained by VCP to logically arrange nodes is inflexible due to its connection
order (see Section 2.3.3.3). VCP is unsuitable for networks with high churn rates and high node
mobility.

(Sampath and Garcia-Luna-Aceves, 2009, Garcia-Luna-Aceves and Sampath, 2009) propose an
approach called Automatic Incremental Routing (AIR), which is a DHT-based proactive approach for
both unicast and multicast routing in MANETSs. This scheme focuses on two major routing issues,
namely flooding and scalability. Each node has a UID and gets its LID in such a way that the nodes in
the logical network form a Labeled Directed Acyclic Graph (LDAG). This LDAG structure is built with
reference to a designated node, called the root node. The LID of a node shows its relative position with
respect to the root node in the LDAG structure. LDAG is established by periodically exchanging hello

packets among the nodes, which are propagated in a breadth-first manner from the root node.

Each node maintains information of its 1-hop and 2-hop logical neighbors in two separate tables. After
getting a LID, a node computes the LID of its AN by applying a hash function on its UID. To store LID
at its AN, the node forwards a request packet to one of its neighbor nodes up to two hops away whose
LID has the closest prefix matching to the LID of the AN. This routing procedure is repeated at each
intermediate node until the request packet reaches the AN. Figure 2.9 illustrates the lookup and routing

procedures using AlR.
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Figure 2.9: N sends data to node K. Node C acts as the anchor for K.
AIR and PROSE rely on tree-based logical identifier structure that keeps only one path between a node
and its siblings. The failure of a next hop towards a sibling node would break the connectivity, leaving
the destination set of nodes in the sibling tree disconnected from the forwarding node. Also, the failure
of a critical node might cause the re-assignment of all the siblings, thus, increasing the traffic overhead.
One of the requirements for any DHT-based routing is that LS resulted from a DHT function mappings

should be fixed and static. PROSE and AIR do not assume fixed and static LS.

(Jha et al., 2008) proposed a DHT-based unicast routing protocol called Enhanced Mobile Party (EMP).
EMP improves the mobile party (MP) protocol (Sabeur et al., 2007) by an enhanced scheme for
maintaining LIDs when a node joins or leaves a network. Similar to MP, the nodes are arranged in a
logical tree structure in EMP. Each node has a UID and a LID, which is based on its parent’s LID. Each
node proactively updates its routing table and maintains only information about its 1-hop logical
neighbors. EMP incurs routing table complexity of O(k), where k is the number of its 1-hop logical
neighbors. Each node is responsible for a portion of the LS depending on its LID. An LID is a k-digit
decimal number (ax.;. . . ao). The first node in the network is called the root-node and it gets LID 00....0.
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The 1-hop neighbors of the root node are referred as level-1 nodes and they are assigned LIDs by
flipping the first digit of the root-node’s LID, i.e., their LIDs would be 100..0 to 900..0. In the same
way, the level-1 nodes assign the LID to their child nodes by flipping the second leftmost digit in the LS,
i.e., LIDs 110..0 to 990...0 would be assigned to their child nodes. These child nodes are called level 2

of the LS. In this way, all the nodes are arranged in the LIS.

EMP supports unicast routing. To forward a packet, the node searches the list of its 1-hop neighbors to
find a node whose LID shares the longest prefix to the LID of the destination node in the packet. If the
node succeeds, the packet is forwarded to that 1-hop neighbor. Otherwise, the node forwards the packet
to its parent node. When the parent of a node in EMP is lost or fails, the node gets a new LID from one
of the available 1-hop neighbors in the network. If its parent’s LID changes, the child nodes’ LID also

change.

EMP uses a tree-based structure and is vulnerable to network partition and extensive information loss in
case of critical node failure, which would affect the network throughput and end-to-end delay. Also, it
does not provide any explicit mechanism for avoiding loops and keeps only the shortest routes to its

neighbors.

(Jain et al., 2011) proposed a scalable DHT-based unicast routing algorithm, named virtual identifier
routing paradigm (VIRO). The idea is to introduce a topology-aware structured virtual id (Vid) space to
which both the UIDs as well as higher layer addresses/names of the nodes are mapped. This is an
attempt to eliminate flooding at both the data and control planes. The proposed scheme consists of three

major phases: LID assignment, VIRO routing, and LID lookup and forwarding.

The LID of a node can be assigned either in a centralized (top-down) or distributed (bottom-up) fashion.
The LIS forms a Kademlia (Maymounkov and Mazieres, 2002) binary tree . A node’s LID is a L-bit

identifier that is based on its distance from the root node. The LIDs are arranged in a logical tree
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structure with L levels for L-bit identifier. In VIRO, the leaves of the tree represent the nodes and their
LIDs. The LIDs are assigned to nodes according to the following two criteria. First, if two nodes are
close in the LS, then they would also be close in the physical topology. Second, there should be at least
one node in a sub-tree that has a link to a node in the other sub-tree. To join the network, a node gets its
LID based on the physical neighbor’s LID. For L-bit LID, each node has a routing table of L entries.

Hence, the routing table size is O(log n), where n is the number of nodes in the network.

VIRO proactively builds its routing tables by discovering nodes at each level. It avoids loops by
selecting a gateway at each level. It handles node failures using a withdraw update mechanism in which
a node adjacent to the failed node, say the gateway, notifies the appropriate rendezvous point(s) by
withdrawing its previously published connectivity information. Upon receiving the withdraw
notification, the rendezvous point notifies all nodes in the affected sub-tree about the gateway failure
and suggests an alternative gateway. If the rendezvous node fails, a neighboring node would take over

and serves as a new rendezvous node.

The VIRO protocol is designed to work in static networks or networks with low mobility of only end
nodes. The tree-based LIS in VIRO may suffer from extensive information loss and network partitioning
in case of critical node failure, leaving a set of nodes disconnected. This protocol does not address the
network partitioning and merging problem, which may make the network vulnerable to node churns and

critical node failures, thus affecting network throughput and end-to-end delay.

In a nutshell, in this section we discuss in detail the basic concepts related to DHT-based routing and
classify these protocols into two major categories, namely DHT-based overlay deployment approaches
and DHT-paradigms for large scale routing in MANETS, followed by an explanation of the criteria that
distinguish them. We also classify the DHT paradigms for large scale routing in MANETS into three

categories and elaborate on the routing protocols related to these. Lastly, the features of the discussed
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protocols are summarized in Table 2.3, where each protocol is analyzed against important metrics that
would be helpful to people working in this area. The following section describes the challenges that are

critical to address in order to design a DHT-based large scale routing in MANETS.
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Table 2.3: Summarized features of DHT-based protocols for scalable routing in MANETS
Protocols L+ Tribe DFH] VRR DART ATR VCP EMP AIR KDSR VIRO
Metric
Routing Philosophy Proactive Proactive Proactive/ Proactive Proactive  Proactive Proactive Proactive Proactive Reactive Proactive
(reactive, proactive, on Reactive
demand)
Routing Metric Beside Shortest Keeps all Shortest Shortest Keeps all Shortest path Shortest Shortest path  Shortest path  Shortest path
Shortest path path possible Path path possible path based prefix
keeps other routes routes label
routes matching
Scalable Partially Yes Partially Partially Yes Partially Yes Partially Partially No Yes
Routing Table size for O(log n) O(k), where O(d+s), O(rp), O(log n) o(n) O(k), where K is O(k), where  O(log n) O(log n) O(log n)
n number of nodes in k is the where disthe where r is the number of one  kiis the
the network number of dimensions of  the hop (logical + number of
immediate the hypercube number of physical ) one-hop
neighborsof andsis virtual neighbors. logical
a node number of paths and neighbors.
non-adjacent p is the
nodes average
path
length
Control Overhead Medium Medium Medium High High High Medium Medium Medium Medium Medium
Routing Stretch/Path- Medium High Medium High High Medium High High Medium Medium High
Stretch penelty®
Logical Structure Tree-like Tree-like Hyper-cube Ring Tree Tree Cord Tree Tree XOR based Tree
Tree
DHT based Yes Yes Yes DHT-like Yes Yes Yes Yes Yes DHT-Like Yes
Routing-Table 2r;No of One-hop One-hop (r/2 One Hop Multi-hop ~ One-hop logical One hop Two-hop Nodes of One-hop
Information scope® hops where Neighbors neighbors neighbors  Neighbors neighbors  and physical neighbors  logical XOR neighbors
value of ris 2 clockwise neighbors neighbor distance b/w
for 1=0. and anti- information  2'and 2"
clockwise 0<=i<=160
inaring,
where r is
the virtual
neighbor
set) + one
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Protocols L+ Tribe DFH] VRR DART ATR VCP EMP AIR KDSR VIRO

Metric

hop

physical

neighbors
Mobility Support Low Low Yes Low Yes Yes Yes Yes Yes Low No (only for

host nodes)
Network Merging No No No Partially Partially No Partially No No No No
detection
Considering Physical No/Extension  Yes/ New Yes/ New No/New Yes/ New Yes/ Yes/New No/ Yes/ New Yes/ Yes/New
Topology / New or of Landmark Extension Extension of Extension of
Extension Routing of DART MP DSR with
System Kademlia
Routing forwarding Logical Logical Logical + Logical Logical Logical Logical + Logical Logical Logical Logical+
based on neighbors neighbors physical +Physical neighbors neighbors physical neighbors neighbors neighbors Physical
neighbors neighbors neighbors neighbors

Routing Complexity O (log n) O(log n) N/A O(log n) O(logzn) N/A O(log n) N/A O(log n) O(log n) O(log n)
for n number of nodes
Support(Unicast/ Unicast Unicast Unicast Unicast Unicast Unicast Unicast Unicast Unicastand Unicast Unicast
Multicast) Multicast
Loop Avoidance No No N/A Yes Yes Yes Yes No N/A N/A Yes
Addressed(Yes/No)
Multipath Yes No Yes Yes No Yes Yes No Yes Yes Yes
Support(Yes/No)
Flood Control (Yes/No)  Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Overall Complexity? High Medium High High Medium High Medium Medium Medium Medium Medium
(High/Medium/Low)
Single point failure Yes Yes Yes No Yes Yes No Yes Yes Yes Yes
Duplicate logical 1D N/A No N/A No Yes Yes No No Yes N/A N/A

existence

1. Routing Stretch (RS) or Path-stretch penalty: The ratio between the length of path traversed by a routing algorithm and the shortest path available in the
network (Awad et al., 2011). We consider the routing stretch in the worst case. Scale: It is the shortest if RS=1. It is low if 1 <RS < 1.25. It is medium if 1.25 <RS
<1.5.Ttis high if RS> 1.5.

2. Overall Complexity: We consider the overall complexity in terms of routing information dissemination, route updating, routing table size, and routing overhead in
case of link failure.
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3. Routing Table Information Scope: It refers to the extent of information a node keeps about its neighbors in its routing table. The scope could be 1-hop, 2- hop, or
according to the protocol specification. A node uses this information to select the next hop in order to forward the packet towards the destination.
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2.3.3 Challenges and Requirements to Develop DHT-based Large Scale Routing Protocols

for MANETS

Now that we have introduced the detailed classification, working, and features of DHT-based
paradigms for large scale routing, in this section we describe the challenges that are critical to

address in order to design a scalable DHT-based routing protocol in MANETS.

2.3.3.1 Mismatch between Logical and Physical Topologies

In DHT-based LIS, each node is assigned an LID from the LS and is responsible for maintaining
a disjoint portion of the LS, i.e., LSP. Also, the node maintains a connection to each neighbor
that has an LID close to its own LID. These neighbors are called logical neighbors of the node
and can be different from its physical neighbors. The LIS in Figure 2.10(a) and Figure 2.10(b)
describes the logical interpretation of physical topology illustrated in Figure 2.10(c). We assume
that each node in LIS maintains information about 1-hop logical neighbors. The mismatch
between logical and physical topologies, also known as mismatch/ill-match problem, can be

analyzed in the following two ways.

Case 1: A node’s logical neighbors may not be its physical neighbors, resulting in an ill-
match between the LIS and physical topology (PT) (Baccelli and Schiller, 2008, Shah et al.,
2012). It has a more negative impact in MANETS, especially when LIS is implemented directly
at the network layer. Figure 2.10 illustrates the ill-match problem between LIS and PT, which

causes redundant traffic and high lookup latency.

Figure 2.10(a) and Figure 2.10(c) show that the 1-hop neighbors of node 1 in the LIS, i.e., node 2
and node 10, are not its adjacent neighbors in the PT (the physical neighbors of node 1 are node

4 and node 9). This results in a mismatch between LIS and PT. Suppose node 1 initiates a query



for node 5. The protocol forwards the query to node 2 in the LIS because node 2 is closer to the
destination node 5. This produces three transmissions in PT after passing through links 1-9, 9-3
and 3-2. Upon receiving the query, node 2 forwards the query toward node 3, which is one of its
logical neighbors and closer to the destination node 5. This produces one transmission on the link
2-3 in PT. Similarly, node 3 then forwards the query to its logical neighbor node 4 in LIS. This
produces two more transmissions in PT, 3-9 and 9-4. Node 4 has node 5 as its logical neighbor in
the LIS, which is the final destination of the query. So, node 4 forwards the query to node 5 in
the LIS. This produces four more transmissions in PT, 4-9, 9-3, 3-2 and 2-5. The overall
transmission for a query from node 1 to node 5 in the LIS produces four transmissions as shown
as dotted arrows in Figure 2.10(a). However, the same produces ten transmissions in PT, shown
as the dotted arrows in Figure 2.10(c). In this example, we can see that the query passes through
links 2-3, 3-9 and 4-9 more than once, resulting in redundant traffic as well in larger end-to-end

latency.

Based on the problem identified above, the primary requirement in designing a large scale, DHT-
based routing protocol is that neighbor nodes in the LIS should also be adjacent in the PT to
reduce the end-to-end latency and redundant traffic at both the control and data planes. The intra-
neighbor relationships directly affect the LID assignment to nodes. The node joining algorithm in
the existing protocols do not consider physical intra-neighbor relationships (like, adjacent/non-
adjacent, common neighbor, etc.) of a node when computing its LID, resulting in nonconsecutive

LID assignment that amplifies the mismatch problem.
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Case 2: A few approaches (Viana et al., 2004, Caesar et al., 2006, Awad et al., 2008,
Awad et al., 2011) maintain a node’s adjacent neighbors in PT along with its logical adjacent
neighbors in LIS in an attempt to avoid the mismatch problem in Case 1. This approach is also
not effective in completely an avoiding ill-match between the LIS and PT as shown in Figure
2.10(b). For example, node 2 initiates a query towards node 9. Node 2 has nodes 1 and 3 as
logical neighbors in the LIS, while its physical neighbors are node 3 and node 8 as shown in
Figure 2.10(b) and Figure 2.10(c), respectively. Node 2 selects node 8 as its next hop toward
destination node 9 among its physical and logical neighbors (i.e., nodes 1, 3, 8) because node 8 is
numerically closest to node 9 by using the greedy routing approach. This moves the query away
from node 9 in PT by generating one transmission. After receiving the query, node 8 forwards
the query towards node 9 because it is the closest among the logical and physical neighbors of

node 8. This further produces three transmissions in the PT, on links 8-2, 2-3, and 3-9, shown as
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dashed arrows in Figure 2.10(b) and Figure 2.10(c). So, to deliver the query from node 2 to node
9, the total number of transmissions in the PT is four, which is higher because there is a shorter
route in PT from node 2 to node 9 through links 2-3, 3-9 in PT, which requires only two
transmissions (see Figure 2.10(c)). In this example, we can see that the query passes through
links 2-8 more than once, resulting in redundant traffic. Moreover, the overall path length

increases.

To further illustrate the point of discussion, let’s take an example of VCP (Awad et al., 2011),
where each node maintains its physical neighbors in addition to its logical neighbors. To
illustrate how the mismatch problem occurs when a node maintains both physical and logical
neighbor information, Figure 2.11 shows a physical grid network of 16 nodes similar to the one
demonstrated in VCP. The dashed line in Figure 2.11 shows the cord-based structure that reflects
the local arrangement of nodes according to their LIDs, which are assigned to nodes according to
the VCP joining process. To forward a packet, VCP employs a greedy routing approach, where
a node chooses one of its logical and physical neighbors having a LID closest to the destination

node.

For instance, when node 0.0 sends a lookup query to node 0.8 according to the VCP greedy
routing algorithm, the path followed by the query (shown as the dashed arrows) produces seven
transmissions in PT even though node 0.0 is physically three hops away from node 0.8 as shown
by the solid arrows. In this example, we can see that VCP moves the query away from node 0.8,

resulting in longer routes, higher traffic overhead, and larger end-to-end latency.
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In spite of maintaining both physical and logical neighbor information, VCP suffers from the
mismatch problem because its joining algorithm does not consider all relationships between
nodes. Moreover, the structure used to logically arrange nodes is inflexible and unable to assign

a consecutive LID to a node with respect to its all physically adjacent neighbors.

Based on the problem identified above, the second requirement in designing a large scale,
DHT-based routing protocol is that a node in LIS should be logically close to all its physically
adjacent nodes. This reduces the number of transmissions when forwarding a query/packet to a
destination, thus, reducing both end-to-end latency and redundant traffic at the control and data

planes.

2.3.3.2 High Maintenance Overhead

The DHT maintenance procedure ensures routing convergence and efficiency in terms of the
number of hops in LIS. As network topology continuously changes in MANETS, each node
periodically runs some procedures to ensure consistent and up-to-date information in its routing
table. Each operation may require a route discovery. The traffic overhead incurred by such

procedures is high for bandwidth constrained networks like MANETS. For reactive routing
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protocols, the overhead is up to O(n), where n is the number of nodes in the network (Shen et al.,

2010).

Proactive routing requires periodic flooding of topology control messages, which is particularly
costly in MANETS. It is also difficult to achieve convergence in MANETS as frequent topology
changes may trigger multiple route discoveries. Furthermore, the ill-match between LIS and PT
would worsen this issue because more bandwidth would be consumed in obtaining routes that are
unnecessarily long. The situation could be even worse than simple flooding in resolving requests

for data items.

In order to overcome this problem, the third requirement for designing a large scale, DHT-based
routing protocol is that a node should control the traffic overhead by carefully calling the DHT

maintenance procedures to reduce redundant traffic at both the control and data planes.

2.3.3.3 Selection of LIS Structure

The structure interconnecting the nodes in the LS is another challenge to the performance of a
DHT-based routing protocol in MANETS. Different protocols have used different structures,
such as cord (Awad et al., 2011), ring (Caesar et al., 2006), hypercube (Alvarez-Hamelin et al.,
2006), and binary tree (Eriksson et al., 2007, Caleffi and Paura, 2011) to organize nodes in the

LS.

The connecting order of the LIS directly affects the number of logical neighbors in the LIS. All
existing proposals use LISs that are constrained by their connecting order. For instance, in a ring-
based (Caesar et al., 2006) and cord-based LIS (Awad et al., 2011) structure, a node can logically
connect to maximum two adjacent 1-hop neighbors, i.e., its successor and predecessor, and
maintain consecutive LIDs only with them. In case a node has more than two physically adjacent
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neighbors, then these structures would not allow the node to assign consecutive LIDs or

contiguous logical address space.

The resilience of a protocol in terms of route selection strongly depends on the shape of LIS and
there is always a tradeoff between robustness and complexity in choosing the LIS (Gummadi et
al., 2003). The connecting order of the existing LISs do not allow a node to consider all of its
physically adjacent neighbors as a next hop when forwarding a packet, therefore, these LISs are
inflexible/inefficient in providing an alternative route in case an intermediate node fails/moves.
For example, tree, ring and cord structures are less complex and easy to maintain. Unfortunately,
these structures offer low flexibility in route selection that directly degrades the routing
performance and eventually results in poor resilience towards link failures and node mobility
(Alvarez-Hamelin et al., 2006). Moreover, the parent-child relationship in a tree structure
inherently suffers from longer routes and the parent node is responsible for maintaining most of

the information. This makes the network more centralized.

On the other hand, using multidimensional Cartesian Space structures, such as a sphere or
hypercube, for LS can enhance the resilience towards node failure and node mobility, which
provides more flexibility in route selection (Viana et al., 2005). These structures also help in
even distribution of the LS among nodes, resulting in a balanced traffic at each node and
inefficient bandwidth utilization. Moreover, this type of structure provides a means to map the
PT to LIS in such a way that the logical distance between two nodes is close to their physical

distance, resulting in shorter forwarding routes between the nodes.

Therefore, the fourth requirement for designing a large scale, DHT-based routing protocol is that

the LS structure selection should support flexible route selection. This is an important issue
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because it directly affects routing performance in terms of path length, traffic concentration and

resilience to link failure.

2.3.3.4 Address Space Utilization

Efficient utilization of the LS is one of the major concerns in the design of a large scale, DHT-
based routing protocol. The LS should be evenly distributed among all nodes in the LIS. As
mentioned in Section 2.1, each node in the LIS holds a portion of the whole LS and stores
information about other nodes or data. The LSP allocated to each node should be equal in
capacity so that it results in relatively equal handling of information on each node. This implies
that the load to each node should be distributed evenly and each node has an equal opportunity to
store information. The benefit of maintaining such a structure is that minimum information has
to be transferred in case a node leaves the network, which might directly affect the traffic
overhead at both the control and data planes. Also, the traffic overhead can be reduced by
effective replication or caching schemes, which are vital for any DHT-based routing schemes.

One more element that plays a vital role in distributing the LS is the shape of the LIS.

2.3.3.5 Partitioning and Merging

The limited transmission range of nodes and their mobility can cause both network partitioning
and network merging in MANETSs. Network partitioning is the breakdown of a connected
topology into two or more disconnected parts (Abid et al., 2014a). A node in one partition cannot
access a node in another partition. Network merging is the merging of two or more disconnected

topologies into one topology after nodes come into transmission range of each other.

In DHT-based protocols, nodes are arranged in a tree, cord or ring, where paths are limited by

some hierarchical structure that allows only one path between any two nodes, resulting in low
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flexibility when selecting routes — this is unlike the greater flexibility offered by the multi-
dimensional approaches. There is a higher chance of LIS partitioning, which directly depends on
the structure of the LS. As discussed before, if the structure is resilient in terms of route selection
because it maintains multiple routes to a node, it would avoid unnecessary route discovery/
recovery. If a route to a node is lost due to network partitioning, another route to the node can be
utilized provided the node is accessible in the network. Similarly, when two physical networks
merge, then their LIS would be disjointed (Shah and Qian, 2010b, Shah and Qian, 2010a). To
detect this situation and merge the LNs, a DHT-based protocol should support seamless merging
of LIS, which is a great challenge. Most protocols discussed in Section 2.3.2.1 and Section
2.3.2.2 have not addressed the merging of partitioned networks, which is a major concern,

especially in DHT-based LIS.

In summary, below are six requirements that must be fulfilled in order to design a scalable DHT-

based routing protocol:
e The neighbor nodes in the LIS should also be adjacent in the PT.
e Anode in LIS should be close to all its physically adjacent nodes.
e The DHT maintenance procedures should incur minimal traffic overhead.
e The LS structure selection should support flexible route selection.
e The LS should be evenly distributed among all the nodes in LIS.
e The protocol should address the issue of merging partitioned network.

These challenges are matters of great concern and affect the overall route resilience, end-to-end
latency, traffic overhead, network throughput, and path-stretch penalty. The existing work

discussed in Section 2.3.2.1 and Section 2.3.2.2 fails to overcome these challenges and suffers
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from major problems that are yet to be addressed in order to obtain the optimal network

performance.

2.3.4 Analysis of the Existing DHT-based Paradigms for Large scale Routing

We end Section 2.3.3 with a summary of the main design issues discussed above: mismatch
problem, selection of LS structure, address space utilization and the handling of network
partitioning and merging.

The mismatch problem is important to consider in the deployment of DHT at the network layer
in MANETS because it affects performance in terms of path-stretch and end-to-end delay. All
protocols discussed above suffer from this problem. Some attempt to resolve the issue by
maintaining the physical neighbors of a node in addition to its logical neighbors, but it results in

a high path-stretch penalty and larger end-to-end delay.

VRR, ATR, DART, DHT-OLSR, VCP, AIR, KDSR, L+, Tribe, DFH, and EMP suffer from the
mismatch problem discussed in Case 1 and Case 2 of Section 2.3.3.1. The address assignment
mechanism of these protocols does not ensure contiguity among the neighbor’s identifier space
portions (LSPs) nor the adjacency of neighbors in LIS and PT. This makes them vulnerable to
high path-stretch penalty, which in turn, produces larger end-to-end delay.

DFH and VCP try to address the mismatch problem in Case 1 described in Section 2.3.3.1, by
maintaining information about both the physical and logical neighbors. Unfortunately, this also
leads to the mismatch problem in Case 2 described in Section 2.3.3.1.

We have carefully analyzed the mismatch problem and proffer that an optimal solution to the

mismatch problem would only be possible if the physical proximity of nodes is interpreted

exactly into the LIS and all physically close nodes are assigned LIDs that reflect their proximity.
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The second issue identified is the shape of the LS structure, which plays a vital role in avoiding a
high path-stretch penalty caused by the mismatch problem and in maintaining multiple routes to
the destination. Several protocols discussed in Section 2.3.2.1 and Section 2.3.2.2 exploit
different structures to arrange nodes according to their LIDs. Routing paths in tree-based, cord-
based and ring-based structures are constrained by the connection order of the nodes that result
in low flexibility when selecting a route towards a destination. Also, these structures are not
flexible in fulfilling the conditions to avoid the mismatch between LIS and PT, which in turn,

leads to high path-stretch penalty. This problem is aggravated in case of node/link failure.

The LIS in DART, AIR, L+, Tribe, and EMP maintains only one path between any two nodes,
which may degrade performance in terms of path length, traffic concentration, and resilience to
failures. The LIS in VCP and VRR can only interpret the relationship of a node with up to two
adjacent physical neighbors. These structures are inflexible when interpreting the physical

relationship of a node in the LIS if the node has more than two physical neighbors.

DFH takes a different approach by using a hypercube to provide greater flexibility in route
selection in order to enhance the resilience towards node failure and node mobility. The
hypercube structure partially overcomes the mismatch problem by assigning multiple coordinates
to a node in order to provide better adjacency with its physical neighbors. The drawback of this
approach is that in a dense network, the number of connections per node could be high and may
lead to Case 1 (see Section 2.3.3.1) because the hypercube dimensions are fixed and must be
defined at startup time. Also, maintaining information about physical neighbors by using
secondary LIDs might lead to Case 2 described in Section 2.3.3.1. Moreover, DFH places each
neighbor in a different dimension of a node and does not consider physical intra-neighbor

relationships (adjacent/nonadjacent neighbor, common neighbor, etc.) between neighbors when
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assigning LIDs to nodes that results nonconsecutive LID assignment, which might leads to long
routes, high path-stretch ratio. Another drawback is the addressing and location services of a

hypercube are more complex compared to a tree-based, cord-based, and ring-based structure.

The third important issue to consider is the address space utilization when allocating addresses
and distributing LS among nodes in MANETSs. The aim of distributing LS evenly or assigning
LSPs in equal capacity to nodes is so that each node has an equal opportunity to store any
information about other nodes or data, resulting in a balanced load. The benefit of maintaining
such a structure is that minimal information has to be transferred in case a node leaves the
network. The amount of information transferred may directly affect information loss and traffic
overhead at both the control and data planes. Almost all protocols discussed in Section 2.3.2.1
and Section 2.3.2.2 have partially succeeded in their attempt to distribute the LS space evenly
among nodes because they are either constrained by the LS structure or the addressing strategy

adopted to allocate the addresses to nodes.

In VCP, the creation of virtual nodes hampers equal distribution of LS among all nodes, which
may lead to extensive information loss and high traffic overhead in case of node failure. Also, in
PROSE and AIR, the dual LID assignment when a root node moves or fails is similar to that of
Tribe. The solution given in PROSE and AIR is not optimal as it may cause uneven utilization of
LS and increase the number of nodes with dual LIDs. If there is no suitable node to hold the root/
parent node’s LID, it may result in the reassignment of LIDs for the whole sub-tree. Similarly,
the LS structure in ATR, DART, KDSR, L+, EMP, VIRO and DHT-OLSR hampers equal
distribution of LS among all nodes. DFH's approach of maintaining physical neighbors
information by using secondary LIDs leads to an uneven distribution of LS among all nodes,

hence, the possibility of extensive information loss in case a critical node fails.
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Lastly, the network partitioning and merging issue is an open challenge. It is caused by either
limited transmission range of nodes or node mobility. The logical partitioning and merging

highly depends on the flexibility of the LS structure.

In ATR, DART, AIR, L+, Tribe and EMP, paths are constrained by their tree-based logical
identifier structure that allows only one path between any two nodes. This may result in the
partitioning of a sub-tree when a parent fails — this is unlike the greater flexibility offered by the
multi-dimensional approaches. Compared to tree-based routings, though VRR and VCP have
partially addressed the network partitioning and merging of a network, they do not provide a
comprehensive and viable solution. None of the protocols discussed in Section 2.3.2.1 and
Section 2.3.2.2 have addressed the network partitioning and merging that may cause extensive

information loss and communication disruption between two disconnected physical topologies.

In a nutshell, in this section we discuss in detail the potential challenges and pinpoint the key
requirements as a guideline for researchers who intend to design a DHT-based routing protocol.
Furthermore, we give a critique of the existing work in the light of the challenges discussed in

this section.

2.4 CONCLUSIONS

One of the basic design issues in implementing large scale MANETS is scalability, which is
heavily influenced by the routing protocol. Instead of modifying or optimizing the traditional
routing protocols for MANETS, the DHT or DHT-like technologies can be used for routing in
MANETSs. Maintaining a DHT-based structure for a highly dynamic MANET environment has

introduced a number of new research issues. This chapter highlights some major challenges that
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are raised by direct adoption of DHT-based or DHT-like strategies for implementing the logical

identifier space at the network layer (Abid et al., 2014b).

We classify the existing DHT-based protocols into three major categories: DHT for location
services, DHT for addressing and routing, and DHT for addressing, routing and location
services. In the first category, the DHT-based location service is coupled with a geographic
addressing space defined by some positioning system. The protocol defines addressing and
routing by utilizing the geographic addressing space, while the distribution of the node location

information is based on DHT.

In the second category, the protocol deploys a DHT-based structure that is used only for
addressing and routing. Nodes have fixed LIDs throughout the network lifetime and routing is

performed based on the LIDs. This category does not use DHT-based location service.

In the third category, a DHT-based structure is used for location services in addition to
addressing and routing. Contrary to the first and second categories, the location services, routing,
and addressing are dependent on each other and any changes in one aspect would influence the

others.

We review the existing approaches related to DHT-based routing paradigm for MANETSs by
comparing the performance of different protocols against various parameters. We then identify
the shortcomings of these protocols in the light of critical challenges discussed in Section 2.3.3.
The requirements summarized in Section 2.3.3 are vital to the optimal design of a scalable DHT-
based routing protocol in MANETSs. By carefully analyzing the addressing schemes and LIS
structures offered by different DHT-based protocols, we conclude that there are two major
correlated issues that require immediate attention, namely the mismatch problem and the

selection of the LS structure, which directly or indirectly cause immense overhead, unequal LS
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utilization, and network partitioning. An optimal solution to the mismatch problem would only

be possible if:
)] the physical relationship of nodes is mapped exactly into the LIS;

i) a node takes into account the physical intra-neighbor relationship before computing

its LID; and

iii) all physically close nodes are assigned LIDs that reflect their physical proximity. This

can only be accomplished if the LIS is flexible.
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3 3D-RP: A DHT-BASED ROUTING PROTOCOL FOR
MANETS

This chapter presents a novel routing protocol for mobile ad hoc networks (MANETS), which
uses both a distribute hash table (DHT) and a location-based addressing scheme in order to
ensure a scalable routing service. The protocol, named 3D- Routing Protocol (3D-RP), can be
used with any link layer technology, but in this study, we consider an implementation based on
IEEE 802.11 technology. Its performance has been evaluated by means of numerical simulations
across several scenarios and workloads. The results show that 3D-RP outperforms traditional
DHT-based routing protocol as the number of nodes grows, ensuring satisfactory performance

for large networks operating in the presence of high data rate and moderate node mobility.

3.1 Introduction

In the last ten years, ad hoc technologies have grown tremendously. There are a variety of
MANET applications with practical implications and potential advantages (Reporter, 2011,
EmDiv, 2011, H. Mehendale, 2011, Distl et al., 2010). As the demand for sharing data among
users in a local area is increasing (ofcom, 2013), MANET applications would be required to
support a large number of users, which is only possible if the core routing protocol is scalable.
However, most existing protocols, regardless of whether they are reactive, proactive, or hybrid,
do not scale efficiently as the number of nodes grows (Broch et al., 1998, Tseng et al., 2002)
mainly because they were designed for wired networks. The network-wide flooding in traditional
routings that is adopted by MANET is the key factor that limits their scalability (Caleffi and
Paura, 2011, Eriksson et al., 2007, Awad et al., 2008, Garcia-Luna-Aceves and Sampath, 2009,
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Chen and Morris, 2002). It would be possible to support a large network (in terms of number of

nodes) if we could eliminate or avoid network-wide flooding.

The research community has been using a distributed hash table (DHT) structure as a scalable
substrate in order to provide a diverse set of functionalities, like information distribution,
location service and location-independent identity (Frey, 2004, Das et al., 2008), in various self-
organized applications or systems in the Internet. It has come forth as a useful additional
technique to the design and specification of spontaneous, self-organizing networks. The basic
aim of these approaches is to address the scalability issues in MANETS by eliminating network-

wide flooding.

In DHT-based routing, a node has a unique logical identifier (LID) in addition to its public
identifier (UID), i.e., IP or MAC address. The LID describes the relative position of the node in
the logical network. The LID for a node is computed either by applying a hash function on the
node’s UID (Caesar et al., 2006) or based on LIDs of its physical neighbors (Caleffi and Paura,
2011, Eriksson et al., 2007, Awad et al., 2008, Garcia-Luna-Aceves and Sampath, 2009, Chen
and Morris, 2002, Awad et al., 2011, Sampath and Garcia-Luna-Aceves, 2009, Jain et al., 2011,
Alvarez-Hamelin et al., 2006, Abid et al., 2013, Abid et al., 2014c). The hashed values are drawn
from a pre-defined logical identifier space (LS). The node is linked with other nodes that have
LIDs closer to its LID, i.e. the nodes are connected with each other based on their LIDs,
following a ring (Caesar et al., 2006), tree (Caleffi and Paura, 2011, Eriksson et al., 2007,
Garcia-Luna-Aceves and Sampath, 2009, Sampath and Garcia-Luna-Aceves, 2009, Jain et al.,
2011, Sabeur et al., 2007, Jha et al., 2008, Viana et al., 2004), cord (Awad et al., 2008, Awad et

al., 2011), or other multidimensional structures (Alvarez-Hamelin et al., 2006, Abid et al., 2013).
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Thus, a LIS is built over the physical network (PN). A node in LIS maintains its 1-hop/2-hop
logical neighbor (L), which may be different from its physical neighbors in the PN. Packet

routing is performed based on a node’s LID rather than its UID of a node.

The deployment of DHT at the network layer in MANETS gives rise to a few new challenges
that are imperative to address in order to make DHT-based routing protocols more scalable. We
identified two correlated issues that must be considered when designing DHT-based routing
protocol, namely the mismatch problem and resilience of the logical identifier structure, which
degrade the efficiency of the DHT-based routing protocols in terms of path stretch ratio (the ratio
between the length of the path traversed by a routing algorithm to the shortest path available in
the network), long routes, and high end-to-end delay (Shah et al., 2012). These problems need

immediate attention and require an optimal solution. The mismatch problem arises when:

i) neighbor nodes in the LIS are not adjacent in the PN;

i) a node in LIS is not logically close to all its physically adjacent nodes (see Section
2.3.3 for details). In order to avoid this problem, a LIS should be flexible to

incorporate the physical relationship of nodes in terms of LIDs.

In this chapter, we propose a novel DHT-based routing protocol for MANETS, named 3-
dimensional routing protocol (3D-RP), by focusing our attention on the mismatch problem and
resilience of the LIS. 3D-RP exploits a 3-dimensional logical identifier structure (3D-LIS) that
interprets the physical relationship of nodes in a 3-dimensional logical identifier space (3D-LS).
The 3D-LS gives a node the liberty to exactly interpret the physical relationship of nodes in the

3D-LIS. To the best of our knowledge, 3D-RP is the first DHT-based routing protocol that
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attempts to exploit a 3D structure to assign three dimensional LIDs to nodes. None of the
existing DHT-based protocols (Caleffi and Paura, 2011, Eriksson et al., 2007, Caesar et al., 2006,
Baccelli and Schiller, 2008, Garcia-Luna-Aceves and Sampath, 2009, Sampath and Garcia-Luna-
Aceves, 2009, Awad et al., 2008, Awad et al., 2011, Zhao et al., 2009, Jain et al., 2011, Lu et al.,
2008, Alvarez-Hamelin et al., 2006, Chen and Morris, 2002, Viana et al., 2004, Sabeur et al.,
2007, Jha et al., 2008) have used a 3D structure to map the physical proximity of nodes. Each
node in 3D-RP considers the neighbor relationships (intra-neighbor, adjacent/ nonadjacent
neighbor, and common neighbor) when computing its LID, which helps to exactly map the
physical proximity of nodes in the LIS. These relationships are crucial when calculating the
relative position of a node in order to optimally address the mismatch problem. None of the
existing DHT-based protocols have considered these relationships. We further propose the use of
Shepard’s interpolation method (Shepard, 1968) in 3D to compute the LID of a node relative to

its 1-hop neighbors.

In summary, 3D-RP is designed to achieve the following criteria:

) The neighbor nodes in the LIS should be adjacent in the physical topology in order to

avoid long routes,

i) A node in LIS should be logically close to all its physically adjacent nodes in order to

avoid redundant traffic,

iii) The protocol should require only local information to perform routing and maintain

the LIS in order to reduce routing overhead,
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iv) The LIS should be flexible in selecting routes to a node in order to gain resilience

against node/link failures and provide multi-path routing,

V) The protocol should adapt to node mobility.

3.2 System Model

3D-RP resorts to a network-layer architecture in which each node has a permanent UID, which
identifies the node in the network, and a transient logical identifier that reflects the node’s

relative location in the logical identifier structure.

An optimal solution to the mismatch problem would only be possible if the physical relationship
of nodes is interpreted exactly into the LIS by assigning LID to a node such that the node's LID
is logically close to the LIDs of all its physically close nodes, i.e., the LIDs of nodes reflect their
physical proximity in the LIS. To achieve this goal, each node in 3D-RP computes a LID in the
form of three ordered tuple {x|y|z}, where each tuple is an M-bit identifier calculated from a pre-
determined 3D-LS. The 3D-LS ranges from 1 to + 2™ for each axis, i.e., X, y, and z. The
protocol uses 1-hop hello messages to maintain the 3D-LIS, i.e., it relies on local information.
Each node periodically transmits a hello message that contains the LID, UID (i.e., IP address),
LSP, and its logical 1-hop neighbor information corresponding to its local 3D-LIS. In addition to
LID at each node, a dimension parameter (dim) is maintained to group nodes with respect to
different dimensions, which is helpful while routing packets. The basic idea is that each node
envisions its neighbors in a 3D rectangular coordinate system, i.e, a local 3D-LIS consists of

three planes that divide the space into six dimensions and eight octants as shown in . Each node
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acts as the origin of its local 3D-LIS. In the local-3D LIS of a node, each neighbor obtains its

LID that reflects its relationship with its other neighbors.

Z-dimension

Y-dimension

- . 4
- 4
X-dimension 1 Z

Iz,

Figure 3.1: 3D Logical Identifier Structure.

The basic motivation behind using 3D-LIS and decision choices are explained in Cases 1-4 (see
Section 3.3.1), which is to logically interpret the physical intra-neighbor relationship of a node.
For instance, N represents the set of nodes in the network and v m € N, 3 Tm as a set of 1-hop
neighbors of node m. If nodes p, g € Tm and there is no link in the physical network between
nodes p and g, then it means p and q lie in a different dimensions from node m. Therefore, both
nodes p and q obtain their LIDs corresponding to two different dimensions of the local 3D-LIS

of node m.
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We assume that each node in the network computes the distance between itself and its neighbor
nodes using Received Signal Strength (RSS) method (Shah and Qian, 2009). Weights are
assigned to each link providing connectivity to its neighbors on the basis of their distances using
an inverse distance function given in Eq(1). The detail of each 3D-RP component is presented in

the following subsections.

1

Wom = 2wy @

where, Wpn is the weight assigned to the link between a newly joining node N, and its
neighbor node Ny, d is the distance in meters measured using RSS between N, and Ny, and
k is a positive real number, called the power parameter whose value is assumed to be 2.
Greater values of k assign greater influence to nodes closest to the joining node. Here, the

weight decreases as distance in meters increases from the joining node.

3.3 Joining Operations

To join the network, a node is required to listen for a certain waiting time, Ty, to receive hello
message(s) from an existing node, referred to as the base node for the joining node. The LID of a
joining node is calculated during this phase. Based on the information in the hello message(s), a
node calculates its LID and updates its routing table. The joining operation consists of two

phases: LID computation and anchor node computation, as explained below.

3.3.1 LID Computation

After a waiting time, the joining node computes its LID based on one of the following cases:
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Q) If a joining node does not receive any hello message, it assumes it is the first node

and automatically assigns itself the LID {1]|1|1}-0.

(i) If the joining node receives at least one hello message, it computes its LID with
respect to its physical neighbor(s) using the heuristics explained in Case 1 to Case 4

below. Assume node i is the first node in the network with L1D {1|1|1}-0.

Case 1: If node p joins and finds node i as its only neighbor, node p calculates its distance from
node i and checks node i’s neighbors information received in the hello message. If node i does
not have any neighbor except p, node p selects the first available dimension of node i (say, + x-

dimension) out of the six dimensions along the positive and negative axis in the local 3D-LIS of

LSPjy +

node i and calculates its LIDp using the following formula: {T;, + ( "

NTiy|Tiz}, where Ti,
Tiy, and Tj; are the three tuple of the LID; of node i, and LSP;i,+ is the maximum range of node i’s
LSP in positive x-dimension. By using this formula, node p obtains % of node i’s LSPix+. The
purpose here is to give more LSP to the corner nodes so that they can accommodate new nodes
in the future. Furthermore, node p sets its dimension parameter to 1 as LID, belongs to the

positive x-dimension.

Algorithm 1: Handling hello messages

Requirement: Locally stored state of all neighbors in neighbor table (NT) of node N
1: Receive neighbor information from node N;

2:1f Nj ¢ NT then

30 " NT «— N;j UNT

4: else

5: | Update N;
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6: end if

Table 3.1: List of dim values
dim AXis

+X

-X

+Y

-Y

+Z

-Z

OO W N~

Similarly, the joining process of nodes h and s along with their LIDs are shown in 3.2(a). Nodes

h and s compute their LIDy and LIDs corresponding to negative x-dimension and positive y-

LSPiy—
4

LSP;y +
)|Tiy|Tiz} and {TixlTiy + (Ty)“‘iz}!

dimension by using the following formula: {T;, + (

respectively, where LSPix- is the maximum range of the LSP for node i in the negative x-
dimension and LSP;y+ is the maximum range of LSP for node i in positive y-dimension. Nodes h

and s set their dim value to 2 and 3, respectively. 3.2(a) illustrates the joining of node p, h, and s.

The basic motivation for the decision choices made in Case 1 is to map the physical intra-
neighbor relationship of a node in the 3D-LIS. If two neighbors of a node are not in transmission
range of each other, it means they exist physically in two different dimensions from the node. In
such scenarios, 3D-RP is capable of assigning LIDs in the LIS that reflects the physical intra-

neighbor relationship of nodes.
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Figure 3.2: The joining process. Solid lines represent the local LIS of a node. Dashed lines are the

physical links between nodes in the PT

Algorithm 2: Joining Operation (Casel)

Required: Information related to neighbor N; is stored in neighbor table (NT) of N; and
distance to N; is measured using RSS at joining node N;.

1:if 3N; € NT : (3Nme Nbr(N;)) !=N; then
2: | dim; < NextAvailableDim(Npm, N;)
4: else

5: | dimj « first(dim;)

6: end if

7: LID;j «— ComputeLID(N;, dim;)
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NextAvailableDim(N,, N;)

1: if rootNode(N;) == true then ** the node with LID {1]1]1}-0 is the root node

2:
3:
4.
5:

6:

if getDIm(Np) == 1’ then ** 1,2,3,4,5,6 refers to six dimensions (+x,-x,+y,-y,+z,-z) of local 3D-LIS
return ‘2’

else

return ‘1’

end if

7: else rootNode(N;) == flase then ** T is the corresponding tuples of LIDs of nodes in X, v,

10:

11:

12:

13:

14:

15:

16:

17:

18:

19:

20:

21:

22:

23:

dimensions.
if Tox > Tix and Ty == Tiy and T, == Tj; then
Nm e ‘1’
return ‘2’
else if Ty < Tixand Ty == Tiy and Tm; == Tj; then
Np e 2’

return ‘1’

else if Tox == Tixand Tpy > Tiy and Tr,, == Tj; then
Nm € ‘3’
return ‘1’

else if Ty == Tix and Ty < Tiy and T, == Tj; then
Np e ‘4’
return ‘1’

else if Tyx == Tixand Ty == Tiy and T, > Ti; then
Np € 5’

return ‘1’

z
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24: Np e 2
25: return ‘1’
26: |endif
27:end if

Case 2: If node q joins the network as shown in 3.2(b) and has access only to nodes i and p that

are adjacent, then node q first calculates the distances dy and dqp and checks for common

neighbors between i and p.

(i) If there is no common neighbor, node g checks their collinear inequality (i.e., dig + dgp

>dip, dip + dig>dqp, and dqp + dip>dig). If nodes i, p, and q are collinear, node q calculates

LIDg by using Eq (2).

Wi Wink

Wm
: — Ty | S

LIDy = { X0_ LS W * Tix |ZR= 15T W * Ty, } 2

where, m is the newly joining node and n>2 are 1-hop neighbors of m; Wy and W, are
the weights assigned by m to its neighbor nodes k and j, respectively, using inverse
distance function; and Ty, Tky, and T, are the corresponding tuples k’s LID in x, y, and z

dimensions.

If node q is not collinear to i and p, then node g finds an available common octant between i and

p, and calculates LIDq corresponding to a common octant using Eq(2). Furthermore, node g sets

the signs of each tuple according to the sign dimensions of an available common octant between

nodes i and p.
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(ii) If there is a common neighbor node (say, node r) between i and p, node q finds the next
available common octant between node i and p, and calculates L1D, corresponding to the

dimensions of that common octant using Eq(2).

Algorithm 3: Joining Operation (Case 2 and Case 3)

Required: Information related to neighbors N;, N, is stored in neighbor table (NT) of N;
and distance to N; and N, is measured using RSS at joining node N;.

1: if AN;,Npe NT : Nye Nbr(N;) and Nie Nbr(Np) then

2: octj «— first(octip)

3: |if AN; € Nbr(N;) and Nbr(Np) then  ** N refers to any common neighbor other than N;
4: octj «— NextCommonOctant(N¢,N;,Np)
5. Jelse

6: if Collinear(N;,N;,N,) == true then
T LID;j «— ComputeLID(N;,Np)

8: return

9: else

10: LID; «— ComputeLID(N;,Np, oct;)
11: return

12: end if

13: |end if

14: else if IN;,Npe NT : N, ¢ Nbr(N;) and N; ¢ Nbr(N,) then

15: | Nbr_adj « false

16: if 3N € Nbr(N;) and Nbr(N,) then
17: LID; «— Compute(N;,N,, Nbr_adj)
18: else
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19: if Collinear(N;,N;,Np) == true then

20: LID; «— ComputeLID(N;,N,)

21: Return

22: else

23: switch to Case 1(Compute LID; using the available dimension of either N;or Np)
24: end if

25: end if

26: end if

The decision choices made in Case 2 is to address a node’s physical adjacency to its neighbors
and to assign a relative LID to the node with respect to its adjacent neighbors. To get the exact
relative position of the node, the proposed scheme exploits the Shepard’s interpolation method to
assign LID to a newly joining node with respect to its discrete set of neighbors. This is an
attempt to exactly map the relative position of a node in 3D-LIS with respect to its neighbors in

the physical topology.

Case 3: Suppose node g joins and has access only to nodes i and p that are not adjacent to each
other as shown in 3.2(c). After calculating its distance, i.e., dg and dq,, node q checks for

common neighbors between i and p.

(i) If there is no common neighbor and q is collinear with i and p, then node g calculates
LIDg by using Eq (2). If there exists a common neighbor (say, node r), between i and p,

then node q computes LID simply by adding each tuple of node i and p using Eq(3):
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I—IDm = {22=1Tkx |Z£=1Tky|22=1Tkz} (3)

where, m is a newly joining node and n>2 are 1-hop neighbors of m; Ty, Ty, Tk, are tuples of

nonadjacent neighbors corresponding to each dimension.

(i1) If there is no common neighbor and q is not collinear with i and p, then node g calculates
LIDg by using the available dimension of either node i or node p, depending on two
parameters: a) a neighbor node that is closer in terms of distance; b) a neighbor node that

has more available dimensions.

The decision made in Case 3 addresses the physical non-adjacency of neighbors and assigns a
relative LID to the joining node in 3D-LIS with respect to its non-adjacent neighbors. 3D-RP
also exploits the information about a common neighbor between two non-adjacent neighbors
before assigning a LID to a joining node. If a common neighbor exists, it shows some kind of
relationship between these two non-adjacent neighbors. 3D-RP uses this relationship to assign a
relative position in the LIS to a joining node in order to minimize the path-stretch caused by the

mismatch problem.

Algorithm 4: Joining Operation (Case 4)

Required: Information related to neighbors N;, Ny, and Ng is stored in neighbor table (NT)
of N; and distance to N;, N, and N is measured using RSS at joining node N;.

1: NbrCommon<« false

2:1f 3N;,Np,Nge NT : Npe Nbr(N;),Nbr(Ng) and Nje Nbr(N,),Nbr(Ng) and Nqe Nbr(N;),Nbr(Ny)
3: then

4: LID;j «— ComputeLID(N;,Np,Ng)

5: return
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6: else if Nije Nbr(Np),Nbr(Ng) and Np ¢ Nbr(Ng)) and Ng ¢ Nbr(Np) or Npe Nbr(N;),Nbr(Ng)
7 and N; ¢ Nbr(Ng) and Ng ¢ Nbr(N;) or Nge Nbr(Np),Nbr(N;) and N, ¢ Nbr(N;)) and N;
8: ¢ Nbr(Np) then

9: NbrCommon«— true

10: LID;j «— ComputeLID(N;,Np,Ng)
11: return

12:else

13: | LID; « ComputeLID(N;,Np,Ng, NbrCommon)

14:end if

Case 4: If node g joins the network and receives hello messages from nodes i, p, and k as shown

in 3.2 (d), then it is either of the following cases.

Q) If i, p and k are adjacent, then node q calculates LIDg by using Eq (2).

(i) If there exists two nodes, p and k, which are non-adjacent, node g checks for a
common neighbor between p and k. If node i is a common neighbor to p and k,
q computes LIDg using Eq (2). If there is either a common neighbor other than

nodes i, p, or k, or there is no common neighbor, node q calculates L1Dq using

Eq(3).

The flow chart in Figure 3.3 summarizes the joining algorithm. In addition to calculating its LID,
each joining node in Cases 1 to 4 sets its dim value by checking the dim value of its base node(s).
The term ‘base node’ refers to nodes that are involved in the computation of the new node's LID.

If base nodes are in the same dimension, the joining node sets its dim value to that of its base
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nodes. If the base nodes have different dim values, the joining node sets its dim value to the dim

value of a base node that is closer in terms of distance.
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Figure 3.3: Flow chart of Joining Algorithm
Figure 3.4 illustrates the local 3D-LIS of node i built according to 3D-RP after the joining

process is completed. This is helpful in visualizing the arrangements of nodes according to their
LIDs in the 3D-LIS. The dotted lines are the physical links between the nodes. The dashed lines

are the three planes of the local 3D-LIS of node i. The alphabets represent the IP addresses of the
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nodes while roman numeric represents the eight octants of the node i’s 3D-LIS. Figure 3.4
describes the logical mapping of the physical relationships of node i with its 1-hop neighbors
shown in Figure 3.5. This relationship is expressed in terms of LIDs and logical dimensions of
nodes in node i’s 3D-LIS, which allows the nodes to calculate their LID such that the physically
close nodes have close LIDs. Figure 3.4 and Figure 3.5 show that 3D-RP exactly maps the
physical intra-neighbors relationship of node i with its 1-hop neighbors in terms of their LIDs.
The neighbors of node i in the 3D-LIS are adjacent in the PT and node i in its local 3D-LIS is
logically close to all its physically adjacent neighbors, which would avoid long routes and
redundant traffic overhead, and decrease the end-to-end delay. Similarly, other nodes in the
network built their local 3D-LIS by arranging their 1-hop neighbor nodes according to their

LIDs, which are computed by 3D-RP.

+Z

1024
. 11l
_________________ 1
________________ 1024 Address format
T {tuple 1jtuple2|tuple3}-dimension parameter
P {-256/ 1| 1}- /
v A h
v P T " S Alphabets are IP
dginy T Addresses
X7 AT L)V e R

@ ........ Do I <240

()

1, I,.., VIII = are Octants

£100}-1001260 {-150/50/60}-2 "
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125613-3
s
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Figure 3.4 : A logical view of the physical arrangement of nodes in the local 3D-LIS of node i and p
maintained by 3D-RP
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In addition, the 3D-LIS is resilient against node/link failures and facilitates multi-path routing
because each node maintains all its physically adjacent neighbors to leverage an alternative route
if the next hop towards the destination fails/moves. Figure 3.6 illustrates the routing table
information of node i, which describes how a node maintains information about its local

neighbors and neighbors of neighbors.

3.3.2  Anchor Node Computation

In DHT-based routing, a source node needs the LID of the destination to forward a packet.
Therefore, each node stores its LID-IP pair (referred to as mapping information) on a node called
an anchor node (AN). The AN for a node f stores f's mapping information. A node can act as an

AN for multiple nodes.

After computing its LID, each node performs two major operations:

) It retrieves and stores the mapping information about nodes with LIDs closest to its

LID and acts as the primary anchor node (PAN) for those nodes;

i) It computes the LID of its PAN in order to store its own mapping information.

For this purpose, a consistent hashing function, e.g., SHA-1, is used that takes the UID of the
joining node as input and generates a hashed value (h(v)-dim) within the range of LS. LIDs of
nodes and h(v)-dim are drawn from the same logical identifier space (LS). A node whose LID is
closest to the h(v)-dim becomes the PAN for the joining node. To route a message with
destination address h(v)-dim, each node uses information about its 1-hop logical neighbors (Lnyr)
and forwards the query to one of its Ly, that has the same dimension parameter to that of h(v)-
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dim and offers the closest position in every tuple of its LID with respect to h(v)-dim, i.e., with
least sum of difference (LSD) to the h(v)-dim. This is achieved simply by computing the sum of
difference (SD) of each tuple of the Lyy’s LID with the corresponding tuple of h (v)-dim using

Eq(4) and then selecting Ly, as a next hop with the LSD to the h(v)-dim using Eq(5) :

SDppr = (lTnbrx - del) + (ITnbry - Tdyl) + (ITnbrz - szl) 4)
LSDyp = minnbrELnbr SDnpr (5)

where, SDppr is sum of the difference of each tuple of nbr’s LID to the corresponding
tuple of the destination’s LID or hashed value; Taorx, Trory, Trorz are three tuples of nbr’s
LID; and Tax, Tay, Ty, are three tuples of destination’s LID or hashed value; LSDyp, is the

least sum of the difference of nbr, and L, are 1-hop neighbors.

If such a neighbor does not exist, the node simply forwards the message to its base node. For
example, in Figure 3.5, in order to store its mapping information, node f with LID {-256|-448|1}-
2 computes the hash value by applying a hash function on its UID, i.e. hash(f) = {50]-250|1}-1,
and forwards the store-mapping information (SMI) message to the PAN as follows. Because
none of node f’s 1-hop neighbors is in dimension 1 (i.e., the hashed value), node f forwards the
query to its base node h with LID {-256|1|1}-2. Node h also does not have any 1-hop neighbor in
dimension 1, therefore, it forwards the query to node i with LID {1]|1|1}-0, shown by solid
arrows in Figure 3.5. Node i has three neighbors g, t, and p with the same dim value to the
hashed value, i.e., dim=1. Node i calculates the sum of difference of nodes using Eq(4) as

follows:
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SDq= {|100-(50)|=50} + {|-100-(-250)|=150} + {|100-1|=99}—{50+150+99)}— {299}
SDy= {|100-(50)|=50} + {|100-(-250)|=350} + {|100-1|=99;—{|50+350|+99}— {499}

SDp= {|256-(50)| =206} + {|1-(-250)|=251} + {|1-1|=0}—{206+251+0}— {457}

0 {100[-331]1003}-1 Address format
: {tuple 1|tuple2|tuple3 }-dimension parameter
d(lq)
H {448]1|1}-1
H ©
g .
{100|-1oor100}-1é A = L
il 00 S
{1]256]1}-3 d@iy L 1od(p) .
__________ {111}-0 ¢ o, w s e & .
d(si) e G"""".""'d(l’l) Ay e {704 | 448 | 1}-1
7 ), () ~d(mg)
d(hg , i) -.,2‘ a ,_60|1db]wo}“-.1 d(ng:):,.. {256|448|1}-1
i yojd) e, O
S d(h) 6 ) {356/548|100} -1
{-256| 1| 1}-2@ ....................... dw)
+ {-150/50/60}-2""-... _ 7 d(un)
i Node ‘f* sends SMI containing its
d(ﬂl)i (206(598/160}-1 mapping information to its PAN
Vi ‘node I’
Node ‘m’ sends IRQST packet for node
Source f’s mapping information from its PAN
Anchor Node (AN node J°
{-256| -448 | 1}-2 chor Node ( )‘ --» Node I sends IRSP packet
Destination . containing node f’s  mapping
information towards node ‘m’.
Alphahe;;are aEIAG -> Node ‘m’ sends the data packet to
a resses

destination node *f* by using its LID.
Figure 3.5: lllustrates the example of the following processes: i) Anchor node (AN) computation; ii)
Greedy LID-based Routing
Node i then compares the sum of difference of each of its 1-hop neighbors with its own, i.e., SD;
= {|1-50]|=49}+{|1-(-250)|=251}+{1-1=0}—{49+251+0}—{300}. Node i then forwards the SMI
towards node g, which has the least sum of difference to the hashed value, i.e., LSDy, = {299}
using Eq (5). Finally, node q forwards the query to node | with SD, = {|100-50|=50}+{|-331-(-

250)|=81}+{|100-1|=99}—{50+81+99 — {230}, which is the closest to the hashed value {50|-
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250|1}-1. Thus, node | acts as a PAN for node f. Moreover, node | selects node q from its 1-hop
neighbors, with LID second closest to the hashed value as secondary anchor node (SAN) and
replicates the mapping information at node gq. The SAN becomes active in case PAN fails or

moves.

3.4 Greedy Logical Routing Algorithm

To send a data packet to node f, source node m (refer to Figure 3.5) retrieves f's mapping
information from f's PAN. To do so, node m applies the same hashing function on f's UID, i.e.,
hash(f)={50}|-250|1}-1, and sends an ID request message (IRQST) with the destination address
{50|-250|1}-1 for f's mapping information in the same way that the SMI message is routed to the
PAN. Node | with LID {100]-331|100}-1 is the closest to the hashed value {50|-250|1}-1 and acts
as f’s PAN as shown in Figure 3.5. Therefore, node | receives the IRQST. Upon receiving
IRQST, node I replies by sending an ID response message (IRSP) to node m containing the LID
of node f or null value in case node f is not available in the network. The IRSP is routed to node
m using m’s LID in the same way that a SMI message is routed to the PAN. On receiving node f's

LID, node m now sends the data packet towards the destination node based on node f’s LID.

Node m checks its 1-hop logical neighbors, i.e., node r {448|1|1}-1 and node g {256|448|1}-1 as
shown in Figure 3.5. Both node r and node g are base nodes of node m and are in different
dimensions to the destination node f. Node m sends the packet to one of its base nodes with the
LSD to node f. Node m computes the sum of difference of each tuple of node r, i.e., SD, = {|448-
(-256)|=704} + {|1-(-448)|= 449} + {|1-1|=0}— {T04+449+0}— {1153} and node g, i.e., SD, =
{|256 - (-256)| = 512} + {|448- (-448)|=896} + {|1-1|=0}—{512+896+0}—{1408} with the

corresponding tuple of node f’s LID by using Eq(4). So, node r has the least sum of difference to
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node f’s LID and becomes the next hop. In case the sum of difference is the same, node m would
select one that is closer in terms of distance. Node r then forwards the data packet using the same

approach to its neighbor node p with LID {256|1|1}-1.

Algorithm 5. Greedy forwarding algorithm

Require: Received data packet P for destination logical identifier LI1Dgest and information
related to all local neighbors is stored in the neighbor table (NT)

1: if dimgeir == dimgest then
3:end if

4: Select N e NT such that VN; e NT, I # ] : SDj «— SumDiff(LID;, LIDgest) < SDj —
SumDiff(LID;, LIDgest)

5:if flag == true and SDe; < SD; then
6: store data
7: else

8: send P to N;

9: end if

Node p has four 1-hop neighbors, namely q, i, t, and g, with the same dim value to the hashed
value, i.e., dim=1. Node p uses Eq(4) to calculate the sum of difference of its neighbor nodes,
i.e., SDq = {803}, SD; = {706}, SD; = {1003}, and SDq = {1408}. Node p then sends the data
packet to node i with LID {1]|1|1}-0 and LSD; = {706} as shown in Figure 3.5. The routing table
maintained by node i is shown in Figure 3.6. Node i has two 1-hop logical neighbors, namely
node h with LID {-256|1|1}-2 and node j with LID {-150|-50|60}-2, in the same dimension with

node f. Node i uses Eq(4) to calculate the sum of difference of node h, i.e., SDy = {449} and node
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J, 1.e., SD;j = {663}. Node i then sends the packet to node h that has LSDy = {449}. Finally, node h

forwards the data packet to the destination node f.

While forwarding a packet, in case a node does not have any other neighbor to forward the
packet to or the link to the next hop breaks, then the node sets the no_Further_Progress bit ON
and returns the message to the previous hop, which in turn, attempts to find an alternative route
towards the destination. After receiving the message with no_Further_Progress bit ON, the node
updates its routing table for that neighbor, sets the no_Further_Progress bit OFF, and checks its
neighbor table to find the next closest neighbor to the destination. Figure 3.7(b) shows an
intermediate node n fails and node g finds an alternative local neighbor node p to send a packet
towards destination node u. Our proposed greedy logical routing algorithm provides a way to
find alternative routes to each destination and avoids dead ends. In addition, it helps to find

optimal routes towards the destination.

Dimension Distance ; 1-hopneighbors . Is Base of
ID NextHop (m) ' IsBase of Neighbor Neighbor
{100|100/100}-1 21 1 No {-150/50/60}-2 2 No
{256|1|1}-1 2 Yes
{256|1|1}-1 37 1 No {448|1|1}-1 2 No
1 {256/448|1}-1 2 No
{100|-100j100}-1 2 No
{100/100/100}-1 2 No
{100|-100j100}-1 21 1 No {100|-331j100}-1 2 No
{256|1|1}-1 2 Yes
{-256/1[1}-2 30 1 No {-256|-448|1}-2 2 No
{-15050/60}-2 2 No
2 {-150/50|60}-2 32 1 No {256|1|1}-1 2
{100|100/200}-1 2 Yes
*{100|100|100}-1> 21 1 No {-15050/60}-2 2 No
{-150|50|60}-2 {256|1|1}-1 2 No
3 {1]256|1}-3 38 1 No -

Figure 3.6: Routing Table of node i with LID {1|1|1}-0
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3.5 Node dynamics and failures

3D-RP offers greater flexibility in route selection because it exploits a 3D-LIS that optimally
interprets the physical relationships of a node with its neighbors in LS. In other words, a node in
LS is logically close to all its physically adjacent nodes. This provides a node the liberty to select
an alternative path in case the next hop towards the destination node fails/moves. This flexibility
in selecting routes enhances the reliability of 3D-RP in terms of the packet delivery ratio and
reduces the traffic overhead, especially when there is a link/node failure. The condition discussed
above is very difficult to achieve in the existing schemes that use tree, cord, and ring-based LS
because of the connecting order of nodes. The LISs of existing DHT-based routing protocols do
not allow a node to use all its physical neighbors as its next logical hop. So, in case of node/link
failure at an intermediate node: i) it increases the chances of dead ends that occurs when a packet
falls into the local minimum using greedy forwarding; ii) the intermediate node either drops the
packet or returns the packet to the source, which would increase the routing overhead and the

number of intransit packet, resulting in contention that causes congestion.

Since nodes continuously move in a MANET, the network topology changes continuously. 3D-
RP allows a node to compute its new LID when its physical neighbors change due to node
failure/mobility. When a node does not receive hello messages from a neighbor, the node
assumes that the neighbor has either failed or moved out of its transmission range. After
detecting this, a timer Ty is maintained at the node, similar to the one used in (Garcia-Luna-
Aceves and Sampath, 2009) that waits for a specific period of time to allow the neighbor to
reconnect with the node. When this timer expires, the node calculates a new LID if it no longer

connects to any of its neighbor nodes. After computing a new LID, the node maintains its old
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LID for a certain interval, named old_LID_Timer, to avoid in transit packet drops. For example,
in Figure 3.7(a), nodes u and | relocate, causing a link break with their base nodes. Further, nodes
u and I trigger the joining operation and re-calculates their LIDs upon joining nodes n and r,

respectively. The failure of a node can be one of the following three cases.
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Figure 3.7: Examples of node dynamics and failures: a) Node u and node | acquire a new LID on
repositioning; b) An intermediate node fails and the selection of an alternative route is initiated

while sending a packet to node u

Case 1: If the anchor node, i.e. PAN fails/moves, then the SAN becomes the PAN.

Case 2: If an intermediate node p fails, i.e., it is no longer connected to its base node i, then this
scenario is handled as follows. Each node in 3D-RP also keeps track of neighbor nodes that share
its base node. If node p is no longer connected to its base node i, node p looks up its neighbor
table to find a common neighbor in the same dimension with node p and closest to the base node.
If it finds a common neighbor, for instance node t, node p retains its LID and node t becomes its
base node. If there is a common neighbor but in a different dimension from node p, node p

calculates its new LIDp by checking the available dimensions of that common neighbor.

Case 3: In case a node has multiple base nodes and one of its base nodes fails, it initiates a

joining process and calculates its new LID using its other base node(s).

3.6 Performance Analysis

To analyze the performance of 3D-RP, we implemented it in NS-2 (version 2.35) (Fall and
Varadhan, 2005), which is an open source discrete event network simulator. We adopted the
standard values for both the physical and the link layers to simulate IEEE 802.11 with Two-Ray
Ground as the propagation model. The key objective is to rely on a contention-based MAC
protocol that is best suited for distributed and self-organizing routing protocols. To generate
mobile topologies, we adopt the Random Way-Point as the mobility model. The mobility
parameters have been set to simulate moderate mobility, specifically, the speed values are

uniformly taken in the [1m/s, 5m/s] range. The simulation parameters are given in Table 3.2. The
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data traffic is modeled as CBR flows over UDP protocol and Random Traffic Model is used as

data pattern. We do not adopt TCP as the transport protocol to avoid the elasticity effects of TCP

flow control on routing performances (Holland and Vaidya, 1999). The global load offered is

kept constant at 64 pkts/sec, in order to avoid running out of capacity due to multi-hop approach.

Moreover, the main objective is to analyse the effectiveness of the protocols against the

mismatch problem rather than the traffic load. So, in order to avoid the performance degradation

of the protocols due to traffic load, we kept the low traffic rate at the sources.

Table 3.2: Simulation Parameters

Input Parameters

Value

Number of Nodes
Transmission range
Playground Size

Data Rate

Simulation Time

Start of Data Transmission
End of Data Transmission
Node Speed

Start of Node Failure
Mobility Model

Radio Propagation Model

Traffic Model

25-400

S50m

1000*1000m

1 to 400pps

500sec

70,300

250,499

1to5m/s

100 sec

Random Way-point
TwoRayGround Model

Random Traffic pattern

We analyze different aspects by varying several parameter values that affect the performance of

the protocol and compare 3D-RP with MDART (Caleffi and Paura, 2011), which is a

competitive approach in the category of DHT-based scalable routing in MANETs. MDART is an
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enhancement of DART(Eriksson et al., 2007) and allows multipath to the destination. MDART

proves to be a better protocol than DART and other conventional state-of-the-art reactive and

proactive routing protocols (Caleffi and Paura, 2011). We assume connected network topology

both for MDART and our protocol.

For performance comparison, we choose the following parameters with varying data rates and

network size.

Path-stretch ratio: It is the ratio between the length of the path traversed by a routing
algorithm to the shortest path available in the network. It describes the ability of the
protocol to find the shortest possible route towards a destination in the network. The

path-stretch ratio equals to 1 means that the protocol observes the shortest route.

Packet-delivery ratio: It is a ratio of the total number of packets received at the
destination to the total number of packets sent by the source. It shows the capability of
the protocol to successfully deliver data packets to the destination. It is also referred to as

loss ratio.

End-to-end delay: It is the average time taken by the data packet to arrive at the

destination. It includes the route discovery delay and queuing delay.

Routing overhead: It measures the total control overhead packets incurred by the

protocol to perform routing of data packets.

% MAC-layer collision per packet sent: It measures the impact of the overall traffic load.
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All results discussed in the following sections are shown as box plots. For each data set, a box is
drawn from the first quartile to the third quartile, and the median is marked with a thick line.
Additional whiskers extend from the edges of the box toward the minimum and maximum of the
data set. Additionally, the mean value is depicted in the form of a small diamond for MDART

and a triangle for 3D-RP. We perform ten runs for each scenario.

Data analysis is performed using SPSS (version 21) to measure the significance of the results
with respect to network size and data rate. We applied the analysis of variance (ANOVA) test on
our data. ANOVA is used to analyze the differences between group means and their associated
procedures (such as variation among and between groups). In order to analyze the significance of
our data with respect to protocol and network size, two way ANOVA test is applied to the data
because the data is comprised of two independent factors, i.e., protocols and network size, and
one dependent factor that could be any one of these, i.e., end-to-end delay, packet delivery ratio,
loss ratio, % MAC collisions per data packet, and routing overhead. We use o = 0.05, which

shows 95% confidence interval.

3.6.1 Quality of Routing Paths

In this section, the experiments are performed to check the quality of routing paths in terms of
the number of hops. The path-stretch ratio is calculated to compare the length of the routing
paths in logical network and physical network. The parameter is very important to compare the

effect of the mismatch problem between 3D-RP and MDART.

Figure 3.8 plots the average path-stretch ratio against network size to compare MDART to 3D-
RP. In 3D-RP, the average path-stretch ratio is lower compared to MDART for all network sizes.

The path-stretch ratio of 3D-RP stays slightly above the shortest path, but this increase is
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reasonable and the mean value stays below 1.2. The slight increase of path-stretch ratio in 3D-RP
IS because when a new node, for instance P, comes in contact with two non-adjacent neighbors
(say, P1, and P2) with different dim values and there is no common neighbor, then the new node
P would get an LID using available dimensions of either P1 or P2, depending on which one is
closer in terms of distance. So, in this case, the LID of the new node P would only show its
relative position in the 3D-LIS with respect to that neighbor from which it gets its LID. This can
cause a slight mismatch problem in 3D-RP. However, this situation occurs less frequently in 3D-

RP and its impact is less serious as shown by the simulation results.

Reducing the path-stretch ratio improves network performance by reducing redundant
transmissions in the network. For example, for 1 vs 1.4 ratio, if the shortest available path is 6
hops, then 1:1.4 would be equivalent to 6:8.4. This means that the path with the path - stretch
value 1.4 is almost 3 hops longer. This is equivalent to 3 extra transmissions in the network,

which in turn, increases end-to-end delay and routing overhead.
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Figure 3.8: Path-stretch ratio as a function of network size
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Figure 3.8 shows that 3D-RP has a lower path-stretch ratio compared to MDART, which means
that 3D-RP is more capable of selecting an optimal path. 3D-RP improves the path-stretch ratio
between 20%-25%. The path-stretch ratio of MDART is higher for all network sizes compared to
3D-RP. The path-stretch ratio in MDART increases up to 1.4 because it uses a tree-based LIS to
map the physical network, resulting in the mismatch problem. As discussed in Section 2.3.3.3,
the tree-based LIS ensures neither adjacency of all physically adjacent neighbors in LIS nor the
intra-neighbor relationship of nodes, making it impossible to assign consecutive LIDs to all
physical adjacent neighbors of a node. Therefore, messages may be routed through many

unnecessary nodes.

3D-RP reduces the number of redundant transmissions that decreases the end-to-end delay, loss
ratio, and routing overhead, which in turn, reduces energy consumption and increases network
longevity. When the number of transmissions in a MANET decreases, then packet collision
probability at the MAC layer also decreases, leading to more reliable transmissions. Thus, our
approach also results in more reliable transmissions at the MAC layer by reducing the number of

redundant transmissions compared to MDART.

Let us establish our null hypothesis to test the impact of network size on the path-stretch ratio

obtained for MDART and 3D-RP:

H, : 3D-RP does not significantly reduce the path-stretch ratio compared to MDART.
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Table 3.3: Summary of data analysis of the path-stretch ratio for 3D-RP and MDART using

ANOVA Two-Factor with replication

Tests of Between-Subjects Effects
Dependent Variable: PathStretchRatio

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 1.842° 11 167 13.396 .000 577
Intercept 183.863 1 183.863 | 14707.927 .000 993
Protocol 1.670 1 1.670 133.615 .000 553
NetworkSize 160 5 .032 2.558 .031 106
Protocol * NetworkSize 012 5 .002 189 .966 .009
Error 1.350 108 .013
Total 187.055 120
Corrected Total 3.192 119

a. R Squared = .577 (Adjusted R Squared = .534)

The results of the Two-way ANOVA with replication (Table 3.3) shows that p < 0.05, which
leads to the rejection of H,. This shows that 3D-RP is statistically significant in terms of

reducing path-stretch compared to MDART.

Table 3.4: Results: pairwise data analysis of path-stretch ratio at each network size for 3D-RP and

MDART using ANOVA Two-Factor With Replication

Pairwise Comparisons
Dependent Variable: PathStretchRatio
95% Confidence Interval for
~ Mean Difference”
Difference (I-
NetworkSize () Protocol _(J) Protocol J) _| Std. Brror Sig” | LowerBound | UpperBound
25 3D-RP MDART -.250 .050 .000 -.349 -.151
MDART 3D-RP 250 .050 .000 151 .349
50 3D-RP MDART -250" .050 .000 -.349 -.151
MDART 3D-RP 250 .050 .000 151 .349
100 3D-RP MDART -250" .050 .000 -349 -.151
MDART 3D-RP 250 .050 .000 151 .349
150 3D-RP MDART -250" .050 .000 -349 -.151
MDART 3D-RP 250 .050 .000 151 .349
200 3D-RP MDART -209" .050 .000 -.308 -.110
MDART 3D-RP 209" .050 .000 110 .308
400 3D-RP MDART -207" .050 .000 -.306 -.108
MDART 3D-RP 207 .050 .000 108 .306

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).



Table 3.4 illustrates the pairwise comparisons of 3D-RP and MDART in terms of path-stretch
ratio for each network size. Table 3.4 shows that 3D-RP significantly improves path-stretch ratio
over MDART for all the network sizes. This shows the 3D structure is efficient in reducing the
mismatch problem. It allows a node to logically reflect its physical proximity, which results in
short routes towards the destination node. The results show that 3D-RP is more scalable for large

networks.

3.6.2 Impact of Traffic Load

In this section, the experiments are performed to check the viability of the 3D-RP under various
traffic loads and compared with MDART. End-to-end delay, loss ratio, and routing overhead are
monitored under different traffic loads to compare 3D-RP and MDART. The network size is kept
at 100 nodes and the data rate is varied from 1 to 400 pkts/sec. The simulation results show that
3D-RP outperforms MDART and scales better in terms of data load. Moreover, the results show

that MDART exhibits detrimental behavior at high traffic load.

(@) End-to-end Delay: 3D-RP is largely unaffected by data load, as shown by the end-to-end
delay and packet delivery results in Figure 3.9 and Figure 3.10, respectively. The slight increase
in the end-to-end delay incurred by 3D-RP, especially for data rate of 100 pkts/s and above, is
because the packets are delayed in the queue due to MAC layer congestion. The impact of the
congestion on 3D-RP is less severe compared to MDART. This behavior is reasonable given that

3D-RP introduces low path stretch ratio.
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Figure 3.9: Average end-to-end delay as a function of traffic load

On the contrary, MDART is seriously affected in terms of end-to-end delay and loss ratio as the
data rate increases, which means MDART scales poorly. MDART’s tree-based hierarchical
nature results in high path-stretch, is inefficient against mobility and is a potential source of path
length inefficiency. For the same reason, the alternative routes provided by MDART are not
optimal, causing an increase in the number of intransit packets that leads to network congestion,

especially at high data rate.

Figure 3.12 shows that the improvement in end-to-end delay is between 47%-51% for data rate 1
pkts/s to 16 pkts/s. The improvement drops by almost half to 28% and 39% for data rate 32
pkts/s and 64 pkts/s, respectively. For data rate 100 pkts/s and above, the improvement is
between 41%-51%. The overall result proves that 3D-RP resolves the mismatch problem

effectively.

The following is the null hypothesis to test the impact of data rate and protocols on end-to-end

delay:
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H, : 3D-RP does not significantly reduce end-to-end delay compared over MDART.

Table 3.5: Summary of data analysis of the end-to-end delay for 3D-RP and MDART using

ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: Delay

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 34622 21 165 153.609 .000 942
Intercept 1.554 1 1.554 | 1447.911 .000 .880
Protocol A73 1 A73 161.163 .000 449
DataRate 2.919 10 292 271.985 .000 932
Protocol * DataRate 370 10 037 34478 .000 635
Error 213 198 .001
Total 5.229 220
Corrected Total 3.675 219

a. R Squared = .942 (Adjusted R Squared = .936)

The result of the Two-way ANOVA test (Table 3.5) shows that p < 0.05, which leads to the
rejection of H,. This shows that 3D-RP is statistically significant in terms of reducing end-to-end

delay compared to MDART.

Table 3.6 shows the pairwise comparisons of 3D-RP and MDART in terms of end-to-end delay
for each data rate. The result shows that 3D-RP significantly reduces end-to-end delay for data
rates greater than 100 pkts/sec, which means 3D-RP is more scalable than MDART for high data
rates. For data rates 1 to 100 pkts/sec, p > 0.05, meaning that 3D-RP performs better than
MDART in terms of end-to-end delay, but the mean difference of the two protocols is not

significant.
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Table 3.6: Results: pairwise data analysis of end-to-end delay at each network size for 3D-RP and

MDART using ANOVA Two-Factor With Replication

Pairwise Comparisons

Dependent Variable: Delay

95% Confidence Interval for
Mean Difference®
Difference (I-
DataRate  (I) Protocol  (J) Protocol J) Std. Error Sig? Lower Bound Upper Bound
1 3D-RP MDART -.008 015 577 -.037 021
MDART 3D-RP .008 015 577 -.021 037
2 3D-RP MDART -.009 015 549 -038 .020
MDART 3D-RP .009 015 549 -.020 038
4 3D-RP MDART -.009 015 530 -038 020
MDART 3D-RP .009 015 530 -.020 038
8 3D-RP MDART -.009 015 539 -038 020
MDART 3D-RP .009 015 539 -.020 038
16 3D-RP MDART -014 015 335 -.043 015
MDART 3D-RP 014 015 335 -015 043
32 3D-RP MDART -.009 015 541 -038 020
MDART 3D-RP .009 015 541 -.020 038
64 3D-RP MDART -012 015 413 -.041 017
MDART 3D-RP 012 015 413 -017 041
100 3D-RP MDART -.028 015 061 -.056 001
MDART 3D-RP 028 015 061 -.001 056
128 3D-RP MDART -082 015 .000 -1 -053
MDART 3D-RP 082" 015 .000 053 411
200 3D-RP MDART -168 015 .000 -197 -140
MDART 3D-RP 168" 015 .000 140 197
400 3D-RP MDART .268 015 .000 -297 -239
MDART 3D-RP 268" 015 .000 239 297

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

(b) Loss Ratio: 3D-RP outperforms MDART for every data rate in terms of packet delivery
ratio as shown in Figure 3.10. The impact of increasing traffic load on 3D-RP is low compared
to MDART. For 3D-RP, the loss ratio is zero for data rate 1 pkts/s to 32 pkts/s (the loss ratio
improvement is at most 10%). Figure 3.12 shows that starting from 64 pkts/s, a big improvement
in the loss ratio is observed, i.e., between 24%- 59%. 3D-RP performs better than MDART even

at high data rates, which proves that it is more scalable and reliable than MDART.
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Figure 3.10: Loss ratio as a function of traffic load

Table 3.7: Summary of data analysis of the loss ratio for 3D-RP and MDART using ANOVA Two-

Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: LossRatio

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 8.9892 21 428 783.855 .000 .988
Intercept 4.038 1 4.038 | 7394.044 .000 974
Protocol 3.241 1 3.241 | 5934.367 .000 .968
DataRate 3.453 10 .345 632.346 .000 .970
Protocol * DataRate 2.295 10 230 420.314 .000 .955
Error 108 198 .001
Total 13.135 220
Corrected Total 9.097 219

a. R Squared = .988 (Adjusted R Squared =.987)

Below is the null hypothesis to test the impact of data rate and protocols on loss ratio:

H, : 3D-RP dose not significantly reduce the loss ratio compared to MDART.

Table 3.7 shows the results of applying the Two-way ANOVA with replication.
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Table 3.8: Results: pairwise data analysis of the loss ratio at each network size for 3D-RP and

MDART using ANOVA Two-Factor With Replication

Pairwise Comparisons

Dependent Variable: LossRatio

95% Confidence Interval for
. Mean Difference
Difference (I-
DataRate  (I) Protocol  (J) Protocol J) Std. Error Sig.b Lower Bound Upper Bound
1 3D-RP MDART -.004 010 683 -025 016
MDART 3D-RP .004 010 683 -016 025
2 3D-RP MDART 051" 010 .000 -072 -.031
MDART 3D-RP 051" 010 .000 031 072
4 3D-RP MDART 073 010 .000 -.093 -.052
MDART 3D-RP 073" 010 .000 052 093
8 3D-RP MDART 001" 010 .000 -112 -070
MDART 3D-RP 091 010 .000 .070 112
16 3D-RP MDART 124" 010 .000 -145 -104
MDART 3D-RP 124" 010 .000 104 145
32 3D-RP MDART -106" 010 .000 -127 -086
MDART 3D-RP 106" 010 .000 086 127
64 3D-RP MDART 241 010 .000 -261 -220
MDART 3D-RP 241" 010 .000 220 261
100 3D-RP MDART -400° 010 .000 -421 -379
MDART 3D-RP 400 010 .000 379 421
128 3D-RP MDART 432" 010 .000 -453 411
MDART 3D-RP 432 010 .000 411 453
200 3D-RP MDART 550" 010 .000 -570 -529
MDART 3D-RP 550" 010 .000 529 570
400 3D-RP MDART 598 010 .000 -618 -577
MDART 3D-RP 598" 010 .000 577 618

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

The result of the Two-way ANOVA test (Table 3.7) shows that p < 0.05, which leads to the
rejection of H,. This shows that 3D-RP is statistically significant in terms of reducing the loss

ratio compared to MDART.

Table 3.8 shows the pairwise comparison of 3D-RP and MDART in terms of the loss ratio for
each data rate. The result shows that 3D-RP significantly reduces the loss ratio for each data

rates greater than 2 pkts/sec, which means 3D-RP is more scalable than MDART for high data
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rates. For data rates 1 pkts/sec, p > 0.05, meaning that 3D-RP performs better than MDART in

terms of loss ratio, but the mean difference of the two protocols is not significant.

(© Routing Overhead: Figure 3.11 compares the performance of 3D-RP and MDART in
terms of routing overhead. Figure 3.12 shows that 3D-RP reduces the routing overhead between
26%-34% for data rate 128 pkts/s and below. For data rate 200 pkts/s and above, the
improvement is between 40%-50%. This proves the effectiveness of 3D-RP in reducing the

routing overhead.
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Figure 3.11: Routing Overhead as a function of traffic load
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Figure 3.12: Percentage of improvement provided by 3D-RP over MDART as a function of traffic

load

Table 3.9: Summary of data analysis of the routing overhead for 3D-RP and MDART using

ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: RoutingOverhead

Type lll Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 137447027..2 21 654509655... 1132.810 .000 992
Intercept 138701859... 1 138701859... [ 24006.191 .000 992
Protocol 831170436... 1 831170436... 1438.570 .000 879
DataRate 115021624... 10 115021624... 1990.767 .000 .990
Protocol * DataRate 141136992... 10 141136992... 244277 .000 925
Error 114399522... 198 | 577775366...
Total 277292882... 220
Corrected Total 138591022... 219

a. R Squared = .992 (Adjusted R Squared =.991)

The following is the null hypothesis to test the impact of data rate and protocols on routing

overhead:

H, : 3D-RP does not significantly reduce routing overhead compared to MDART.
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Table 3.9 shows the results of applying the Two-way ANOVA with replication.

The result of the Two-way ANOVA test (Table 3.9) shows that p < 0.05, which leads to the

rejection of H,. This shows that 3D-RP is statistically significant in terms of reducing the routing

overhead compared to MDART.

Table 3.10: Results: pairwise data analysis of routing overhead at each network size for 3D-RP and

MDART using ANOVA Two-Factor With Replication

Dependent Variable: RoutingOverhead

Pairwise Comparisons

95% Confidence Interval for
~ Mean Difference®
Difference (I-

| DataRate (1) Protocol _ (J) Protocol J) i Std. Error Sig.? Lower Bound Upper Bound
1.0 3D-RP MDART -8197.800 | 3399.339 017 -14901.356 -1494.244
MDART 3D-RP 8197.800 | 3399.339 017 1494 .244 14901.356

20 3D-RP MDART -9132.800 | 3399.339 .008 -15836.356 -2429.244
MDART 3D-RP 9132.800 | 3399.339 .008 2429.244 15836.356

4.0 3D-RP MDART -11073.800 | 3399.339 .001 -17777.356 -4370.244
MDART 3D-RP 11073.800 | 3399.339 .001 4370.244 17777.356

8.0 3D-RP MDART -13408.400 | 3399.339 .000 -20111.956 -6704.844
MDART 3D-RP 13408.400 | 3399.339 .000 6704.844 20111.956

16.0 3D-RP MDART -14086.300 | 3399.339 .000 -20789.856 -7382.744
MDART 3D-RP 14086.300" | 3399.339 .000 7382.744 20789.856

32.0 3D-RP MDART -15823.300 | 3399.339 .000 -22526.856 -9119.744
MDART 3D-RP 15823.300 | 3399.339 .000 9119.744 22526.856

64.0 3D-RP MDART 23737500 | 3399.339 .000 -30441.056 -17033.944
MDART 3D-RP 23737.500 | 3399.339 .000 17033.944 30441.056

100.0 3D-RP MDART -29052.000" | 3399.339 .000 -35755.556 -22348.444
MDART 3D-RP 29052.000 | 3399.339 .000 22348.444 35755.556

128.0 3D-RP MDART -38833.000 | 3399.339 .000 -45536.556 -32129.444
MDART 3D-RP 38833.000 | 3399.339 .000 32129.444 45536.556

200.0 3D-RP MDART -76850.000" | 3399.339 .000 -83553.556 -70146.444
MDART 3D-RP 76850.000 | 3399.339 .000 70146.444 83553.556

400.0 3D-RP MDART 187423500 | 3399.339 .000 -194127.056 -180719.944
MDART 3D-RP 187423500 | 3399.339 .000 180719.944 194127.056

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
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Table 3.10 shows the pairwise comparisons of 3D-RP and MDART in terms of path-stretch ratio
for each network size. Table 3.10 shows that 3D-RP significantly improves the path-stretch ratio

over MDART for all the network sizes.

3.6.3 Impact of Network Size

In this section, the behavior of 3D-RP and MDART are analyzed against various network sizes.
The main objective of the experiments is to compare the scalability of 3D-RP and MDART in

terms of network size.

In order to analyze the behavior of 3D-RP with respect to network size, we conduct experiments
by varying the number of nodes from 25 to 400 while maintaining the data rate at 64 pkts/s. The
data rate is kept low in order to reduce the impact of traffic load on the protocol’s performance.

The simulation results show that 3D-RP is consistent in improving performance over MDART.

(@) End-to-end Delay: Figure 3.13 shows that 3D-RP scales better than MDART in terms of
end-to-end delay as the network size increases. As shown in Figure 3.17, the end-to-end delay
improvement over MDART is between 24% to 56%. Please note that MDART, which is an
enhancement of DART (Eriksson et al., 2007), is designed to provide a reliable path in order to
enhance throughput rather than minimize the hop count. MDART’s inflexible structure results in

longer routes and larger end-to-end delay.

Unlike MDART, 3D-RP is designed to provide a reliable path that enhances its throughput.
Furthermore, the arrangement of nodes in the 3D-hierarchical structure and the addressing
scheme supplements to minimize the number of hops between nodes and provide an alternative

route in case of intermediate node fail/move. 3D-RP performs better and provides near optimal
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routes towards the destination, which decreases the end-to-end delay and increases packet

delivery ratio as shown in Figure 3.13 and Figure 3.14, respectively.
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Figure 3.13: Average End-to-End delay as a function of the node number

Below is the null hypothesis to test the impact of network size and protocols on end-to-end

delay:
H, : 3D-RP does not significantly reduce end-to-end delay compared to MDART.
Table 3.11 shows the result of applying the Two-way ANOVA with replication.

The result of the Two-way ANOVA test (Table 3.11) shows that p < 0.05, which leads to the
rejection of H,. This shows that 3D-RP is statistically significant in terms of reducing end-to-end

delay compared to MDART.
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Table 3.11: Summary of data analysis of the end-to-end delay for 3D-RP and MDART using

ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: Delay

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model .009? 11 .001 226.492 .000 .958
Intercept .028 1 .028 | 7979.456 .000 .987
Protocol .003 1 .003 815.647 .000 .883
NetworkSize .005 5 .001 271.380 .000 926
Protocol * NetworkSize .001 5 .000 63.772 .000 747
Error .000 108 3.537E-006
Total .037 120
Corrected Total .009 119

a. R Squared = .958 (Adjusted R Squared = .954)

Dependent Variable: Delay

MDART using ANOVA Two-Factor With Replication

Pairwise Comparisons

Table 3.12: Results: pairwise data analysis of end-to-end delay at each network size for 3D-RP and

95% Confidence Interval for
_Mean Difference
Difference (I-
NetworkSize (1) Protocol __(J) Protocol J) _ Std. Error sig.” LowerBound | Upper Bound
25.0 3D-RP MDART -.002 .001 .012 -.004 .000
MDART 3D-RP .002* .001 .012 .000 .004
50.0 3D-RP MDART -006 .001 .000 -.008 -.005
MDART 3D-RP 006" .001 .000 .005 .008
100.0 3D-RP MDART -.006* .001 .000 -.008 -.004
MDART 3D-RP 006 001 000 004 008
150.0 3D-RP MDART -009" .001 .000 -.010 -.007
MDART 3D-RP .009* .001 .000 .007 .010
200.0 3D-RP MDART 015" 001 000 -017 -014
MDART 3D-RP 015" .001 .000 .014 .017
400.0 3D-RP MDART -.020* .001 .000 -.022 -.019
MDART 3D-RP .020* .001 .000 .019 .022

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

Table 3.12 shows the pairwise comparisons of 3D-RP and MDART for each network size. The

result shows that 3D-RP significantly reduces end-to-end delay for each network size. 3D-RP
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scales better than MDART as the network size increases. The result confirms the efficiency of

the technique adopted in 3D-RP to avoid the mismatch problem.

(b) Packet Delivery Ratio: The effect of increasing network size on the packet delivery ratio
is less detrimental on 3D-RP compared to MDART as shown in Figure 3.14. This is important
because it proves the effectiveness and capability of 3D-RP in delivering packets in large
networks with relatively high data traffic. On the contrary, MDART’s performance degrades as
the number of nodes increases (see Figure 3.14). The packet delivery ratio improvement over

MDART is between 30% to 46% as shown in Figure 3.17.
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Figure 3.14: : Packet delivery ratio as a function of the node number
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Table 3.13: Summary of data analysis of the packet delivery ratio for 3D-RP and MDART using

ANOVA Two-Factor with replication

Tests of Between-Subjects Effects
Dependent Variable: PDR

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 70818.386° 11 6438.035 226.570 .000 .958
Intercept 594931.436 1 594931.436 | 20937.065 .000 995
Protocol 48579.635 1 48579.635 1709.634 .000 .941
NetworkSize 21475.711 5 4295.142 151.156 .000 875
Protocol * NetworkSize 763.040 5 152.608 5.371 .000 199
Error 3068.844 108 28.415
Total 668818.666 120
Corrected Total 73887.230 119

a.R Squared = .958 (Adjusted R Squared = .954)

The following is the null hypothesis to test the impact of network size and protocols on packet

delivery ratio:

H, : 3D-RP does not significantly improve the packet delivery ratio compared to MDART.

Table 3.13 shows the result of applying the Two-way ANOVA with replication.

The result of the Two-way ANOVA test (Table 3.13) shows that p < 0.05, which leads to the
rejection of H,. This shows that 3D-RP is statistically significant in terms of improving packet
delivery ratio compared to MDART. This proves the reliability of the route selection in 3D-RP,
which is due to its flexible 3D structure that provides multiple routes towards the destination
node. Moreover, the replication strategy used in 3D-RP efficiently reduces the packet loss in case

an anchor node moves/fails.

Table 3.14 shows the pairwise comparisons of 3D-RP and MDART for each network size. The

result shows that 3D-RP significantly improves the packet delivery ratio for each network size,
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which shows the effectiveness of the technique adopted in 3D-RP that reduces the routing

overhead by avoiding the mismatch problem, resulting in an increased packet delivery ratio.

Table 3.14: Results: pairwise data analysis of the packet delivery ratio at each network size for 3D-

RP and MDART using ANOVA Two-Factor With Replication

Pairwise Comparisons

Dependent Variable: PDR

95% Confidence Interval for
_Mean Difference
Difference (I-
NetworkSize (1) Protocol _ (J) Protocol J) _ Std. Error sig ” Lower Bound | Upper Bound
25 3D-RP MDART 30.947 2.384 .000 26.222 35.673
MDART 3D-RP -30.947 2.384 .000 -35.673 -26.222
50 3D-RP MDART 39.088" 2.384 .000 34.362 43.813
MDART 3D-RP -39.088 2.384 .000 -43.813 -34.362
100 3D-RP MDART 40778 2.384 .000 36.053 45.504
MDART 3D-RP -40.778 2.384 .000 -45.504 -36.053
150 3D-RP MDART 46,101 2.384 .000 41.376 50.827
MDART 3D-RP -46.101" 2.384 .000 -50.827 -41.376
200 3D-RP MDART 38.943 2.384 .000 34.217 43.668
MDART 3D-RP -38.943" 2.384 .000 -43.668 -34.217
400 3D-RP MDART 45588 2.384 .000 40.862 50.313
MDART 3D-RP -45.588 2.384 .000 -50.313 -40.862

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

Table 3.14 shows the pairwise comparisons of 3D-RP and MDART for each network size. The
result shows that 3D-RP significantly improves the packet delivery ratio for each network size,
which shows the effectiveness of the technique adopted in 3D-RP that reduces the routing

overhead by avoiding the mismatch problem, resulting in an increased packet delivery ratio.

(d) MAC Collisions per Data Packet: An important metric for analyzing MANET routing
protocols is the number of MAC layer collisions per packet sent, which measures the overall

network load. Figure 3.15 compares the percentage of MAC collisions per data packet for 3D-RP
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and MDART while Figure 3.17 shows that the percentage of collision for 3D-RP is 8% to 27%

lower than MDART.
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Figure 3.15: Percentage of MAC collisions per data packet sent as a function of the node number

Below is the null hypothesis to test the impact of network size and protocols on % MAC

collisions per data packet:

H, : 3D-RP does not significantly reduce the percentage of MAC collisions per data packet

compared to MDART.
Table 3.15 shows the result of applying the Two-way ANOVA with replication.

The result of the Two-way ANOVA test (Table 3.15) shows that p < 0.05, which leads to the
rejection of H,. This shows that 3D-RP is statistically significant in terms of reducing the MAC
collisions per data packet compared to MDART. 3D-RP is designed to avoid the mismatch
problem that reduces the number of transmissions in the network. The net effect of this reduces

congestion, resulting in less packet collisions.
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RP and MDART using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: MACCollisions

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 19663.695° 11 1787.609 314.136 .000 970
Intercept 39037.546 1 39037.546 | 6860.058 .000 .985
Protocol 7232.716 1 7232.716 | 1271.003 .000 922
NetworkSize 11123.467 5 2224.693 390.945 .000 948
Protocol * NetworkSize 1307.512 5 261.502 45.954 .000 680
Error 614.580 108 5.691
Total 59315.820 120
Corrected Total 20278.275 119

a. R Squared = .970 (Adjusted R Squared = .967)

Table 3.15: Summary of data analysis of the percentage of MAC collision per data packet for 3D-

Table 3.16: Results: pairwise data analysis of the percentage of MAC collisions per data packet at

each network size for 3D-RP and MDART using ANOVA Two-Factor With Replication

Dependent Variable: MACCollisions

Pairwise Comparisons

95% Confidence Interval for
_Mean Difference
Difference (I-
NetworkSize  (I) Protocol  (J) Protocol J) _ Std. Error Sig.” Lower Bound | Upper Bound
25 3D-RP MDART -7.767 1.067 .000 -9.881 -5.652
MDART 3D-RP 7.767 1.067 .000 5.652 9.881
50 3D-RP MDART -9.608" 1.067 .000 -11.723 -7.494
MDART 3D-RP 9.608" 1.067 .000 7.494 11.723
100 3D-RP MDART -12.683 1.067 .000 -14.797 -10.568
MDART 3D-RP 12,683 1.067 .000 10.568 14.797
150 3D-RP MDART -15.263" 1.067 .000 -17.377 -13.148
MDART 3D-RP 15263 1.067 .000 13.148 17.377
200 3D-RP MDART -20.991" 1.067 .000 -23.106 -18.877
MDART 3D-RP 20.991° 1.067 .000 18.877 23.106
400 3D-RP MDART -26.851° 1.067 .000 -28.965 -24.736
MDART 3D-RP 26.851° 1.067 .000 24.736 28.965

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
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Table 3.16 shows the pairwise comparisons of 3D-RP and MDART for each network size. The
result shows that MAC collisions per data packet are significantly less in 3D-RP for each

network size compared to MDART.

(© Routing Overhead: Lastly, both 3D-RP and M-DART exhibit high routing overhead
because their routing update packets are of fixed size regardless of the network size (see Figure
3.16). However, the replication strategy used by 3D-RP in case the primary anchor node

moves/fails effectively reduces the overhead between 13% to 24%.
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Figure 3.16: Routing overhead as a function of the node number
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Figure 3.17: Percentage of improvement provided by 3D-RP over MDART as a function of the

node number

The following is the null hypothesis to test the impact of network size and protocols on routing

overhead:

H, : 3D-RP does not significantly reduce routing overhead compared to MDART.
Table 3.17 shows the result of applying the Two-way ANOVA with replication.

The result of the Two-way ANOVA test (Table 3.17) shows that p < 0.05, which leads to the
rejection of H,. This shows that 3D-RP is statistically significant in terms of reducing routing
overhead compared to MDART. As shown in Figure 3.8, the path-stretch ratio of 3D-RP is lower
compared to MDART, which means 3D-RP is more efficient in selecting that reduce the end-to-

end delay and routing overhead.

Table 3.18 shows the pairwise comparisons of 3D-RP and MDART for each network size. The

result shows that MAC collisions per data packet are significantly less in 3D-RP for each
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network size compared to MDART. The result shows that 3D-RP significantly reduces routing

overhead for each network size.

Table 3.17: Summary of data analysis of routing overhead for 3D-RP and MDART using ANOVA

Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: RoutingOverhed

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 309659457..2 11 281508597 ... 435472 .000 978
Intercept 660794189... 1 660794189... | 102219.677 000 999
Protocol 759280888... 1 759280888... 1174.548 .000 916
NetworkSize 223445103... 5 | 446890207... 691.304 .000 970
Protocol * NetworkSize 102862646... 5 | 205725292.... 31.824 .000 596
Error 698160806.... 108 | 6464451.914
Total 692458296... 120
Corrected Total 316641065... 119

a. R Squared = .978 (Adjusted R Squared = .976)

MDART using ANOVA Two-Factor With Replication

Dependent Variable: RoutingOverhed

Pairwise Comparisons

95% Confidence Interval for
_Mean Difference”
Difference (I-
NetworkSize (1) Protocol __(J) Protocol J) _ Std. Error Sig.” | LowerBound | UpperBound
25 3D-RP MDART -7229.000 | 1137.053 .000 -9482.837 -4975.163
MDART 3D-RP 7229.000" | 1137.053 .000 4975.163 9482.837
50 3D-RP MDART -13353.000 | 1137.053 .000 -15606.837 -11099.163
MDART 3D-RP 13353.000 | 1137.053 .000 11099.163 15606.837
100 3D-RP MDART -13954.900" | 1137.053 .000 -16208.737 -11701.063
MDART 3D-RP 13954.900 | 1137.053 .000 11701.063 16208.737
150 3D-RP MDART -14626.400" | 1137.053 .000 -16880.237 -12372.563
MDART 3D-RP 14626.400 | 1137.053 .000 12372.563 16880.237
200 3D-RP MDART -20531 .300* 1137.053 .000 -22785.137 -18277.463
MDART 3D-RP 20531.300 | 1137.053 .000 18277.463 22785.137
400 3D-RP MDART -25758.900 | 1137.053 .000 -28012.737 -23505.063
MDART 3D-RP 25758.900 | 1137.053 .000 23505.063 28012.737

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

Table 3.18: Results: pairwise data analysis of routing overhead at each network size for 3D-RP and
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3.7 Conclusion

Two crucial issues to address for DHT-based routing protocols in MANETS are the mismatch
problem and the resilience of the logical structure. This chapter proposes a DHT-based routing
protocol, named 3D-RP, which takes into account the physical intra-neighbor relationship of a
node by exploiting a 3D-LIS, which is also utilized to achieve resilience against node

mobility/failure in MANETS.

Simulation results show that 3D-RP scales well as the network size increases. Compared to
MDART, 3D-RP reduces the end-to-end delay between 24% to 56% and increases the packet
delivery ratio between 30% to 46%. In addition, 3D-RP incurs lower routing overhead and path-
stretch ratio, which makes it attractive for large scale MANETSs. Also, 3D-RP has higher packet
delivery ratios and shorter end-to-end delay than MDART even at high data rate. 3D-RP reduces
the end-to-end delay from 28% to 53% over MDART. For data rates 64 pkts/s and above, 3D-

RP improves the loss ratio between 24% to 59%.

In conclusion, the simulation results show that 3D-RP has successfully addressed the mismatch
problem and is a resilient logical structure. In the next chapter, we intend to extend our work to

handle network partitioning and merging.
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4 MERGING OF DHT-BASED LOGICAL NETWORKS IN
MANETS

The existing DHT-based approaches for routing in MANETS do not consider the merging of
logical networks that occurs due to nodes' limited transmission range and node mobility. This
chapter discusses the impact of the mismatch problem when merging two logical networks and
how the shape of the logical structure plays a key role in the merging of logical networks. A
leader based-approach (LA) is proposed to detect and merge two distinct logical networks. The
LA is embedded with 3D-RP, referred as LA-3D-RP, to prove the resilience of the 3D structure
when merging two logical networks. The performances have been evaluated by means of
numerical simulations across several scenarios and node speeds. The results show that LA-3D-
RP reduces the impact of the mismatch problem when merging logical networks compared to the

traditional DHT-based routing protocol.

In this chapter, we propose a novel approach, named leader-based approach (LA), to detect and
merge two logical networks. LA is designed to work with 3D-RP to reduce the impact of the
mismatch problem when merging two logical networks. This chapter addresses the following

challenges:

)] Partitioning and merging of the logical networks and the impact of mismatch problem
when merging two logical networks is explained in detail. To the best of our
knowledge, this is the first attempt to discuss the challenges and issues related to the

merging of two DHT-based logical networks over physical networks;
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i) LA is embedded in 3D-RP and MDART to compare their performance ability to
resolve the mismatch problem when merging two logical networks. How the 3D

structure leverages the merging of two logical networks is explained in detail.

iii) The Merging process is based on the merging strategy discussed in (Datta and Aberer,

2006), which is simple to execute;

iv) A comprehensive analysis of how the node joining algorithm and LIS structure
affects the performance of a DHT-based routing protocol when merging two logical

networks is discussed.

In DHT-based routing protocols, when the nodes from two different physical networks come
within transmission range of each other and connect at the physical level, the logical networks
remain disconnected even though they are now connected at the physical level. The detection of
the other logical network in DHT-based routing protocols is crucial in order to smoothly conduct
the merging process and avoids address duplication. When nodes in two logical networks come
within transmission range of each other, it might be possible that the nodes are assigned
duplicate LIDs, because in DHT-based logical network, each node computes its LID from a

predefined LS. The following section proposes an approach to overcome this problem.

4.1 Merging of DHT-based Logical Identifier Structures in MANETS

Due to the self-organizing nature, limited transmission range, and node mobility in MANETS,
network partitioning and merging can occur frequently. Network partitioning is the breakdown
of a connected topology into two or more disconnected parts (Shah and Qian, 2010b, Shah and

Qian, 2010a). A node in one partition cannot access a node in another partition. For instance, the
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network breaks into two partitions PN-1 and PN-2 as shown in Figure 4.1(a). On the other hand,
network merging happens when two or more disconnected networks joins to form one network
because nodes in these networks come within transmission range of each other. For instance, the
two network partitions PN-1 and PN-2 are merged into a single network as shown in Figure

4.1(b).

In DHT-based protocols, when two physical networks merge, the logical networks over these
two physical networks would remain disconnected. So, in these protocols, network merging can
be viewed at two levels, i.e., logical level and physical level. To handle network merging at the

logical level, the two main concerns are:
)} To detect the occurrence of the new logical network, i.e, merging detection;

i) To merge the two logical networks, i.e., merging process.
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Figure 4.1: A partitioned network into two disconnected topologies
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The routing and merging overhead in DHT-based routing protocols strongly depends on the node
joining algorithm and arrangement of nodes in the LIS, i.e., the shape of the LIS. The existing
DHT-based protocols (Caleffi and Paura, 2011, Eriksson et al., 2007, Caesar et al., 2006,
Baccelli and Schiller, 2008, Garcia-Luna-Aceves and Sampath, 2009, Sampath and Garcia-Luna-
Aceves, 2009, Awad et al., 2008, Awad et al., 2011, Zhao et al., 2009, Jain et al., 2011, Lu et al.,
2008, Alvarez-Hamelin et al., 2006, Chen and Morris, 2002, Viana et al., 2004, Sabeur et al.,
2007, Jha et al., 2008, Abid et al., 2013) have used different node joining algorithms and LISs in
order to assign LIDs to nodes and arrange nodes according to their LIDs but none is able to
exactly map the physical proximity of nodes in the LIS. Moreover, none of these discuss and
analyze the consequences of merging two LISs, which is very crucial. When two disconnected
networks come within transmission range of each other, it may be possible that the nodes are
assigned duplicate LIDs that causes address conflicts (Zhou et al., 2003, Datta and Aberer, 2006)

because in DHT-based routing protocols:

) LIDs are computed from a predefined LS;

i) the forwarding of packets on both control and data planes is performed using LIDs of
nodes rather UIDs. Figure 4.1 illustrates the basic concepts related to merging in

DHT-based Logical identifier Structures.

Figure 4.1(a) shows two physical networks, PN1and PN2, which are ring-based logical networks,
LIS-1and LIS-2, respectively, over the physical networks. Suppose, nodes from PN1 and PN2
come within transmission range of each other and connect at the physical level as shown in
Figure 4.1(b). The logical networks (LIS-1land LIS-2) remain disconnected, as shown in the

Figure 4.1(b), even though they are now connected at the physical level. Merging the logical
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networks is very crucial in DHT-based routings because the routing of data is based on the LID

and the LIS of the protocol.
The inability to merge the logical networks gives rise to the following challenges:

i) How to detect the occurrence of two or more logical networks (merging detection);

i) How to handle the merging of the two or more logical networks when the nodes in the
physical network come within the transmission range of each other (merging

process);

iii) How to maintain the resilience of the LIS and the node joining process when merging

two or more logical networks.

4.2 Merging detection

The detection of the other logical network is crucial in order to smoothly conduct the merging
process and avoids address duplication. When nodes in two logical networks come within
transmission range of each other, it might be possible that the nodes are assigned duplicate LIDs,

because in DHT-based logical network, each node computes its LID from a predefined LS.

For example, let node q belong to a network N1 and node p belongs to another network N2, and
N1 and N2 are partitioned. Because they are partitioned and have the same LS range, the nodes
in each network gets LIDs that are independent of the other network. Let's say after some time,
node q detects that node p has come into its transmission range. If there is no mechanism to
identify the logical network of node p, node g considers node p as either a new node that joins its
network or an existing node that moves from one location to another in its network. In this case,

node g simply invokes the joining process and assigns an LID to node p according to N1’s LS,
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independent of N2’s LS. This may result in node p getting a LID that is already assigned to a
node in N2, which leads to duplicate LID assignment and address conflicts. The address conflict
can lead to misrouting when forwarding packets at both the control and data planes. In order to
address this problem, we propose a novel strategy to detect and identify nodes belonging to

different logical networks when they come within transmission range of each other.

4.2.1 Leader-based Approach (LA) to Detect Two Distinct Networks

We propose a leader-based approach (LA) to detect two disconnected logical networks. In LA,
one node is elected as a leader for the logical network. The leader periodically broadcasts a keep-
alive message (KLIVE) to its 1-hop neighbors to indicate its presence. KLIVE contains the
leader 1D, which consists of its UID and LID. In case the leader ID changes, 1-hop neighbors of
the leader forwards the new leader ID to all nodes of the network by piggybacking it in the hello

messages. The leader of the logical network is elected and maintained as follows:

e The first node joining the logical network becomes the leader. When a leader in the

logical network disconnects, a new leader is elected as follows.

e When a node i does not receive the KLIVE from the leader, it waits for a random time.
After the waiting time expires, node i sends a 1-hop broadcast message, termed leader-
elect packet (LEPKT), in the logical network. LEPKT from node i contains the
disconnected leader ID. A node with the lowest UID is elected as a new leader. The
disconnection of a leader may be either due to node mobility or it has left the logical

network/switched off.

In LA, the merging detection process is simple and based on the leader ID of the logical network.

When a node q receives a KLIVE message that contains a different leader ID, node q detects that

119



there exists another logical network to which it is not connected to at the logical level, but it can
access nodes related to the other logical network in the physical network. In this case, node g
invokes the merging process. To differentiate between the new leader ID and the leader ID of the
other logical network, whenever a leader ID changes, the hello message carries a new leader 1D
along with the old leader ID. When q receives the hello message, it matches its old leader ID
with the old leader ID in the hello message to verify that the message is from its own network
and then updates its leader ID with the new one. If the hello message contains a leader ID that is

different from the g’s old leader ID, then it means it is a leader ID of the other network.

4.3 Merging Process

Upon detecting the existence of another logical network, node g invokes the merging process.
The merging process is simple and based on the merging strategy discussed in (Datta and Aberer,
2006). In the merging process, each node from one logical network joins the other logical
network. Nodes in a network with a lower leader ID invokes the merging operation by
broadcasting to its 1-hop neighbors the merging request message (MRQST) and replacing the
leader of the other logical network with its leader. Node q waits for a random time Tpq before
invoking the merging process, where Tyq is an order of g’s hop distance from the leader of the
new logical network. The Tyg is maintained to check if any other node that is closer to the leader
of the new logical network has intiate the merging process or not. Node g discards the MRQST
received from any other node in the logical network if the other node is at a greater distance from
the leader of the new logical network compared to node g. Suppose node g receives MRQST
from node p, which is at a greater hop distance from the leader of the new logical network than

node g, then node g discards node p’s MRQST. After the random waiting time expires, node q
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broadcasts MRQST to its 1-hop neighbors. MRQST from node q contains q’s leader ID, leader
ID of the new logical network and g’s distance to the leader of the new logical network. Upon

receiving MRQST from node g, the receiving node r responds to the MRQST as follows.
e If r’'sleader ID is same as (’s leader ID, r discards the MRQST.

e Otherwise, node r first re-computes its LID and then changes its leader ID to ¢’s leader
ID. In addition, node r sends the merging reply message (MRPLY) to g and forwards the

MRQST to its 1-hop logical neighbors.

After merging with the new logical network, the leader of g’s logical network announces the
change of leader in the logical network so that all nodes have the same leader ID after the

merging process is completed. This is done by piggybacking the leader ID in its hello message.

4.4 Merging in DHT-based Logical Identifier Structures

Existing DHT-based routing (Caleffi and Paura, 2011, Eriksson et al., 2007, Caesar et al., 2006,
Baccelli and Schiller, 2008, Garcia-Luna-Aceves and Sampath, 2009, Sampath and Garcia-Luna-
Aceves, 2009, Awad et al., 2008, Awad et al., 2011, Zhao et al., 2009, Jain et al., 2011, Lu et al.,
2008, Alvarez-Hamelin et al., 2006, Chen and Morris, 2002, Viana et al., 2004, Sabeur et al.,
2007, Jha et al., 2008, Abid et al., 2013) differs in many ways, but one of the fundamental
distinctions between them is the shape of the LIS. The resilience of a DHT-based routing
protocol strongly depends on its LS structure. When merging two logical networks, two factors
play a vital role that affects the performance of the routing protocol: the node joining algorithm
and the shape of the LIS. These are the same factors that are responsible for the mismatch

problem and affects the resilience of the LIS in terms of route concentration as discussed in
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Chapter 2. So, it can be inferred that the mismatch problem would be aggravated when two

disconnected networks merge.

4.4.1 Node Joining Algorithms

When nodes from two networks are in the transmission range of each other, a node in the logical
network with a lower leader ID invokes the merging process. In the merging process, each node
from one network joins the other network. During this process, each node re-computes its LID. If
the node joining algorithm of a DHT-based protocol does not satisfy the requirements that are
necessary to reflect the physical proximity of a node in the LIS, it might be possible that a node’s
logical neighbor in the LIS may not be its physical neighbors in the physical network as
discussed in Chapter 2. This would aggravate the mismatch problem when a node from one
logical network joins another logical network during the merging process. So, it is crucial that a

node joining algorithm of a DHT-based protocol computes a node’s LID so that:

i) It reflects the physical proximity of that node with respect to its neighbor nodes in the

LIS;

i) Neighbor nodes in the LIS should also be adjacent in physical network.

Otherwise, the merging process would result in a logical network in which the routing of packets
between nodes increases the redundant traffic, routing overhead, path-stretch ratio, and end-to-

end delay extensively.

4.4.2 Resilience of the LIS
The resilience of the LIS depends on the connecting order of the structure and it plays a key role
in conducting a smooth merging of two logical networks. When a node invokes a node joining
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algorithm during the merging process, the flexible connection order of the LIS would leverage
the algorithm to assign a LID to the node that reflects its relationship with its 1- hop neighbors in
the new logical network. For example, in the tree-based LIS (Caleffi and Paura, 2011, Eriksson
et al., 2007, Garcia-Luna-Aceves and Sampath, 2009, Sampath and Garcia-Luna-Aceves, 2009,
Jain et al., 2011, Sabeur et al., 2007, Jha et al., 2008, Viana et al., 2004), a node i can have two
logical neighbors, i.e, its child nodes, and can only maintain consecutive LIDs with these two
neighbors. In case a node q from a different logical network joins the new logical network
through node i, node q would get a non consecutive LID in a different sibling tree to that of node
i (Caleffi and Paura, 2011). After the merging process is completed, this results in a logical
network that does not reflect the physical proximity of a node with respect to its neighbor nodes,
resulting in long routes and high path-stretch when routing packets. Moreover, the routing paths
in tree-based LIS are limited by its hierarchical nature, i.e., there exists only one logical path
between any two nodes via its parent node. This results in low flexibility in route selection

towards a destination.

Similarly, both cord-based (Awad et al., 2008, Awad et al., 2011), ring and ring-based (Caesar et
al., 2006) structures are also inflexible and constrained by their connecting order. In order to find
short routes, nodes maintain their physical neighbors in addition to logical neighbors
(predecessor and successor nodes), which results in a mismatch problem because these physical
neighbors are not close in LIS. The inflexibility of these structures makes them incapable of
logically mapping the physical relationship of a node with its neighbors and conducting a smooth

merging of two logical networks.
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As a case study, we evaluate the node joining algorithm and the tree-based LIS in MDART, with
respect to merging two logical networks by using the proposed LA. MDART is a competitive

approach in the category of DHT-based scalable routing in MANETS.

4.4.3 Logical network merger case-study: MDART

MDART is a DHT-based hierarchical multi-path routing protocol. MDART exploits augmented
tree-based address space to achieve scalability, gain resilience against node churn/mobility, and
avoid link congestion/instability in MANETs. MDART proactively maintains all possible routes
via its next hop neighbor nodes to reach a destination node in the sibling tree. Each node has a
UID and a L-bit LID. The LID of a node reflects the relative position of the node with respect to
its neighbors in the logical network. MDART arranges LIDs in the form of a binary tree with
L+1 levels. A leaf of the tree represents the nodes and their LIDs in the LIS. Each inner node in
the tree represents a sub tree that consists of nodes whose LIDs share a common prefix with the

inner node. These nodes form a sub graph in the network topology.

The Path Discovery Process updates the routing table of each node based on the routing update
sent in the hello packets by neighbor nodes. The routing update includes 1-hop neighbor
information, which consists of LID, UID (IP address) and cost. This routing update advices
neighbor nodes about which destination siblings the sending node could forward packets to, but
it does not provide information about the specific path the packets will be forwarded along.

MDART stores all the available paths that the node could find towards the same sibling.

Figure 4.2 describes the merging process of two tree-based LISs, where nodes are assigned LIDs
according to MDART protocol. Suppose two logical networks, LIS-1 and LIS-2, are allocated 3-

bit logical address space each, which corresponds to physical network 1 and Physical Network 2,
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respectively, as shown in Figure 4.2(a). A node gets a LID from a sub-tree for which no entry
exists or a sub-tree with the largest unoccupied address block in a given neighbor’s routing table.
Node 1 and node 5 are the leader nodes of their corresponding logical networks, i.e., LIS-1 and
LIS-2, respectively. The numbers 1, 2, 3,... refers to the UID of nodes and 000, 001, ... refers to

the LID of nodes in the tree-based LIS.
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Figure 4.2: Merging of two logical networks using MDART

Node 4 with LID 100 in LIS-1 detects that there exists another network, LIS-2. Node 4 can
access node 5 with LID 000 of LIS-2 in the physical network but is not connected at the logical
network as shown in Figure 4.2(a). Node 4 of LIS-1 invokes the merging process by sending a
merging request message (MRQST) to node 5 of LIS-2. On receiving the MRQST, node 5 first
changes its leader 1D to node 4’s leader ID, i.e., node 1 with LID 000. Node 5 then re-computes
its LID and obtains 011 as its new LID in LIS-1 according to the MDART’s node joining
algorithm. Next, node 5 with new LID 011 sends a merging reply message (MRPLY) to node 4
of LIS-1. In the mean time, node 5 also maintains its connectivity in LIS-2, acting as a BRIDGE

node between LIS-1 and LIS-2 as shown by the large-dashed line in Figure 4.2(b).
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After joining LIS-1, node 5 with LID 011 informs its one hop neighbors, i.e., node 6 with LID
010, of the merger by forwarding the MRQST so that it can join LIS-1. Upon receiving the
MRQST, node 6 repeats the same process that node 5 performed when joining LIS-1 and re-
computes its LID. The new LID for node 6 in LIS-1 is 101 assigned through its neighbor node 5
as shown in Figure 4.2(c). Receiving the information that its direct neighbors have joined the
LIS-1, node 5 leaves LIS-2 and changes its state of BRIDGE to an ordinary node. After
obtaining a new LID, node 6 maintains its connectivity in L1S-2 and acts as a BRIDGE between
the two logical networks in case they have any direct neighbors. Similarly, node 7 with LID 100
and node 8 with 110 joins the LIS-1 and obtains a new LID 001 and 111, respectively, as shown

in Figure 4.2(c).

Figure 4.2(d) shows that after completing the merging process in MDART:

i) the neighbor nodes in LIS-1 are not adjacent in PN-1; and

i) a node in LIS-1 is not logically close to its all physically adjacent nodes.

LIS-1 in Figure 4.2(c) does not fulfill the basic requirements to avoid the mismatch problem.
This shows that MDART is unable to maintain the physical proximity of nodes in terms of LIDs
in the logical network after merging, which would result in redundant traffic and increase the
path length when routing packets from a source node to a destination node. The routing tables in
Figure 4.2(c) are built according to MDART path discovery process, where each node maintains

all possible routes to its siblings.

Suppose node 6 with LID 101 initiates a query destined for node 3 with LID 110. Node 6 checks

the related entries in the level-1 sibling [11X] as shown in the routing table of node 6 (see Figure
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4.2(c)). There is one entry in the routing table, so node 6 forwards the query towards node 7 with
LID 001, which actually moves the query away from destination node 3 in the physical network
as shown by solid arrows in Figure 4.2(c). Node 7 then forwards the query towards node 8 with
LID 111, which moves the query further away from node 3. Node 8 returns the query towards
node 7, generating a redundant transmission. Similarly, node 7 forwards the query towards node
6, resulting in one more redundant transmission. It can be seen from Figure 4.2(c) that the path
followed by the query (shown as the solid arrows) produces seven transmissions in PT even
though destination node 3 is physically three hops away from the source node 6 as shown by the

dashed arrows in Figure 4.2(c).

MDART moves the query away from node 3, resulting in longer routes, increased path-stretch,
higher routing overhead, and larger end-to-end latency. This shows that MDART’s joining
algorithm and tree-based LIS fails to logically interpret the physical proximity of a node in the
LIS, which is aggravated after merging the two networks. This is because the merging process
depends on the node joining algorithm and the shape of the LIS. It can be inferred that
MDART’s node joining algorithm and tree-based LIS are unsuitable for the smooth merging of

two logical networks.

4.4.4 Analysis of Merging in DHT-based Routings

In DHT-based LIS, it is crucial to compute a LID that reflects a node’s physical proximity to its
neighbors and the LIS should take into account the physical intra-neighbor relationship of a
node. The intra-neighbor relationship and connecting order of the LIS directly affects the LID
assignment to nodes and the number of logical neighbors in the LIS, which are crucial when

joining two logical networks.
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The node joining algorithm in MDART does not consider physical intra-neighbor relationships
(like adjacent/non-adjacent, common neighbor, etc.) of a node when computing its LID, resulting
in a nonconsecutive LID assignment that amplifies the mismatch between logical and physical
topologies when merging two distinct logical networks. Moreover, a joining node in MDART
gets a LID from the highest level sub-tree for which no entry exists in a given neighbor’s routing
table. This criteria is unsuitable because it assigns LIDs to nodes from a different sub-tree to its
neighbor node during the merging process, which results in nonconsecutive LIDs to physically

close nodes in the LIS.

All existing DHT-based proposals (Caleffi and Paura, 2011, Eriksson et al., 2007, Caesar et al.,
2006, Baccelli and Schiller, 2008, Garcia-Luna-Aceves and Sampath, 2009, Sampath and
Garcia-Luna-Aceves, 2009, Awad et al., 2008, Awad et al., 2011, Zhao et al., 2009, Jain et al.,
2011, Lu et al., 2008, Alvarez-Hamelin et al., 2006, Chen and Morris, 2002, Viana et al., 2004,
Sabeur et al., 2007, Jha et al., 2008) use LISs that are constrained by their connecting order,
which affects the smooth merging of two logical networks. For instance, in a ring-based (Caesar
et al., 2006) and cord-based (Awad et al., 2008, Awad et al., 2011) LIS, a node can logically
connect to a maximum two adjacent 1-hop neighbors, i.e., its successor and predecessor, and
maintains a consecutive LID only with them. In case a node has more than two physically
adjacent neighbors, then these structures would not allow the node to assign consecutive LIDs or
contiguous logical identifier space portions. Similarly, in a tree-based LIS, like MDART, a node
can only maintain consecutive LIDs with two adjacent child nodes, resulting in non-consecutive

assignment of LIDs when merging two distinct logical networks.
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We have shown how the mismatch problem between physical and logical networks is aggravated
when merging two logical networks. If we observe the LIS in MDART after the merging process
is completed (Figure 4.2(c)), the tree-based LIS does not reflect the physical proximity of nodes.
The resultant effect can be seen when routing a packet from a source to a destination node. As
routing is performed using LIDs, a direct link between two nodes in the LIS may span multi-

hops in the physical network, resulting in redundant traffic and increased end-to end delay.

In the next section, we explain how 3D-LIS proposed in 3D-RP (see Chapter 3) is efficient in

merging two logical networks.

45 3D-BASED LIS

3D-LIS is a multidimensional Cartesian Space, which leverages each node in the network to
compute its LID that exactly reflects the physical proximity of the node to optimally address the
mismatch problem. Moreover, the 3D-structure is not constrained by the connecting order, unlike
the LISs discussed in Chapter 2, which helps to smoothly conduct the merging process without
disturbing the consecutiveness of LIDs. In 3D-LIS, each node considers the neighbor
relationships, like intra-neighbor, adjacent/nonadjacent neighbor, and common neighbor, when
computing its LID, which helps to exactly map the physical proximity of nodes in the LIS. These
relationships are crucial when calculating the relative position of a node. For instance, if a node
p has three neighbors (say pl, p2, and p3) and p1, p2, and p3 are not within the transmission
range of each other, then we assume that these neighbors exist physically in three different

dimensions of node P. 3D-LIS is flexible in assigning LI1Ds to nodes in such scenarios.
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4.5.1 Logical network merger case-study: 3D-RP

We use an example to illustrate how the node joining algorithms and 3D-LIS proposed in 3D-RP
are more resilient and flexible in merging two logical networks compared to MDART’s node

joining algorithms and LISs.

Figure 4.3 shows the merging process of two 3D-LISs, i.e., LIS-1 and LIS-2, in which nodes are
assigned LIDs according to the algorithm described in Chapter 3. Suppose the corresponding
physical networks of LIS-1 and LIS-2 are PN-land PN-2, respectively, as shown in Figure
4.3(a). The 3D-LS ranges from 1 to + 2'° for each axis, i.e., x, y, and z. Node i and node s are
leader nodes of LIS-1 and LIS-2, respectively. The alphabets i, p, q,... refers to the UID of nodes

and {1|1|1}-0, {256]1|1}-2, ... refers to the LID of nodes.

Node i with LID {1]|1|1}-0 in LIS-1 detects that there exists another logical network, LIS-2. Node
i of LIS-1 can access node s with LID {1]1|1}-0 of LIS-2 in the physical network but is not
connected with LIS-2 as shown in Figure 4.3(a). Node i of LIS-1 invokes the merging process by
sending a merging request message (MRQST) to node s of LIS-2. On receiving the MRQST,
node s first changes its leader ID to node i’s leader ID, i.e., node i’s UID and re-computes its
LID, i.e., {1]256|1}-3 in LIS-1 by selecting the available dimension of node i as discussed in
Case 1 of the proposed node joining algorithm (see Section 3.2 for details). Next, node s with

new LID {1|256]1}-3 sends a merging reply message (MRPLY) to node i of LIS-1.

In the mean time, node s also maintains its connectivity in LIS-2, acting as a BRIDGE node

between LIS-1 and LIS-2, as shown by the big-dashed line in Figure 4.3(b).
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After joining L1S-1, node s informs its one-hop neighbours, i.e. node u with LID {256|1|1}-1 and
node t with LID {-256|1|1}-2, of the merger by forwarding the MRQST to them so that they can
join LIS-1. Upon receiving the MRQST, nodes u and t repeat the same process that node s
performed when joining the LIS-1 and re-compute their LIDs. The new LIDs for node u and
node r are {1]448|1}-3 and {448|256|1}-3, respectively, chosen by selecting the available
dimensions of node s as shown in Figure 4.3(c). Receiving the information that its direct
neighbors have joined LIS-1, node s with LID {1|256|1}-3 leaves LIS-2 and changes its state
from BRIDGE to a common node. After computing their LIDs, node u and node t maintain their
connectivity with LI1S-1 and acts as BRIDGE between the two logical networks in case they have

any direct neighbors.

Figure 4.3(c) shows that after completing the merging process in 3D-LIS:

i) the neighbor nodes in LIS-1 are also adjacent in PN-1;

i) anode in LIS-1 is logically close to all its physically adjacent nodes.

These are the basic requirements to avoid the mismatch between logical and physical networks.
This shows that 3D-RP successfully maintains the physical proximity of nodes in terms of LIDs
even after merging two 3D-LISs. The routing tables in Figure 4.4 are built according to 3D-RP’s
path discovery process, where each node maintains information about all its 1-hop neighbors and

neighborhood of 1-hop neighbors.
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(c) After Completion of Merging process

Figure 4.3: Merging of two logical networks using 3D-RP

The routing in 3D-RP is simple and explained in detail in Chapter 3. To route a query towards a
destination, each node uses information about its 1-hop logical neighbors (Lny). It forwards the
query to one of its Ly, that has the same dim value to that of the destination node and offers the
closest position in every tuple of its LID with respect to the destination’s LID, i.e., with the least
sum of difference (LSD) to the destination’s LID. This is achieved simply by computing the sum
of difference (SD) of each tuple of the L,,’s LID with the corresponding tuple of the
destination’s LID using Eq(3.2) and then selecting L, as a next hop with the LSD to the

destination using Eq(3.3). If such neighbor does not exist, the node simply forwards the message
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to its base node. If there are multiple base nodes, the node selects the one that offers the closest

position in every tuple of its LID with respect to the destination’s LID.

Suppose node p with LID {256|1]|1}-1} initiates a query destined for node t with LID
{448|256|1}-3 as shown in Figure 4.3(c). Node p checks its 1-hop logical neighbors, i.e., node i
{1]1|1}-0 and node q {100|-100|100}-1, in its routing table as shown in Figure 4.4. Both node i
and node q are in different dimensions to that of the destination node t, i.e., dim=3. Node m
sends the packet to its base node i, which becomes the next hop. Node i then checks 1-hop
logical neighbors in its routing table as shown in Figure 4.4 and finds node s with LID {1|256|1}-
3 that has the same dim value as that of the destination node t. Node i calculates the sum of
difference, i.e., SDs = {|1-448|=447}+{|256-256|=0}+{1-1=0}—{447+0+0}—{447} of its
neighbor node s with respect to the destination node q to see if node s is the destination node.
SDs = {447}+# 0, which means that node s is not the destination node but is near the destination
node t. So, node i forwards the query towards node s. Node s has two 1-hop neighbors, i.e., node
u and node t with the same dim value to the destination node. Node s calculates the sum of the
difference of its neighbor nodes, i.e., SDy, = {|1-448|=447} + {|448-256|=192} + {1-1=
0}—{447+192+0}—{639}and SD; = {|448-448|=0}+{|256-256|=0}+ {1-1=0}—{0+0+0}—{0},
using Eq(3.2). Node s then sends the data packet to node t with LID {448|256|1}-3, which is the

destination node with LSD; = {0} as shown in Figure 4.3(c).

In the above example, we observe that 3D-LIS takes the shortest route in the logical network,
i.e., p—i, i—s, s—t (3 hops) towards the destination node t as shown in Figure 4.3(c). The

shortest route between node p and node t in the physical network is also 3 hops.
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Routing Table of Node */ “with LID {1|1|1}-0

Dimension Distance 1S 1-hop neighbors Costto1- s Base of
Next Hop . hop Neighbor
(m) of Neighbor Neiohbor
)
1 (256/1]11-1 1 37 No  {1001-100]100}-1 2 No
{100-100]100}-1 1 21 No 1256[1]1}-1 2 Yes
2 1-256|1|13-2 | 30 No - - No

Dimension Next H Distance Is Base 1-hop neighbors Costto 1-hop Is Base of
ID ext Hop (m) of Neighbor Neighbor Neighbor
{11)13-0 1 30 Yes 125601]1}-1 2 No
0 {-256]1]1}-2 2 No
{1256|1}-3 2 No
| 256[1)11-1 1 42 Yes (11[13-0 2 Yes

Routing Table of Node “p " with LID {236|1|1}-1

Dimension Next Ho Cost Distanc Is Base 1-hop neighbors Costto 1-hop Is Base of
p e (m) of Neighbor Neighbor Neighbor
f1113-0 1 45 Yes {100-100/100}-1 2 No
0 {-256|1|1}-2 2 No
{11256]1}-3 2 No
1 {100/-1001|1}-1 1 42 Yes {1113-0 2 Yes

Routing Table of Node “s " with LID {1|256|1}-3

Dimension Next Ho Cost Distance Is Base 1-hop neighbors Costto 1-hop Is Base of
’ P (m) of Neighbor Neighbor Neighbor
(L1L3-0 1 40 es £100/-100/100}-1 2 No
0 £-256|1|1}-2 2 No
{256|1]1}-1 2 No
3 {1|448]1}-3 1 34 No - - -
. {448256[1}-3 1 33 No - - -

Figure 4.4: Routing Tables for node i, g, p, S

This proves that the proposed node joining algorithm and 3D structure proposed in 3D-LIS is
more resilient than the existing DHT-based protocols. The node joining algorithm and 3D

structure are more capable of smoothly merging two logical networks compared to MDART.

4.6 Performance Analysis

To analyze the performance of 3D-LIS when merging two logical networks, we implemented it

in NS-2 (version 2.35) (Fall and Varadhan, 2005), which is an open source discrete event
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network simulator. We adopted the standard values for both the physical and link layers to
simulate IEEE 802.11 with Two-Ray Ground as the propagation model. The key objective is to
rely on a contention-based MAC protocol that is best suited for distributed and self-organizing
routing protocols. To generate mobile topologies, we adopt the Random Way-Point as the
mobility model. The mobility parameters have been set to simulate moderate mobility,
specifically, the speed values are uniformly taken in the [1 m/s, 2 m/s] range. The simulation
parameters are given in Table 4.1. The data traffic is modeled as CBR flows over UDP protocol
and Random Traffic Model is used as data pattern. We do not adopt TCP as the transport
protocol to avoid the elasticity effects of TCP flow control on routing performances (Holland and
Vaidya, 2002). The global load offered is kept constant at 100 pkts/sec in order to avoid running

out of capacity due to multi-hop approach.

We embed the proposed leader-based based approach (LA) to detect and merge two logical
networks in 3D-RP and MDART protocols to analyze different aspects by varying several
parameter values that affect the performance of these protocols and compare LA-3D-RP with

LA-MDART.

The same parameters explained in Section 3.6 are used to evaluate the performance of LA-
MDART and LA-3D-RP, namely path-stretch ratio, packet delivery ratio, end-to-end delay, and
routing overhead, an additional parameter is false negative (FN) ratio (%), which is the ratio
between the number of unresolved lookup queries for the destination that exist in physically

connected network to the total number of initial lookup queries.

We perform ten experiments for each scenario. The upper and lower bars in the graphs show the

margin of error to the mean estimates at 95% confidence interval.
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Table 4.1: Simulation Parameters

Input Parameters | Value

Number of Nodes | 25-400
Transmission range | 50m
Playground Size | 1000*1000m
Data Rate | 100pps
Simulation Time | 500sec
Start of Data Transmission | 70,300
End of Data Transmission | 250,499
Node Speed | 1to 2 m/s
Start of Node Failure | 100 sec
Mobility Model | Random Way-point
Radio Propagation Model | TwoRayGround Model

Traffic Model | Random Traffic pattern

4.6.1 Quality of Routing Paths

Figure 4.5 plots the average path-stretch ratio against network size to compare LA-MDART to
LA-3D-RP, which shows the path-stretch ratio of LA-3D-RP is lower compared to LA-MDART
for all network sizes. LA-3D-RP improves the path-stretch ratio between 25%-27%. The path-
stretch ratio of LA-3D-RP stays slightly above the shortest path, but the mean value stays below
1.2. The slight increase of path-stretch ratio in LA-3D-RP is because when a new node, for
instance P, comes in contact with two non-adjacent neighbors (say, P1, P2) with different dim
values and there is no common neighbor, then the new node P would get an LID using available

dimensions of either P1 or P2, depending on which one is closer in terms of distance. So, in this
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case, the LID of the new node P would only show its relative position in the 3D-LIS with respect
to that neighbor from which it gets its LID. This can cause a slight mismatch problem in LA-3D-
RP when merging two logical networks. However, this situation occurs less frequently in LA-

3D-RP and its impact is less serious as shown by the simulation results.

LA-MDART ---[l---

16 LA-3D-RP —@—

H T

1 T T T T T T T 1
0 50 100 150 200 250 300 350 400

Network Size (nodes)

Path-stretch ratio

Figure 4.5: Path-stretch ratio as a function of the network size

Figure 4.5 shows that LA-3D-RP has a lower path-stretch ratio compared to LA-MDART, which
means that LA-3D-RP is more capable of selecting an optimal path even after merging two
logical networks. The path-stretch ratio in LA-MDART increases up to 1.4 because it uses a tree-
based LIS to map the physical network, resulting in the mismatch problem. As discussed in
Section 4.4.2, the tree-based LIS ensures neither adjacency of all physically adjacent neighbors
in LIS nor the intra-neighbor relationship of nodes. This makes it impossible to assign
consecutive LIDs to all physically adjacent neighbors of a node when merging two distinct

logical networks. Therefore, messages may be routed through many unnecessary nodes.
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LA-3D-RP reduces the number of redundant transmissions that decreases the end-to-end delay,
loss ratio, and routing overhead, which in turn, reduces energy consumption and increases
network longevity. When the number of transmissions in a MANET decreases, packet collision
probability at the MAC layer also decreases, leading to more reliable transmissions. Thus, our
approach also results in more reliable transmissions at the MAC layer by reducing the number of

redundant transmissions compared to LA-MDART.

Below is the null hypothesis to test the impact of network size and protocols on path-stretch

ratio:

Ho: LA-3D-RP does not significantly reduce the path-stretch ratio compared to LA-MDART.

Table 4.2 shows the result of applying the Two-way ANOVA with replication.

Table 4.2: Summary of data analysis of the path-stretch Ratio for LA-3D-RP and LA-MDART

using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: StretchRatio

Type lll Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 2.886° 17 170 12.161 .000 .561
Intercept 290.161 1 290.161 | 20784.837 .000 992
Protocol 2.635 1 2.635 188.719 .000 538
NetworkSize 246 .031 2.206 .030 .098
Protocol * NetworkSize .005 .001 .046 1.000 .002
Error 2.262 162 .014
Total 295.309 180
Corrected Total 5.148 179

a. R Squared = .561 (Adjusted R Squared = .515)

The results of the Two-way ANOVA with replication (Table 4.2) shows that p < 0.05, which

leads to the rejection of H,. This shows that LA-3D-RP is statistically significant in terms of
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reducing path-stretch ratio compared to LA-MDART and that LA-3D-RP is effective in reducing

the impact of the mismatch problem when merging two logical networks. The notion of

involving intra-neighbor relationships of a node while calculating LID ensures the physical

proximity of nodes in the logical network that leads to optimal routes towards destination nodes,

resulting in reduced path-stretch ratio in case of LA-3D-RP.

Table 4.3: Results: pairwise data analysis of the path-stretch ratio at each network size for LA-3D-

RP and LA-MDART using ANOVA Two-Factor With Replication

Dependent Variable: StretchRatio

Pairwise Comparisons

95% Confidence Interval for
_Mean Difference”
Difference (I-
NetworkSize (1) Protocol _(J) Protocol J) * Std. Error sig.” Lower Bound | Upper Bound
250 LA-3D-RP  LA-MDART -.245 .053 .000 -.349 -141
LA-MDART  LA-3D-RP 245 .053 .000 141 .349
50.0 LA-3D-RP  LA-MDART 225 .053 .000 -.329 -121
LA-MDART  LA-3D-RP 225 .053 .000 A21 329
100.0 LA-3D-RP  LA-MDART -243" .053 .000 -.348 -.139
LA-MDART LA-3D-RP 243 .053 .000 139 .348
150.0 LA-3D-RP  LA-MDART 238 .053 .000 -.342 -133
LA-MDART LA-3D-RP 238" .053 .000 133 342
200.0 LA-3D-RP LA-MDART -248 .053 .000 -.352 -144
LA-MDART  LA-3D-RP 248 .053 .000 144 .352
250.0 LA-3D-RP  LA-MDART -236 .053 .000 -.340 -.131
LA-MDART  LA-3D-RP 236 .053 .000 131 .340
300.0 LA-3D-RP  LA-MDART -231 .053 .000 -.335 -127
LA-MDART LA-3D-RP 2317 .053 .000 27 .335
350.0 LA-3D-RP  LA-MDART -249" .053 .000 -.353 -144
LA-MDART LA-3D-RP 249" .053 .000 144 .353
400.0 LA-3D-RP LA-MDART -264" .053 .000 -.368 -.159
LA-MDART  LA-3D-RP 264" .053 .000 159 .368

Based on estimated marginal means
*. The mean difference is significant atthe .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

Table 4.3 shows the pairwise comparisons of LA-3D-RP and LA-MDART for each network

size. Table 4.3 shows that LA-3D-RP significantly improves the path-stretch ratio over LA-
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MDART for each network size when merging two logical networks. The result confirms that 3D
structure is efficient in merging logical networks and the methodology adopted in LA-3D-RP is

effective in reducing the impact of the mismatch problem when merging two logical networks.

4.6.2 Impact of network size

In order to analyze the behavior of LA-3D-RP with respect to network size, we conduct
experiments by varying the number of nodes from 25 to 400 while maintaining the data rate at
100 pkts/s. The data rate of 100 pkts/sec is selected because both LA-3D-RP and LA-MDART
performs better at this rate. It has been observed that MDART is vulnerable to high data rates as
shown in Section 3.6.2 The simulation results show that 3D-RP is consistent in improving

performance over LA-MDART.

(@) End-to-End delay

Figure 4.6 shows that LA-3D-RP scales better than LA-MDART in terms of end-to-end delay as
the network size increases. Please note that LA-MDART, which is an enhancement of DART, is
designed to provide a reliable path in order to enhance throughput rather than minimize the hop
count. LA-MDART’s inflexible structure that results in longer routes and larger end-to-end delay

when merging two logical networks.

Unlike LA-MDART, LA-3D-RP is designed to provide a reliable path that enhances its
throughput. Furthermore, the arrangement of nodes in the 3D structure and the joining scheme
supplements to minimize the number of hops between nodes, provide an alternative route in case
of intermediate node fail/move, and effective for smooth merging of two logical networks. LA-

3D-RP performs better and provides near optimal routes towards the destination, which
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decreases the end-to-end delay and increases packet delivery ratio as shown

Figure 4.7, respectively.

in Figure 4.6 and
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Figure 4.6: End-to-End delay as a function of network size with varying node speed

As shown in Figure 4.10, the end-to-end delay improvement of LA-3D-RP over MDART with
respect to increase in network size is between 11% to 46%. This shows the LA-3D-RP is more

consistent and reliable approach for relatively large networks compared to LA-MDART.

Figure 4.6 also shows that end-to-end delay of LA-3D-RP increases as the node speed increases,
but the net effect is less compared to LA-MDART. Because the network topology changes
frequently as the node speed increases, it produces more routing traffic in the network by
executing more frequently the recovery and logical network merging operations, which effects
the end-to end delay for both protocols. Figure 4.6 indicates that the end-to-end delay of LA-3D-
RP is less than LA-MDART. LA-MDART’s inflexible tree-based structure fails to maintain
consecutive LIDs between adjacent neighbors of a node, resulting in long routes and larger end-
to end delay. Figure 4.10 shows that the end-to-end delay improvement over MDART decreases
with the increase in node speed but still the improvement is significant, especially, with an
increasing network size, which shows the effectiveness of the LA-3D-RP in mobile scenarios

compared to LA-MDART.
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The following is null hypothesis to test the impact of network size and protocols on end-to-end

delay at node speed 1 m/s, 1.5m/s, and 2 m/s:

Ho, : LA-3D-RP does not significantly reduce on end-to-end delay compared to LA-MDART at

node speeds of 1m/s, 1.5m/s, and 2m/s.

Table 4.4, Table 4.5, Table 4.6, Table 4.7 show the result of applying the Two-way ANOVA

with replication.

The result of the Two-way ANOVA test (Table 4.4, Table 4.5 and Table 4.6) shows that p < 0.05
for data at node speeds 1m/s, 1.5 m/s, and 2m/s, which leads to the rejection of Ho. This shows
that LA-3D-RP is statistically significant in terms of reducing end-to-end delay compared to LA-
MDART. Thanks to the efficient 3D structure and node joining algorithm of LA-3D-RP that not
only ensure the physical proximity of nodes in the logical network that leads to optimal routes

towards destination nodes, but also effective in merging two logical networks.

Table 4.4: Summary of data analysis of End-to-End Delay for LA-3D-RP and LA-MDART at node

speed 1m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: EndtoEndDelay

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 0142 17 .001 1215.652 .000 992
Intercept .049 1 049 | 72274.714 .000 .998
Protocol .003 1 .003 4897.982 .000 .968
NetworkSize .009 8 .001 1707.872 .000 .988
Protocol * NetworkSize .001 8 .000 263.141 .000 .929
Error .000 162 6.845E-007
Total .064 180
Corrected Total .014 179

a. R Squared = .992 (Adjusted R Squared =.991)
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Table 4.5: Summary of data analysis of End-to-End Delay for LA-3D-RP and LA-MDART at node

speed 1.5m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects
Dependent Variable: EndtoEndDelay

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 0212 17 .001 231.447 .000 .960
Intercept .073 1 .073 | 13593.290 .000 .988
Protocol .004 1 .004 687.969 .000 .809
NetworkSize .016 8 .002 370.130 .000 .948
Protocol * NetworkSize .002 8 .000 35.700 .000 .638
Error .001 162 5.407E-006
Total .096 180
Corrected Total .022 179

a. R Squared = .960 (Adjusted R Squared = .956)

Table 4.6: Summary of data analysis of End-to-End Delay for LA-3D-RP and LA-MDART at node
speed 2m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: EndtoEndDelay

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 0252 17 .001 329.853 .000 972
Intercept .088 1 .088 | 19494.181 .000 .992
Protocol .004 1 .004 849.702 .000 .840
NetworkSize .020 8 .002 542.875 .000 .964
Protocol * NetworkSize .002 8 .000 51.849 .000 719
Error .001 162 4.513E-006
Total 114 180
Corrected Total .026 179

a. R Squared = .972 (Adjusted R Squared = .969)

Table 4.7, Table 4.8, and Table 4.9 show the pairwise comparisons of LA-3D-RP and LA-
MDART for each network size at node speed of 1 m/s, 1.5 m/s, and 2 m/s, respectively. The

results show that LA-3D-RP significantly reduces end-to-end delay for each network size when
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merging two logical networks. When the network size increases, LA-3D-RP shows more
promising behavior compared to MDART. The results confirm that 3D structure is efficient in
merging logical networks and the technique adopted in LA-3D-RP is effective in reducing the

impact of the mismatch problem when merging two logical networks.

Table 4.7: Results: pairwise data analysis of the End-to-End Delay at node speed 1m/s for LA-3D-

RP and LA-MDART using ANOVA Two-Factor with Replication

Pairwise Comparisons

Dependent Variable: EndtoEndDelay

95% Confidence Interval for
Mean Difference
Difference (I-
NetworkSize (1) Protocol _(J) Protocol J) _| Std. Error Sig.” | LowerBound | Upper Bound
25.0 LA-3D-RP LA-MDART -.002 .000 .000 -.003 -.001
LA-MDART LA-3D-RP 002" .000 .000 .001 .003
50.0 LA-3D-RP LA-MDART -002" .000 .000 -.003 -.002
LA-MDART LA-3D-RP .002* .000 .000 .002 .003
100.0 LA-3D-RP LA-MDART -.004" .000 .000 -.004 -.003
LA-MDART LA-3D-RP .004* .000 .000 .003 .004
150.0 LA-3D-RP LA-MDART -.005* .000 .000 -.006 -.005
LA-MDART  LA-3D-RP 005" .000 .000 .005 .006
200.0 LA-3D-RP LA-MDART -007 .000 .000 -.008 -.007
LA-MDART LA-3D-RP 007" .000 .000 .007 .008
250.0 LA3D-RP  LA-MDART -010" .000 .000 -010 -009
LA-MDART LA-3D-RP .01 O* .000 .000 .009 .010
300.0 LA-3D-RP LA-MDART -.013* .000 .000 -.014 -.012
LA-MDART LA-3D-RP 013 .000 .000 .012 .014
350.0 LA-3D-RP LA-MDART -.017* .000 .000 -.017 -016
LA-MDART LA-3D-RP 017" .000 .000 .016 .017
400.0 LA-3D-RP LA-MDART -018" .000 .000 -.018 -.017
LA-MDART LA-3D-RP .01 8* .000 .000 017 .018

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
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Table 4.8: Results: pairwise data analysis of the End-to-End Delay at node speed 1.5m/s for LA-3D-

RP and LA-MDART using ANOVA Two-Factor with Replication

Dependent Variable: EndtoEndDelay

Pairwise Comparisons

95% Confidence Interval for
Mean Difference”
Difference (I-
NetworkSize (1) Protocol () Protocol J) Std. Error Sig" | LowerBound | Upper Bound
25.0 LA-3D-RP  LA-MDART -.002 .001 106 -.004 .000
LA-MDART LA-3D-RP .002 .001 106 .000 .004
50.0 LA-3D-RP  LA-MDART -003 .001 .002 -.005 -.001
LA-MDART LA-3D-RP 003" .001 .002 .001 .005
100.0 LA-3D-RP  LA-MDART -006" .001 .000 -.008 -.004
LA-MDART LA-3D-RP 006" .001 .000 .004 .008
150.0 LA-3D-RP  LA-MDART -.006" .001 .000 -.009 -.004
LA-MDART LA-3D-RP 006" .001 .000 .004 .009
200.0 LA-3D-RP  LA-MDART 007 .001 .000 -.009 -.005
LA-MDART LA-3D-RP 007" .001 .000 .005 .009
250.0 LA-3D-RP  LA-MDART -008" .001 .000 -.010 -.006
LA-MDART LA-3D-RP 008" .001 .000 .006 .010
300.0 LA-3D-RP  LA-MDART 013 .001 .000 -.015 -.010
LA-MDART LA-3D-RP 013" .001 .000 .010 .015
350.0 LA-3D-RP  LA-MDART 015" .001 .000 -.017 -.013
LA-MDART LA-3D-RP 015 .001 .000 013 .017
400.0 LA-3D-RP  LA-MDART 021" .001 .000 -.023 -.019
LA-MDART LA-3D-RP 021" .001 .000 019 .023

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
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Table 4.9: Results: pairwise data analysis of the End-to-End Delay at node speed 2m/s for LA-3D-

RP and LA-MDART using ANOVA Two-Factor with Replication

Dependent Variable: EndtoEndDelay

Pairwise Comparisons

95% Confidence Interval for
_Mean Difference
Difference (I-
NetworkSize (1) Protocol __ (J) Protocol J) Std. Error sig.” LowerBound | Upper Bound
25.0 LA-3D-RP LA-MDART -.001 .001 178 -.003 .001
LA-MDART LA-3D-RP .001 .001 178 -.001 .003
50.0 LA-3D-RP LA-MDART -.003* .001 .005 -.005 -.001
LA-MDART LA-3D-RP .003* .001 .005 .001 .005
100.0 LA-3D-RP LA-MDART -006" .001 .000 -.008 -.004
LA-MDART LA-3D-RP 006 .001 .000 .004 .008
150.0 LA-3D-RP LA-MDART -.006’r .001 .000 -.008 -.004
LA-MDART LA-3D-RP 006" .001 .000 .004 .008
200.0 LA-3D-RP LA-MDART -007 .001 .000 -.009 -.005
LA-MDART LA-3D-RP 007" .001 .000 .005 .009
250.0 LA-3D-RP LA-MDART -010° .001 .000 -.011 -.008
LA-MDART LA-3D-RP .01 0* .001 .000 .008 .011
300.0 LA-3D-RP LA-MDART -.013* .001 .000 -.014 -.011
LA-MDART LA-3D-RP .01 3* .001 .000 .011 .014
350.0 LA-3D-RP LA-MDART -014" .001 .000 -.016 -.012
LA-MDART LA-3D-RP 014 .001 .000 .012 .016
400.0 LA-3D-RP LA-MDART _.024* .001 .000 -.025 -.022
LA-MDART LA-3D-RP .024* .001 .000 .022 .025

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

(b) Packet Delivery Ratio

Figure 4.7 shows that the effect of increasing network size on the packet delivery ratio is less on
LA-3D-RP compared to LA-MDART. This is important because it proves the effectiveness and
capability of LA-3D-RP in delivering packets in large networks with relatively high data traffic.
On the contrary, LA-MDART’s performance degrades as the number of nodes increases (see
Figure 4.7). Figure 4.10 shows that the packet delivery ratio improvement of LA-3D-RP over
LA-MDART is between 6% to 29% for different network sizes and node speeds.
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Figure 4.7: Packet Delivery Ratio as a function of network size with varying node speed

Figure 4.7 also illustrates that varying node speeds affects the performance of both protocols, but
the net effect of increasing the node speed on the packet delivery ratio is lower in LA-3D-RP
compared to LA-MDART. With the increase in node speed, the network topology changes more
frequently, resulting in increasing routing overhead due to frequent execution of recovery and
logical network merging operations. This causes the packets to be delayed in the queue due to
MAC layer congestion, resulting in packet drops. The effect of the congestion on LA-3D-RP is
lower compared to LA-MDART. This behavior is reasonable given that LA-3D-RP introduces
low path stretch ratio. On the contrary, LA-MDART’s tree-based hierarchical nature results in
high path-stretch, is inefficient against mobility and is a potential source of path length
inefficiency. For the same reason, the alternative routes provided by MDART are not optimal,
causing an increase in the number of in transit packets that leads to network congestion,
especially at a relatively high data rate. The overall result proves that LA-3D-RP resolves the

mismatch problem effectively when merging two logical networks.

Below is the null hypothesis to test the impact of network size and protocols on the packet

delivery ratio at node speeds 1 m/s, 1.5m/s, and 2 m/s:

Ho: LA-3D-RP does not significantly improve the packet delivery ratio compared to LA-

MDART at node speeds 1m/s, 1.5m/s, and 2m/s.

Table 4.10, Table 4.11, and Table 4.12 show the results of applying the Two-way ANOVA with

replication on data about the packet delivery ratio at node speeds 1m/s, 1.5m/s, and 2m/s.
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at node speed 1m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: packetdeliveryRatio

Table 4.10: Summary of data analysis of the Packet Delivery Ratio for LA-3D-RP and LA-MDART

Type Ill Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 35986.3012 17 2116.841 324.860 .000 972
Intercept 1252640.078 1 | 1252640.078 | 192235.820 .000 999
Protocol 15281.602 1 15281.602 2345.184 .000 935
NetworkSize 17960.749 8 2245.094 344.542 .000 944
Protocol * NetworkSize 2743.950 8 342.994 52.637 .000 722
Error 1055.619 162 6.516
Total 1289681.998 180
Corrected Total 37041.920 179

a. R Squared = .972 (Adjusted R Squared = .969)

at node speed 1.5m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: packetdeliveryRatio

Table 4.11: Summary of data analysis of the Packet Delivery Ratio for LA-3D-RP and LA-MDART

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 41718.248° 17 2454.015 476.867 .000 980
Intercept 1155280.516 1 | 1155280.516 | 224495.629 .000 999
Protocol 14163.169 1 14163.169 2752.206 .000 944
NetworkSize 25822.957 8 3227.870 627.244 .000 969
Protocol * NetworkSize 1732.122 8 216.515 42.074 .000 675
Error 833.671 162 5.146
Total 1197832.435 180
Corrected Total 42551.919 179

a. R Squared = .980 (Adjusted R Squared = .978)
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Table 4.12: Summary of data analysis of the Packet Delivery Ratio for LA-3D-RP and LA-MDART

at node speed 2m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: packetdeliveryRatio

Type lll Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 479503122 17 2820.607 625.747 .000 .985
Intercept 1066238.936 1 | 1066238.936 | 236543.491 .000 999
Protocol 18755.907 1 18755.907 4160.970 .000 .963
NetworkSize 28035.486 8 3504.436 777.454 .000 975
Protocol * NetworkSize 1158.919 8 144.865 32.138 .000 613
Error 730.228 162 4.508
Total 1114919.476 180
Corrected Total 48680.540 179

a. R Squared =.985 (Adjusted R Squared = .983)

Table 4.13: Results: pairwise data analysis of the Packet Delivery Ratio at node speed 1m/s for LA-

3D-RP and LA-MDART using ANOVA Two-Factor with Replication

Pairwise Comparisons

Dependent Variable: packetdeliveryRatio

95% Confidence Interval for
Mean Difference
Difference (I-
NetworkSize (1) Protocol _(J) Protocol J) _| Std. Error Sig.” | LowerBound | Upper Bound
25.0 LA-3D-RP LA-MDART 6.605 1.142 .000 4.351 8.859
LA-MDART LA-3D-RP -6.605* 1.142 .000 -8.859 -4.351
50.0 LA-3D-RP LA-MDART 11126 1.142 .000 8.871 13.380
LA-MDART LA-3D-RP 11126 1.142 .000 -13.380 -8.871
100.0 LA-3D-RP LA-MDART 12.288* 1.142 .000 10.033 14.542
LA-MDART LA-3D-RP -12.288" 1.142 .000 -14.542 -10.033
150.0 LA-3D-RP LA-MDART 14.986 1.142 .000 12.732 17.241
LA-MDART LA-3D-RP -14.986* 1.142 .000 -17.241 -12.732
200.0 LA-3D-RP LA-MDART 15793 1.142 .000 13.539 18.048
LA-MDART LA-3D-RP -15.793 1.142 .000 -18.048 -13.539
250.0 LA-3D-RP LA-MDART 20.368* 1.142 .000 18.114 22.623
LA-MDART LA-3D-RP -20.368 1.142 .000 -22.623 -18.114
300.0 LA-3D-RP LA-MDART 26.285 1.142 .000 24.031 28.539
LA-MDART LA-3D-RP -26.285* 1.142 .000 -28.539 -24.031
350.0 LA-3D-RP LA-MDART 28.301 : 1.142 .000 26.047 30.556
LA-MDART LA-3D-RP 28301 1.142 .000 -30.556 -26.047
400.0 LA-3D-RP LA-MDART 30.099* 1.142 .000 27.845 32.353
LA-MDART LA-3D-RP -30.099* 1.142 .000 -32.353 -27.845

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
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The results of the Two-way ANOVA test (Table 4.10, Table 4.11, and Table 4.12) show that p <
0.05, which leads to the rejection of H,. This shows that LA-3D-RP is statistically significant in
terms of improving the packet delivery ratios compared to LA-MDART and that LA-3D-RP is
less affected in terms of the packet delivery ratio when merging logical networks. This also
shows that LA-3D-RP is efficient in selecting routes that reduces the end-to-end delay, which in
turn decreases congestion and increases the packet delivery ratio. 3D structure is flexible in
providing multiple routes towards the destination node that increases the packet delivery ratio of
LA-3D-RP. Moreover, the replication strategy used in 3D-RP efficiently reduces the packet loss

in case anchor node moves/fails.

Table 4.14: Results: pairwise data analysis of the Packet Delivery Ratio at node speed 1.5m/s for

LA-3D-RP and LA-MDART using ANOVA Two-Factor with Replication

Pairwise Comparisons

Dependent Variable: packetdeliveryRatio

95% Confidence Interval for
~ Mean Difference”
Difference (I-
NetworkSize _ (I) Protocol _ (J) Protocol J) _ Std. Error sig.” Lower Bound | Upper Bound
25.0 LA-3D-RP LA-MDART 7.680 1.015 .000 5.677 9.683
LA-MDART LA-3D-RP 7.680 1.015 .000 -9.683 -5.677
50.0 LA-3D-RP LA-MDART 12550 1.015 .000 10.547 14.554
LA-MDART LA-3D-RP 12550 1.015 .000 -14.554 -10.547
100.0 LA-3D-RP LA-MDART 14245 1.015 .000 12.242 16.248
LA-MDART LA-3D-RP —14.245' 1.015 .000 -16.248 -12.242
150.0 LA-3D-RP LA-MDART 17504 1.015 .000 15.501 19.508
LA-MDART LA-3D-RP —17.504* 1.015 .000 -19.508 -15.501
200.0 LA-3D-RP LA-MDART 16.996 1.015 .000 14.992 18.999
LA-MDART LA-3D-RP —16.996* 1.015 .000 -18.999 -14.992
250.0 LA-3D-RP LA-MDART 15.836* 1.015 .000 13.832 17.839
LA-MDART LA-3D-RP -15.836* 1.015 .000 -17.839 -13.832
300.0 LA-3D-RP LA-MDART 20.324" 1.015 .000 18.321 22.328
LA-MDART LA-3D-RP 20324 1.015 .000 -22.328 -18.321
350.0 LA-3D-RP LA-MDART 24652 1.015 .000 22.649 26.655
LA-MDART LA-3D-RP 24652 1.015 .000 -26.655 -22.649
400.0 LA-3D-RP LA-MDART 29.880* 1.015 .000 27.877 31.884
LA-MDART LA-3D-RP 29.880 1.015 .000 -31.884 -27.877

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
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Table 4.13, Table 4.14, and Table 4.15 show the pairwise comparisons of LA-3D-RP and LA-

MDART in terms of the packet delivery ratio for each network size at node speed of 1 m/s, 1.5

m/s, and 2 m/s, respectively.The results show that LA-3D-RP shows significant improvement

over LA-MDART in terms of the packet delivery ratio for each network size when merging two

logical networks. When the network size increases LA-3D-RP shows more promising behavior

compared to MDART. The results confirm that the 3D structure is efficient in merging logical

networks and the technique adopted in LA-3D-RP is effective in reducing the impact of the

mismatch problem when merging two logical networks.

Table 4.15: Results: pairwise data analysis of the Packet Delivery Ratio at node speed 2m/s for LA-

3D-RP and LA-MDART using ANOVA Two-Factor with Replication

Dependent Variable: packetdeliveryRatio

Pairwise Comparisons

95% Confidence Interval for
. Mean Difference”
Difference (I-
NetworkSize (1) Protocol _(J) Protocol J) | SdEror | Sig? | LowerBound | UpperBound
25.0 LA-3D-RP  LA-MDART 10.901 949 .000 9.026 12.776
LA-MDART LA-3D-RP -10.901" 949 .000 -12.776 -9.026
50.0 LA-3D-RP  LA-MDART 15.051" 949 .000 13.177 16.926
LA-MDART LA-3D-RP -15.051" 949 .000 -16.926 -13.177
100.0 LA-3D-RP  LA-MDART 16.281" 949 .000 14.406 18.156
LA-MDART LA-3D-RP -16.281" 949 .000 -18.156 -14.406
150.0 LA-3D-RP  LA-MDART 21.061 949 .000 19.186 22.936
LA-MDART LA-3D-RP 21.061" 949 .000 -22.936 -19.186
200.0 LA-3D-RP  LA-MDART 22.441" 949 .000 20.566 24.316
LA-MDART LA-3D-RP 22441 949 .000 -24.316 -20.566
250.0 LA-3D-RP  LA-MDART 22730 949 .000 20.855 24.605
LA-MDART LA-3D-RP 22730 949 .000 -24.605 -20.855
300.0 LA-3D-RP  LA-MDART 23.181 949 .000 21.306 25.056
LA-MDART LA-3D-RP 23181 949 .000 -25.056 -21.306
350.0 LA-3D-RP  LA-MDART 23.360 949 .000 21.485 25.235
LA-MDART LA-3D-RP 23360 949 .000 -25.235 -21.485
400.0 LA-3D-RP  LA-MDART 28734 949 .000 26.859 30.609
LA-MDART  LA-3D-RP 28734 949 .000 -30.609 -26.859

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
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(¢)  Routing Overhead

Figure 4.8 shows that both LA-3D-RP and LA-MDART exhibit high routing overhead because
their routing update packets are of fixed size regardless of the network size. Moreover, the
reassignment of LIDs to one partition when merging two logical networks increase the overhead
in both protocols as shown in Figure 4.8. However, the replication strategy (see Chapter 3 for
detail) used by LA-3D-RP in case the anchor node moves/fails, effectively reduces the overhead
between 13% to 30% as shown in Figure 4.10. Moreover, the flexible 3D structure assists the

smooth merging of two distinct logical networks that further reduces the overhead in LA-3D-RP.

Figure 4.8 also illustrates the effect of increase in node speed. As the node speed increases, the
network topology changes frequently and produces more routing traffic in the network by
executing more frequently the recovery, reassignment of LIDs, displacement of anchor nodes,
storing mapping information at anchor nodes. The routing overhead of LA-3D-RP increases with
the increase in speed, but the net effect is lower compared to LA-MDART. LA-3D-RP employs
an effective replication strategy at anchor nodes for storing mapping information, which is
effective in case anchor node moves or fails. Moreover, LA-3D-RP’s resilient 3D structure is
effective in smooth merging and routing of data packets from source to destination compared to

LA-MDART.
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The following id the null hypothesis to test the impact of network size and protocols on routing

overhead at node speed 1 m/s, 1.5m/s, and 2 m/s:

Ho: LA-3D-RP does not significantly reduce routing overhead compared to LA-MDART at node

speeds of 1m/s, 1.5m/s, and 2m/s.

Table 4.16, Table 4.17, and Table 4.18 show the results of applying the Two-way ANOVA with

replication on data about routing overhead at node speeds 1m/s, 1.5m/s, and 2m/s.

Table 4.16: Summary of data analysis of Routing Overhead for LA-3D-RP and LA-MDART at
node speed 1m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: RoutingOverhead

Type lll Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 600595982..2 17 353291754... 3548.960 .000 997
Intercept 528698534... 1 528698534... | 531099.335 .000 1.000
Protocol 779040484... 1 779040484... 7825.781 .000 .980
NetworkSize 506760333... 8 633450416... 6363.269 .000 997
Protocol * NetworkSize 159316010... 8 199145012... 200.049 .000 .908
Error 161267689... 162 9954795.644
Total 588919400... 180
Corrected Total 602208659.. 179

a. R Squared = .997 (Adjusted R Squared =.997)

The results of the Two-way ANOVA test (Table 4.16, Table 4.17, and Table 4.18) show that p <
0.05, which leads to the rejection of H,. This shows that LA-3D-RP is statistically significant in
terms of reducing routing overhead compared to LA-MDART. This shows that LA-3D-RP is less
affected in terms of routing overhead when merging logical networks and shows significant

improvement over LA-MDART.
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Table 4.17: Summary of data analysis of Routing Overhead for LA-3D-RP and LA-MDART at

node speed 1.5m/s using ANOVA Two-Factor with replication

Dependent Variable: RoutingOverhead

Tests of Between-Subjects Effects

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 775652316... 17 | 456266068... 3467.588 .000 997
Intercept 605731402... 1 605731402... | 460351.397 .000 1.000
Protocol 109914333... 1 109914333... 8353.408 .000 .981
NetworkSize 635123598... 8 | 793904497.. 6033.616 .000 997
Protocol * NetworkSize | 306143845... 8 | 382679806... 290.834 .000 935
Error 213159964... 162 | 13158022.4...
Total 683509794... 180
Corrected Total 777783915... 179

a. R Squared = .997 (Adjusted R Squared =.997)

Table 4.18: Summary of data analysis of Routing Overhead for LA-3D-RP and LA-MDART at

node speed 2m/s using ANOVA Two-Factor with replication

Dependent Variable: RoutingOverhead

Tests of Between-Subjects Effects

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 971593576... 17 571525633... 3148.293 .000 997
Intercept 702874867 ... 1 702874867... | 387184.035 .000 1.000
Protocol 170553475... 1 170553475... 9395.070 .000 .983
NetworkSize 762792935... 8 953491169... 5252.380 .000 .996
Protocol * NetworkSize 382471646... 8 478089558... 263.359 .000 929
Error 294086837... 162 | 181535085...
Total 800328311... 180
Corrected Total 974534444... 179

a. R Squared = .997 (Adjusted R Squared = .997)
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Table 4.19: Results: pairwise data analysis of Routing Overhead at node speed 1m/s for LA-3D-RP

and LA-MDART using ANOVA Two-Factor with Replication

Dependent Variable: RoutingOverhead

Pairwise Comparisons

M 95% Confidence Intgrval for
Differzar:?:e (I- Difference
NetworkSize (1) Protocol __(J) Protocol J) _| Std. Error Sig" | LowerBound | UpperBound
25.0 LA-3D-RP LA-MDART -15000.525 | 1411.014 .000 -17786.876 -12214.174
LA-MDART  LA-3D-RP 15000.525 | 1411.014 .000 12214174 17786.876
50.0 LA-3D-RP LA-MDART -23690.111" | 1411.014 .000 -26476.462 -20903.760
LA-MDART LA-3D-RP 23690.111" | 1411.014 .000 20903.760 26476.462
100.0 LA-3D-RP LA-MDART -23978.117 | 1411.014 .000 -26764.467 -21191.766
LA-MDART LA-3D-RP 23978.117" | 1411.014 .000 21191.766 26764.467
150.0 LA-3D-RP LA-MDART -31767.691 | 1411.014 .000 -34554.041 -28981.340
LA-MDART  LA-3D-RP 31767.691 | 1411.014 .000 28981.340 34554.041
200.0 LA-3D-RP LA-MDART -37872.641 | 1411.014 .000 -40658.992 -35086.291
LA-MDART  LA-3D-RP 37872641 | 1411.014 .000 35086.291 40658.992
250.0 LA-3D-RP LA-MDART -47437.030" | 1411.014 .000 -50223.381 -44650.680
LA-MDART LA-3D-RP 47437.030 | 1411.014 .000 44650.680 50223.381
300.0 LA-3D-RP LA-MDART -58107.555 | 1411.014 .000 -60893.905 -55321.204
LA-MDART  LA-3D-RP 58107.555 | 1411.014 .000 55321.204 60893.905
350.0 LA-3D-RP LA-MDART -66940.529" | 1411.014 .000 -69726.880 -64154.179
LA-MDART  LA-3D-RP 66940.529 | 1411.014 .000 64154.179 69726.880
400.0 LA-3D-RP LA-MDART -69675.141 | 1411.014 .000 -72461.492 -66888.791
LA-MDART  LA-3D-RP 69675.141 | 1411.014 .000 66888.791 72461.492

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

The inflexible tree structure of LA-MDART does not ensure the physical proximity of nodes
when merging two logical networks. This aggravates the mismatch problem and increases
routing overhead when routing packets towards destination node. On the other hand, LA-3D-RP
employs a 3D structure that reduces overhead when merging two logical networks, but also
efficiently reduces the impact of mismatch problem after merging of logical networks. The
analysis above shows the improvement in routing overhead using LA-3D-RP is significant

compared to LA-MDART.
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Table 4.20: Results: pairwise data analysis of Routing Overhead at node speed 1.5m/s for LA-3D-

RP and LA-MDART using ANOVA Two-Factor with Replication

Dependent Variable: RoutingOverhead

Pairwise Comparisons

95% Confidence Interval for
_Mean Difference”
Difference (I-
NetworkSize (1) Protocol __(J) Protocol J) _| Std. Error Sig" | LowerBound | UpperBound
25.0 LA-3D-RP LA-MDART -14983.505 | 1622.222 .000 -18186.933 -11780.078
LA-MDART LA-3D-RP 14983505 | 1622.222 .000 11780.078 18186.933
50.0 LA-3D-RP LA-MDART 27210.318" | 1622.222 .000 -30413.745 -24006.890
LA-MDART LA-3D-RP 27210.318" | 1622.222 .000 24006.890 30413.745
100.0 LA-3D-RP LA-MDART -34123.351" | 1622.222 .000 -37326.779 -30919.924
LA-MDART LA-3D-RP 34123.351" | 1622.222 .000 30919.924 37326.779
150.0 LA-3D-RP LA-MDART -33964.726* 1622.222 .000 -37168.153 -30761.298
LA-MDART LA-3D-RP 33964.726 | 1622.222 .000 30761.298 37168.153
200.0 LA-3D-RP LA-MDART -38909.529 | 1622.222 .000 -42112.957 -35706.102
LA-MDART LA-3D-RP 38909.529)Y 1622.222 .000 35706.102 42112.957
250.0 LA-3D-RP LA-MDART 47391424 | 1622.222 .000 -50594.851 -44187.996
LA-MDART LA-3D-RP 47391424 | 1622.222 .000 44187.996 50594.851
300.0 LA-3D-RP LA-MDART 67843435 | 1622.222 .000 -71046.863 -64640.008
LA-MDART LA-3D-RP 67843.435 | 1622.222 .000 64640.008 71046.863
350.0 LA-3D-RP LA-MDART -80359.808* 1622.222 .000 -83563.235 -77156.380
LA-MDART LA-3D-RP 80359.808 | 1622.222 .000 77156.380 83563.235
400.0 LA-3D-RP LA-MDART -100012.510" | 1622.222 .000 -103215.937 -96809.082
LA-MDART LA-3D-RP 100012.510 | 1622.222 .000 96809.082 103215.937

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

The inflexible tree structure of LA-MDART does not ensure the physical proximity of nodes
when merging two logical networks. This aggravates the mismatch problem and increases
routing overhead when routing packets towards destination node. On the other hand, LA-3D-RP
employs a 3D structure that reduces overhead when merging two logical networks, but also
efficiently reduces the impact of mismatch problem after merging of logical networks. The
analysis above shows the improvement in routing overhead using LA-3D-RP is significant

compared to LA-MDART.

162



Table 4.20, and Table 4.21 show the pairwise comparisons of LA-3D-RP and LA-MDART in

terms of routing overhead for each network size at node speed of 1 m/s, 1.5 m/s, and 2 m/s,

respectively. The results show that LA-3D-RP significantly reduces routing overhead compared

to LA-MDART for each network size when merging two logical networks. The results confirm

that 3D structure is efficient in merging logical networks and the technique adopted in LA-3D-

RP is effective in reducing the impact of the mismatch problem when merging two logical

networks..

Table 4.21: Results: pairwise data analysis of Routing Overhead at node speed 2m/s for LA-3D-RP

and LA-MDART using ANOVA Two-Factor with Replication

Dependent Variable: RoutingOverhead

Pairwise Comparisons

95% Confidence Interval for
. Mean Difference
Difference (I-
NetworkSize (1) Protocol __(J) Protocol J) _| Std. Error Sig.” | LowerBound | UpperBound
25.0 LA-3D-RP  LA-MDART -20225.674 | 1905.440 .000 -23988.377 -16462.972
LA-MDART LA-3D-RP 20225.674 | 1905.440 .000 16462.972 23988.377
50.0 LA-3D-RP  LA-MDART -34102.061" | 1905.440 .000 -37864.763 -30339.358
LA-MDART LA-3D-RP 34102.061 | 1905.440 .000 30339.358 37864.763
100.0 LA-3D-RP LA-MDART -39588.718 | 1905.440 .000 -43351.420 -35826.015
LA-MDART LA-3D-RP 39588.718" | 1905.440 .000 35826.015 43351.420
150.0 LA-3D-RP LA-MDART -48168.859 | 1905.440 .000 -51931.562 -44406.157
LA-MDART LA-3D-RP 48168.859 | 1905.440 .000 44406.157 51931.562
200.0 LA-3D-RP  LA-MDART -54127.870" | 1905.440 .000 -57890.573 -50365.168
LA-MDART LA-3D-RP 54127.870 | 1905.440 .000 50365.168 57890.573
250.0 LA-3D-RP  LA-MDART -66117.648 | 1905.440 .000 -69880.350 -62354.945
LA-MDART LA-3D-RP 66117.648 | 1905.440 .000 62354.945 69880.350
300.0 LA-3D-RP LA-MDART -86351.714 | 1905.440 .000 -90114.417 -82589.012
LA-MDART LA-3D-RP 86351 714 1905.440 .000 82589.012 90114.417
350.0 LA-3D-RP  LA-MDART -87693.218 | 1905.440 .000 -91455.921 -83930.516
LA-MDART LA-3D-RP 87693.218 | 1905.440 .000 83930.516 91455.921
400.0 LA-3D-RP  LA-MDART -117696.667 | 1905.440 .000 -121459.369 -113933.964
LA-MDART LA-3D-RP 117696.667 | 1905.440 .000 113933.964 121459.369

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
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(d)  False negative (FN) ratio

Figure 4.9 shows that the FN ratio of LA-3D-RP and LA-MDART increases as the network size
increases and/or varying nodes’ speed because the routing traffic of both increases with
increasing network size and/or node speed. This leads to more packet collisions in the network,
resulting in an increased FN ratio. The FN ratio of LA-3D-RP is 24%-65% less compared to LA-
MDART under various node speeds because LA-MDART incurs a higher routing overhead than

LA-3D-RP, which leads to more packet collisions in the network.
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Figure 4.9: False negative ratio with respect to network size with varying node speed

Below is the null hypothesis to test the impact of network size and protocols on FN ratio at node

speed 1 m/s, 1.5m/s, and 2 m/s:

Ho: LA-3D-RP does not significantly reduces the FN ratio compared to LA-MDART at node

speeds 1m/s, 1.5m/s, and 2m/s.

Table 4.22: Summary of data analysis of the FN Ratio for LA-3D-RP and LA-MDART at node
speed 1m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: FNR

Type lll Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 4475.067° 17 263.239 2530.687 .000 .996
Intercept 9432.301 1 9432.301 | 90678.740 .000 998
Protocol 2126.554 1 2126.554 | 20443.927 .000 .992
NetworkSize 1918.810 8 239.851 2305.843 .000 991
Protocol * NetworkSize 429.703 8 53.713 516.376 .000 .962
Error 16.851 162 104
Total 13924.219 180
Corrected Total 4491.918 179

a. R Squared = .996 (Adjusted R Squared = .996)
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speed 1.5m/s using ANOVA Two-Factor with replication

Dependent Variable: FNR

Tests of Between-Subjects Effects

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 7655.646° 17 450.332 1653.037 .000 994
Intercept 19742.535 1 19742.535 | 72469.061 .000 998
Protocol 3289.674 1 3289.674 | 12075.430 .000 087
NetworkSize 3636.970 8 454.621 1668.781 .000 988
Protocol * NetworkSize 729.002 8 91.125 334.494 .000 943
Error 44.133 162 272
Total 27442314 180
Corrected Total 7699.779 179

a. R Squared = .994 (Adjusted R Squared = .994)

speed 2m/s using ANOVA Two-Factor with replication

Dependent Variable: FNR

Tests of Between-Subjects Effects

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 11358.037° 17 668.120 2705.927 .000 .996
Intercept 42206.952 1 42206.952 | 170940.814 .000 999
Protocol 3807.198 1 3807.198 15419.390 .000 .990
NetworkSize 6510.191 8 813.774 3295.835 .000 994
Protocol * NetworkSize 1040.649 8 130.081 526.836 .000 963
Error 39.999 162 247
Total 53604.989 180
Corrected Total 11398.036 179

a. R Squared = .996 (Adjusted R Squared = .996)

Table 4.23: Summary of data analysis of the FN Ratio for LA-3D-RP and LA-MDART at node

Table 4.24: Summary of data analysis of the FN Ratio for LA-3D-RP and LA-MDART at node
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Table 4.25: Results: pairwise data analysis of the FN Ratio at node speed 1m/s for LA-3D-RP and

LA-MDART using ANOVA Two-Factor with Replication

Dependent Variable: FNR

Pairwise Comparisons

95% Confidence Interval for
Mean Difference®
Difference (I-
NetworkSize (1) Protocol _(J) Protocol J) _| Std. Error Sig.” | LowerBound | UpperBound
25.0 LA-3D-RP LA-MDART -1.089 144 .000 -1.374 -.804
LA-MDART LA-3D-RP 1,089 144 .000 .804 1.374
50.0 LA-3D-RP LA-MDART -3.567 144 .000 -3.851 -3.282
LA-MDART LA-3D-RP 3.567 144 .000 3.282 3.851
100.0 LA-3D-RP LA-MDART 5,133 144 .000 -5.418 -4.848
LA-MDART LA-3D-RP 5.133 144 .000 4.848 5418
150.0 LA-3D-RP LA-MDART 6.864" 144 .000 -7.149 -6.579
LA-MDART LA-3D-RP 6.864 144 .000 6.579 7.149
200.0 LA-3D-RP LA-MDART 7.445 144 .000 -7.730 -7.160
LA-MDART LA-3D-RP 7.445 144 .000 7.160 7.730
250.0 LA-3D-RP LA-MDART -6.832° 144 .000 -7.117 -6.547
LA-MDART LA-3D-RP 6.832" 144 .000 6.547 7117
300.0 LA-3D-RP LA-MDART 9744 144 .000 -10.029 -9.459
LA-MDART LA-3D-RP 9.744" 144 .000 9.459 10.029
350.0 LA-3D-RP LA-MDART 9548 144 .000 -9.833 -9.263
LA-MDART LA-3D-RP 9.548" 144 .000 9.263 9.833
400.0 LA-3D-RP LA-MDART -11.648 144 .000 -11.933 -11.363
LA-MDART LA-3D-RP 11,648 144 .000 11.363 11.933

Based on estimated marginal means

*. The mean difference is significant atthe .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

Table 4.22, Table 4.23, and Table 4.24 show the results of applying the Two-way ANOVA with

replication on data about the FN ratio for LA-3D-RP and LA-MDART at node speeds 1m/s,

1.5m/s, and 2m/s.
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Table 4.26: Results: pairwise data analysis of the FN Ratio at node speed 1.5m/s for LA-3D-RP and

LA-MDART using ANOVA Two-Factor with Replication

Pairwise Comparisons

Dependent Variable: FNR

95% Confidence Interval for
_Mean Difference
Difference (I-
NetworkSize (1) Protocol  (J) Protocol J) _ Std. Error Sig.? Lower Bound | Upper Bound
250 LA-3D-RP  LA-MDART -2.088 233 .000 -2.549 -1.627
LA-MDART LA-3D-RP 2.088" 233 .000 1.627 2.549
50.0 LA-3D-RP  LA-MDART -3.652° 233 .000 -4.113 -3.191
LA-MDART LA-3D-RP 3652 233 .000 3.191 4.113
100.0 LA-3D-RP  LA-MDART 5719 .233 .000 -6.180 -5.258
LA-MDART  LA-3D-RP 5719 .233 .000 5.258 6.180
150.0 LA-3D-RP  LA-MDART -6.445 233 .000 -6.906 -5.984
LA-MDART  LA-3D-RP 6.445 233 .000 5.984 6.906
200.0 LA-3D-RP  LA-MDART -9.270° 233 .000 -9.731 -8.809
LA-MDART  LA-3D-RP 9.270° 233 .000 8.809 9.731
250.0 LA-3D-RP  LA-MDART -11.379° .233 .000 -11.840 -10.918
LA-MDART LA-3D-RP 11379 233 .000 10.918 11.840
300.0 LA-3D-RP  LA-MDART 11674 .233 .000 -12.134 -11.213
LA-MDART LA-3D-RP 11674 233 .000 11.213 12.134
350.0 LA-3D-RP  LA-MDART 12135 233 .000 -12.595 -11.674
LA-MDART  LA-3D-RP 12135 233 .000 11.674 12.595
400.0 LA-3D-RP  LA-MDART -14.590" 233 .000 -15.051 -14.129
LA-MDART LA-3D-RP 14590 233 .000 14.129 15.051

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
The results of the Two-way ANOVA test (Table 4.22, Table 4.23, and Table 4.24) show that p <
0.05, which leads to the rejection of H,. This shows that LA-3D-RP is statistically significant in
terms of reducing FN ratio compared to LA-MDART. LA-3D-RP is less affected in terms of
routing overhead when merging logical network and difference of the number of lookup queries
that reaches the destination is significant in LA-3D-RP compared to LA-MDART. This confirms

the results related to the high packet delivery ratio of LA-3D-RP compared to LA-MDART.

Table 4.27, Table 4.25, Table 4.26 show the pairwise comparisons of LA-3D-RP and LA-
MDART in terms of FN ratio for each network size at node speeds 1 m/s, 1.5 m/s, and 2 m/s,
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respectively. The results show that LA-3D-RP significantly improves the FN ratio over LA-

MDART when merging two logical networks.

Table 4.27: Results: pairwise data analysis of the FN Ratio at node speed 2m/s for LA-3D-RP and

LA-MDART using ANOVA Two-Factor with Replication

Dependent Variable: FNR

Pairwise Comparisons

95% Confidence Interval for
_Mean Difference
Difference (I-
NetworkSize  (I) Protocol __(J) Protocol J) _ Std. Error Sig.” Lower Bound | UpperBound
25.0 LA-3D-RP LA-MDART -1.893 222 .000 -2.332 -1.454
LA-MDART LA-3D-RP 1893 222 .000 1.454 2.332
50.0 LA-3D-RP LA-MDART 3.951" 222 .000 -4.390 -3.512
LA-MDART LA-3D-RP 3.951 222 .000 3.512 4.390
100.0 LA-3D-RP LA-MDART 5950 222 .000 -6.389 -5.511
LA-MDART LA-3D-RP 5.950 222 .000 5.511 6.389
150.0 LA-3D-RP LA-MDART -7.008 222 .000 -7.447 -6.569
LAMDART LA3D-RP 7.008" 222 000 6.569 7.447
200.0 LA-3D-RP LA-MDART -10.149~ 222 .000 -10.588 -9.710
LA-MDART LA-3D-RP 10.149" 222 .000 9.710 10.588
250.0 LA-3D-RP LA-MDART 9493 222 .000 -9.932 -9.054
LA-MDART LA-3D-RP 9.493 222 .000 9.054 9.932
300.0 LA-3D-RP LA-MDART 12376 222 .000 -12.814 -11.937
LA-MDART LA-3D-RP 12.376 222 .000 11.937 12.814
350.0 LA-3D-RP LA-MDART -13.888 222 .000 -14.326 -13.449
LA-MDART LA-3D-RP 13.888 222 .000 13.449 14.326
400.0 LA-3D-RP LA-MDART -18.075 222 .000 -18.514 -17.637
LA-MDART LA-3D-RP 18.075* 222 .000 17.637 18.514

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
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Figure 4.10: Percentage of improvement provided by LA-3D-RP over LA-MDART as a function of
the node number at various node speed
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4.7 CONCLUSION

Physical network partitioning and merging in MANETs may occur due to limited transmission
range and mobility of nodes. This partitioning and merging leads to logical network partitioning
and merging in DHT-based routing protocols. Two crucial issues to address for DHT-based
routing protocols in MANETs are the mismatch problem and the resilience of the logical

structure that aggravates when merging two distinct logical networks.

This chapter comprehensively discusses the challenges and issues related to the merging of two
DHT-based logical networks and proposes a leader-based approach to detect and merge the
logical networks. Moreover, the leader-based approach is embedded in 3D-RP and MDART to
compare their performance in resolving the mismatch problem, especially when merging logical

networks.

Simulation results show that LA-3D-RP scales well as the network size increases and is effective
in merging logical networks. Compared to LA-MDART, LA-3D-RP reduces the end-to-end
delay between 11% to 46% and increases the packet delivery ratio between 6% to 29%. In
addition, LA-3D-RP incurs lower routing overhead, false negative ratio, and path-stretch ratio,
which makes it attractive for large scale MANETs. Compared to LA-MDART, LA-3D-RP
reduces routing overhead between 13% to 30% and improves the path-stretch ratio between 25%

to 27%.

In conclusion, the simulation results show that LA-3D-RP has successfully addressed the

mismatch problem and is a resilient logical structure to smoothly merge two logical networks.
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We intend to extend our work to provide an analytical comparison of our approach compared to

MDART.
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5 3D P2P OVERLAY OVER MANETS

This chapter presents a new content sharing protocol for peer-to-peer (P2P) overlay networks
over MANETSs, which is inspired from 3D-RP (see Chapter 3 for detail) and uses both a
distribute hash table (DHT) and a location-based addressing scheme in order to assure a scalable
content sharing protocol for peer-to-peer (P2P) overlays over MANETS. The protocol, referred to
as 3D overlay protocol (3DO)(Abid et al., 2014a), works at the application layer and assumes
OLSR as an underlying routing agent at the network layer, similar to the one in MANET
adaptive structure for peer-to-peer networks (MA-SP2P) (Shah et al., 2012) because we want to
see only the impact of mismatch between the overlay and the physical topologies. Moreover,
OLSR is proactive in nature and routes towards next hop peers are immediately available. The
performance is evaluated by means of numerical simulations across several scenarios. The
results show that 3DO outperforms traditional P2P overlay protocol whenever the peer ratio and
node speed increases, assuring satisfactory performances also for large networks operating in the

presence of high data rate and moderate node mobility.

5.1 INTRODUCTION

P2P computing refers to a technology that enables two or more peers to collaborate
spontaneously in an overlay network by using appropriate information and communication
systems without the necessity for central coordination (Castro et al., 2010). A P2P overlay
network is a robust, distributed and fault-tolerant network architecture for sharing resources like

CPU, memory and files.

The P2P overlay network approaches were initially proposed to work at the application layer for

P2P overlay over the Internet (Stoica et al., 2003, Rowstron and Druschel, 2001, Pourebrahimi et
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al., 2005, Matei et al., 2002, Meshkova et al., 2008). Later on, due to the advances in wireless
and mobile technology, P2P overlays are deployed over MANETS (Oliveira et al., 2005, da Hora
et al., 2009, Kummer et al., 2006, Li et al., 2006, Hwang and Hoh, 2009, Sozer et al., 2009, Lee
et al., 2008, Shin and Arbaugh, 2009, Shah and Qian, 2010c, Macedo et al., 2011, Liang et al.,
2011, Lee et al., 2013, Shah et al., 2012, Shen et al., 2013, Fanelli et al., 2013, Li et al., 2013,

Kuo et al., Papapetrou et al., 2012).

These approaches can be roughly classified into structured (Oliveira et al., 2005, da Hora et al.,
2009, Kummer et al., 2006, Li et al., 2006, Hwang and Hoh, 2009, Sozer et al., 2009, Lee et al.,
2008, Shin and Arbaugh, 2009, Shah and Qian, 2010c, Macedo et al., 2011, Liang et al., 2011,
Lee et al., 2013, Shah et al., 2012, Shen et al., 2013, Fanelli et al., 2013, Li et al., 2013, Kuo et
al., Papapetrou et al., 2012) and unstructured (Shah and Qian, 2010a, Shah and Qian, 2011, Shah

and Qian, 2009) overlays.

The P2P overlay is dynamic, where peers join/leave for content sharing. Such a peer-to-peer
communication paradigm is very important in a MANET as a centralized server might not be
available or located in the MANET. Therefore, P2P is an interesting alternative for
decentralizing services or making its own local resources available in the MANET to serve local

user communities (Castro et al., 2010).

The P2P overlay network provides a lookup service (i.e., searching for resources) handling flat
identifiers with an ordinary query response semantic (Castro et al., 2010). This service is often
implemented using Distributed Hash Tables (DHTSs), such as Chord (Stoica et al., 2003), Pastry
(Rowstron and Druschel, 2001) and CAN (Ratnasamy et al., 2001). A DHT defines how an

overlay is fabricated (i.e., it defines the logical addressing of peers) and how keys are maintained
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(i.e., lookup procedure). It maps application data/ values to keys that are m-bit identifiers drawn

from the logical identifier space.

There are various P2P application scenarios, where a P2P overlay over MANETS can be used to
share resources. Possible resource sharing application scenarios can be found at airport lounges,

music concerts, bus stops, railway stations, university campus, cafeterias, etc.

In this chapter, we consider a scenario of structured P2P overlay over a MANET, where not all
nodes share and access files, i.e., some nodes are peers and others are non-peers. A peer node is a
member of the P2P overlay network that shares and/or accesses a resource (e.g., a video file)
while a non-peer node does not. The P2P overlay network works at the application layer and

assumes that routing at the network layer is provided by an underlying routing protocol.

Recently, several schemes have been proposed for structured P2P networks over a MANET
(Oliveira et al., 2005, da Hora et al., 2009, Kummer et al., 2006, Li et al., 2006, Hwang and Hoh,
2009, Sozer et al., 2009, Lee et al., 2008, Shin and Arbaugh, 2009, Shah and Qian, 2010c,
Macedo et al., 2011, Liang et al., 2011, Lee et al., 2013, Shah et al., 2012, Shen et al., 2013,
Fanelli et al., 2013, Li et al., 2013, Kuo et al., Papapetrou et al., 2012). Constructing a structured
P2P overlay over MANET gives rise to some challenges that are imperative to address in order
to make the P2P protocol robust and scalable. The issues that must be considered when designing
a structured P2P overlay over MANET is similar to when designing 3D-RP, namely the
mismatch between the overlay and the physical network, and the resilience of the overlay
structure. These issues need immediate attention and affect the performance of the structured

P2P overlay over MANET in terms of path-stretch ratio, long routes, and file discovery delay.

175



In this chapter, we propose a novel protocol for constructing a structured P2P overlay over

MANETs that exploits a 3-dimensional overlay structure (3D-Overlay), named the 3-

dimensional overlay protocol (3DO), to arrange peers in an overlay that interprets the physical

relationship of peers in a 3-dimensional logical space (3D-LID space). The 3D-LID space gives a

peer the liberty to exactly interpret the physical relationship of peers in the 3D-Overlay.

3DO differs from the work in Chapter 3 in the following ways:

Both 3DO and 3D-RP are proposed to handle the mismatch problem, but they are
conceptually different and are designed to work at different layers. 3DO is a content
sharing protocol designed to work at the application layer for content sharing in P2P over
MANETSs (P2P over MANET is separate domain) whereas 3D-RP is a routing protocol

that is designed to work at the network layer for routing packets.

3DO uses OLSR as an underlying routing protocol for routing packets at both control and
data planes because 3DO is designed for content sharing at the application layer and is
unable to find routes towards destination peers. On the other hand, 3D-RP is
implemented directly at the network layer for routing of packets and has nothing to do

with the content sharing at the application layer.

When a logical network is maintained over a physical network for routing at the network
layer, the mismatch problem occurs between logical and physical network. The same
mismatch problem arises when a structured overlay is maintained at the application layer.
3DO arranges peers in a 3D overlay structure. We tackled the same problem that arises at

the two conceptually different types of networks.
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e The methodology used to handle the mismatch problem in P2P overlay at the application

layer is different from the one in 3D-RP as follows:

(@]

In 3D-RP, the distance between a node and its 1-hop neighbor node is calculated
using RSS. In 3DO, the distance between two logically linked neighbor peers is the
number of hops between the peers, which is obtained using the underlying routing
protocol, i.e., OLSR. Distance calculation using RSS is not possible in P2P overlay

because peers may be multi-hops away from each other.

In 3D-RP, all nodes in the physical network compute a logical identifier and are part
of the 3D logical network. In 3DO, only peers obtain logical identifiers and become a
part of the 3D P2P overlay. The non-peers: i) do not possess any logical 1D; ii) do not

maintain index information of files; and iii) are not part of a 3D overlay.

In 3D-RP, each node joins the 3D logical network upon receiving at least one hello
message from its 1-hop logical neighbor nodes. In 3DO, a join request message and
join reply message are used by a peer to join a 3D Overlay (see Section 5.2.1 for

detail).

In 3D-RP, each node N stores its mapping information (its LID and UID) at another
node Q, which acts as an anchor node for N. Therefore, in 3D-RP, each node has only
one anchor node. However, in 3DO, after establishing the overlay network at the
application layer, each peer obtains the index information of its shared files by
applying a hash function over each shared file. Then, a peer stores the index

information of its shared file at a peer that has the closest LID to that of the hashed
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value. Therefore, a peer may share several files and each of these files may have
different hashed values that are stored at different peers. Therefore, in 3DO, a peer

can have multiple anchor peers, where its shared files are stored.

In 3D-RP, after getting the mapping information from the anchor node, a source node
sends the packet to the destination node using the DHT-based routing (3D algorithm).
In this 3D-RO, after getting the index information of a file from the anchor peer, the

source peer retrieves the file from the destination peer using OLSR.

In 3D-RP, if a node nl wants to send a packet to another node n2, nl selects one of its
1-hop neighbor nodes that is logically close to the destination node n2 as the next
hop. In 3DO, if a peer p1 wants to access a data item C, and C resides at peer p2 in
the network, then the underlying protocol, i.e., OLSR, provides the route from pl to

p2 at the network layer.

In 3D-RP, the simulation results are compared with MDART, which is a DHT-based
routing protocol for MANETSs and operates at the network layer. 3DO is compared
with MA-SP2P, which is designed for content sharing at the overlay (application)

layer for P2P overlay over MANETS (see Chapter 6 for detail).

The above comparison would be helpful to understand the difference between the two protocols.

In summary, 3DO is designed to achieve the following requirements:

i)

To avoid long routes, the neighboring peers in an overlay should also be adjacent in
the physical network in order to reduce control traffic and lookup latency in the

network, as discussed in (Shin and Arbaugh, 2009, Shah and Qian, 2010c);
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i) To avoid redundant traffic, a peer in an overlay should be logically close to all its
physically adjacent peers. This allows a lookup query from the peer to always be
forwarded closer to the destination peer in both the physical network and the overlay
network. The lookup query, therefore, observes a short route in the physical network

that speeds up the lookup process and reduces the routing traffic;

iii) The file should be retrieved from the source peer (the peer with the actual data item)

by the requesting peer via the shortest physical route in the network;

iv) The protocol should adapt to node mobility. When the connectivity among the peers
changes in the physical network due to node mobility, the overlay network should be

updated accordingly;

V) The system should be adaptive to network churn. When a peer joins or leaves the P2P

network, the P2P overlay should update itself accordingly;

Vi) The system should be distributed in nature in the following sense. First, a system
operation should be carried out locally so that the operation has the minimum global
effect on the network. Second, the system operation should require local information

rather than global information about the network.

In the following section, the motivation behind the proposed 3D-structure and the detail of the

proposed 3D Overlay (3DO) over MANETS are explained.
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5.2 3D Overlay Protocol (3DO)

3DO resorts to an application layer architecture, where each peer has a permanent UID (e.g., IP
addresssMAC address) that identifies the peer in the physical network, and a transient logical
identifier that reflects the peer’s relative location with respect to its neighboring peers in the 3D-

Overlay.

Algorithm 1: Handling of JQRST and JRPLY()

1: Joining peer P Broadcast JQRST using ERS

2: if receive JRPLY then

3: | store neighbor peer info in NT,

4:end if

5: if Ty, expires then

6: | if NT,#null then

7 set X; = { Select P,; € NT,, such that Py, is a logical neighbor peer of P, which

is either 1-hop or 2-hop away }

set X, = {Select Py, € NT, is a 1-hop logical neighbor peer of P}

9: Build a connected weighted undirected graph of P and Py, € X;

{/*Weight are based on hop distance between P and P, in the physical network
and calculated using Eq. 1*/}

10: Execute the MST algorithm with P as a source vertex

11: set Y = { Py : Py is adirectly connected neighbor of P in MST}

12: set Z = { select Py, | Py € Y and P, ¢ Xy}

13: send Cprob towards Py, € Z

14: remove all Pq € NT, |Py € Xpand-Pg ¢ Y

15: call LIDComputation()

®

16:| else

17:| | setLIDp={1[1]1}-0
18:; endif

19:end if

The distance information between two peers is obtained from OLSR. Weights are assigned to
each link using the inverse distance function providing connectivity to its neighboring peers on
the basis of their distances. In our system, a peer builds the minimum spanning tree (MST) and
assigns LIDs to peers by using local neighboring peers information that makes our protocol

distributive in nature.
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The detail of each component of the 3DO is presented in the following subsections.

5.2.1 Peer Join

To join the P2P network, a peer P; broadcasts a join request message (JRQST) in the network
using the expanded ring search (ERS) algorithm (Hassan and Jha, 2004) in order to find the peers
that are physically adjacent to itself in the network. To join the network, a peer is required to
listen for a certain waiting time, Ty, to receive a join-reply message (JRPLY) from an existing
peer corresponding to the JQRST. A peer node sends the JRPLY to P; upon receiving JRQST.
The JRPLY from peer P contains P’s LID, its directly connected neighboring peers along with
their distances to P. Algorithm 1 illustrates the handling of JRQST and JRPLY. Upon receiving
JRPLY, Pj stores the information in the JRPLY message in its peer-routing table. Then, P;jbuilds
a weighted undirected connected graph consisting of itself, its directly connected neighboring
peers and its 2-hop neighboring peers, i.e., neighboring peers of Pj’s directly connected peers.
The weight of the link in the graph between two logically linked peers is obtained by taking the
inverse of the distance (in term of number of hops) between them in the physical network. The
distance information is obtained from the underlying routing agent, i.e., OLSR, by using the
cross-layer mechanism and its peer-routing table. Using this graph, the joining peer P; executes
the MST with itself as the source vertex. P; stores a peer as its directly connected neighboring
peer if that peer is directly adjacent in MST and has not been selected previously as a directly
connected neighboring peer. P; removes a peer from the directly connected neighboring peer list
if that peer is no longer adjacent in its MST. This is done in order to obtain the physically closest

peers in the network, achieving requirement (i) in Section 5.1.
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A non-peer node simply forwards the JRQST to another node when receiving it, provided the
time-to-live (TTL) value of the JRQST message has not expired. P; stops sending JRQST when

Tw reaches the maximum threshold.
After T,, expires, the joining peer computes its LID based on one of the following cases:

e If the joining peer does not receive any JRPLY, it assumes that there is no online peer in

the P2P network, so it automatically assigns itself the LID {1]1|1}-0.

e If the joining peer receives at least one JRPLY, it computes its LID with respect to its
physical adjacent neighboring peer(s) using the heuristics explained in Case 1 to Case 4
below, achieving requirement (ii) in Section 5.1. Assume node P; is the existing peer in

the P2P network with LID {1]1|1}-0.

(a) Case 1: If peer P; joins and finds P; as its only neighboring peer, P; obtains its distance in
hops to P; from its routing agent and checks P;i’s neighboring peers information received in
JRPLY. If P; does not have any neighbor except P;, peer Pjselects the first available dimension
of peer P; (say, +x-dimension) out of the six dimensions along the positive and negative axes in

the local 3D-Overlay of P; and calculates its LID; using the following formula: {T;, +

(Lsii’C+)|Tiy|Tiz}, where Ti, Tiy, and Tj; are the three tuple of the LID; of peer P;, and LSPi+ is

the maximum range of peer Pi’s LID space portion in the positive X-dimension. By using this
formula, peer P; obtains % of peer P;’s LSPi+. The purpose here is to give a greater LID space
portion to the corner peers so that they can accommodate new peers in the future. After obtaining
its LID;, node P; sets its dimension parameter to 1 as LID; belongs to the positive x-dimension.

Algorithm 2 illustrates the computation of LID in Case 1.
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Using a similar procedure, the joining process of peers P, and Ps along with their LIDs are

shown in Figure 5.1. Peers P, and Ps compute their LIDy and LIDs corresponding to negative x-

dimension and the positive y-dimension by using the following formula: {T;, + (LSTX_)|Tiy|TiZ}

and {T;,|T;y, + (LS}TTier)mz}, respectively, where LSPix- is the maximum range of the LSP for

peer P; in the negative x-dimension and LSPj,+ is the maximum range of LSP for peer P; in
positive y-dimension. Moreover, peers P, and Ps set their dim value to 2 and 3, respectively.

Figure 5.1 illustrates the joining of peers Pj, Py, and Ps.

Algorithm 2: LIDComputation() (Casel)

Required: Information related to neighbor peer P; is stored in P’s peer-neighbor table (NT,) and
hop distance to P; is obtained using routing agent, i.e., OLSR at joining peer P.

1:if 3P; € NT, : (3Pme Nbr(P;)) = P; then

2. | dimy — NextAvailableDim(P, P;)

4: else

5: | dim, « first(dim(Py)

6: end if

7: LIDy «— ComputeLID(P;, dimy)

The basic motivation for the decision choices made in Case 1 is to map the physical intra-
neighbor relationship of a peer in the 3D-Overlay. If two neighboring peers are not directly
linked logically to each other, it means these two neighboring peers exist physically in two
different dimensions of the peer. In such scenarios, 3DO is capable of assigning LIDs to peers in

the overlay that reflects the physical intra-neighbor relationship of peers.

(b) Case 2: If peer P, joins the overlay, as shown in the Figure 5.1, and receives JRPLY from
two peers P; and Pj, and both P; and P; are logically adjacent in the overlay network, then peer
P, first obtains the distances dqi and dg; in number of hops using its routing agent. P, assigns

weights to each of these links using a simple inverse distance weighting function,
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where W is the weight assigned to the link between a newly joining peer Py, and its
neighboring peer Py, d is the distance in hops between P, and Py, and p is a positive real
number, called the power parameter, whose value is assumed to be 2 because greater

values of p assign greater influence to peers closest to the joining peer.

Here, the weight decreases as the distance in hops increases from the joining peer. After

assigning weights to its neighboring peers, P, checks for a common neighboring peer between P;

and P;.
— Pnpr Wink Pnpr Wink Pnpr Wink
LIDm={ Zk=1 Prbr o Thex | 2ux1 Eye— Ty | 2x2y [y Tz } (2)
z:j=1 Wm} Zj=1 Wm} Zj=1 Wm]

where m is the newly joining peer and P> 2 are 1-hop neighboring peers of m, Wy and Wy;
are the weights assigned by m to its neighboring peers P, and P, respectively, using the inverse
distance function, and Ty, Tky, and Ty, are the corresponding tuples Py’s LID in the X, y and z

dimensions.

Q) If there is no common peer between P; and P; in the overlay, P, finds an available
common octant between P; and Pj, and computes LID, corresponding to a common
octant using Eq(2). Furthermore, P, sets the signs of each tuple according to the sign

dimensions of an available common octant between peers P; and P;.

(i) If a common neighboring peer exists (say, peer Pgy) between P; and P; in the overlay,

P: finds the next available common octant between P; and Pj, and calculates LID;
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corresponding to the dimensions of that common octant using Eq(2). Algorithm 3

illustrates the computation of LID in Case 2 and Case 3.

Algorithm 3: LID Computation() (Case 2 and Case 3)

Required: Information related to neighbors P;, Py is stored in P’s peer-neighbor table (NT,) and
hop distance to P; and Py is obtained using routing agent, i.e., OLSR at joining peer P.

1: if 3P;,Pqe NT, : Ppe Nbr(P;) and Pie Nbr(Pg) then

2: oct, « first(octig)

3 if 3P; € Nbr(P;) and Nbr(Pg) then /* P refers to any common neighbor peer other than P
4: | | oct, < NextCommonOctant(Pc,P;,P,)

5: | else

6: | | oct, «— FirstCommonOctant(P;,Py)

7: | endif

8: else if 3P;,Pqe NT, : Pq ¢ Nbr(P;) and P; ¢ Nbr(Pg) then
9: Peer adj < false

10: if 3P; € Nbr(P;) and P. € Nbr(Py) where P # P then
11:| | LID;« Compute(Pi,Pq,Peer_adj) /* using Eq. 3
12:| else

13: Pﬂag =null

15: if hopDist(P;, P) < hopDist(Pg, P) then

16: dim, < NextAvailableDim(P;)

17: Pﬂag =P

18: else if hopDist(P;, P) > hopDist(Pg, P) then

19: dim, < NextAvailableDim(Py)

21: Pﬂag = Pq

22: else

23: if (CountAvaialbleDim(P;) > CountAvailableDim(P;) then
24: dim, < NextAvailableDim(P;)

25: I:)ﬂag =P;

26: else

27: dimp « NextAvailableDim(P)

28: Pﬂag = Pj

29: end if

30: LID, «— ComputeLID(Psayg, dimp)

31: end if

32: end if

33:end if
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Figure 5.1: The peer-joining process. The dashed lines are the physical links between neighboring peers

in the physical network.
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The decision choices made in Case 2 is to address a peer’s physical adjacency to its neighboring
peers and to assign a relative LID to the peer with respect to its adjacent neighboring peers. To
obtain the exact relative position of the peer, 3DO exploits Shepard’s interpolation method to
assign LID to a newly joining peer with respect to its discrete set of neighboring peers. This is an
attempt to exactly map the relative position of a peer in the overlay network with respect to its

neighboring peers in the physical network.

Pn s PTl T Pn T
LIDm = {Zk=b1 Tkx |Zk=b1 Tkyl Zk=b1 Tkz} (3)

where, m is a newly joining peer and p>2 are 1-hop neighboring peers of m. Tiy, Tiy, Tk,

are tuples of non-adjacent neighboring peers corresponding to each dimension.

(c) Case 3: Suppose peer P, joins and has access only to peer P, and Ps, which are not adjacent
to each other in the overlay network as shown in Figure 5.1. Py, first calculates its distance, i.e.,
dpr and dgs in number of hops using the routing agent and assigns weights to each link using

Eq(1). Then, peerP, checks for common neighboring peers between P, and Ps in the overlay.

(i) If a common neighboring peer exists (say, node P;) between P, and Ps, then P, computes

LID, simply by adding each tuple of peer P, and P using Eq(3).

(it) If there is no common neighboring peer, then P, calculates LID, by using the available
dimension of either P, or Ps depending on two parameters: a) a neighboring peer that is
closer in terms of distance, i.e., number of hops, and b) a neighboring peer that has more
available dimensions. Algorithm 3 is used to get a relative position with respect to non

adjacent neighboring peers in Case 3.
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Algorithm 4: LID Computation() Case 4

Required: Information related to neighbors P;, Py, and Py, is stored in P’s peer-neighbor table
(NTp) and hop distance to P;, Py, and Py, is obtained using routing agent, i.e., OLSR at joining peer
P.

1: PeerCommon« false

2:if 3P;,Pg,Phe NT, : Pqe Nbr(P;),Nbr(Py) and P;e Nbr(P4),Nbr(Py) and Pne Nbr(P;),Nbr(Pg)

then

3: LID, « ComputeLID(P;,Pq,Pn)

4: return

5:else if Pje Nbr(Pg),Nbr(Pn) and Py ¢ Nbr(Ph)) and Pn & Nbr(Pg) or Pqe Nbr(P;),Nbr(P)
and P; ¢ Nbr(Py) and P ¢ Nbr(P;) or Phe Nbr(Pq),Nbr(P;) and P4 ¢ Nbr(P;)) and P;
¢ Nbr(P,) then

6 PeerCommon«— true

7 LID, «— ComputeLID(P;,Pq,Pn) /* using Eq. 2
8: return
9

10: LID, « ComputeLID(P;,Pq,Pn, PeerCommon) /* using Eq. 3
11:end if

The decision made in Case 3 addresses the physical non-adjacency of neighboring peers and to
assign relative LID to the joining peer in the 3D-Overlay with respect to its non-adjacent
neighboring peers. 3DO also exploits the information about a common neighboring peer
between two non-adjacent neighboring peers before assigning a LID to a joining peer. If a
common neighboring peer exists, it shows some kind of relationship between these two non-
adjacent neighboring peers. 3DO uses this relationship to assign a relative position in the overlay
to a joining peer in order to minimize the path-stretch caused by the mismatch between the

overlay network and the physical network as explained in Section 2.3.3.

(d) Case 4: If P¢ joins the P2P network and receives JRPLY messages from peers P;, P4 and Py,

as shown in Case 4 of Figure 5.1, then either of the following cases holds.
0] If P;, Pq, and Py, are adjacent, then P calculates LID by using Eq (2).
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(i) If there exists two non-adjacent peers Py and Py, then P¢ checks for a common
neighboring peer between Py and Py. If node P; is a common neighboring peer to Py
and Py, P, computes LID; using Eq (2). If there exists either a common neighboring
peer other than P;, Py, or P, or there is no common neighboring peer, P calculates

LID. using Eq(3). Algorithm 4 illustrates the computation of LID in Case 4.

The sequence diagram in Figure 5.2 summarizes the peer joining algorithm. In addition to
calculating its LID, each joining peer in Cases 1 to 4 sets its dim value by checking the dim value
of its base peer(s). The term ‘base peer’ refers to peers that are involved in the computation of
the joining peer's LID. If the base peers are in the same dimension, the joining peer sets its dim
value to that of its base peers. If the base peers have different dim values, the joining peer sets its

dim value to the dim value of a base peer that is closer in terms of distance.

After computing its LID, a joining peer P sends a connection-probe message (CProb) to each of
its base peers, containing P’s computed LID, the list of P’s directly connected neighboring peers
and their distances from P. When a base peer receives a CProb, it stores the information of
CProb in its peer routing table and sends a connection-reply probe message (CRProb) to P. Any
change to the peer-routing table at a peer triggers an information update to its directly connected

neighboring peers.

After joining the P2P network, P computes the ID of its shared files by applying the hash
function. Then P stores the index information of the shared files similar to the way in which a

lookup query is forwarded, which is discussed in detail in Section 5.4.
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Figure 5.2: Flow chart of Peer Joining Algorithm

Figure 5.3 illustrates the local view of the 3D-Overlay of peer P; and its neighboring peers in the
P2P network that is built according to the joining process of 3DO. Figure 5.3 is helpful in
visualizing the arrangement of peers according to their LIDs in the 3D-Overlay. The dotted lines

are the physical links between the peers. The dashed lines are the three planes of the local 3D-
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Overlay of P;. The alphabets represent the IP addresses of the peers while roman numerals

represent the eight octants of P;’s 3D-Overlay.

Figure 5.3 shows the logical mapping of the physical relationships of P; with its 1-hop
neighboring peers shown in Figure 5.1. This relationship is expressed in terms of LIDs and
logical dimensions of nodes in peer P;’s 3D-Overlay that allows the peers to calculate their LIDs
such that the physically close peers have close LIDs. It can be seen from Figure 5.1 and Figure
5.3 that 3DO exactly maps the physical intra-neighbors relationship of peer P; with its 1-hop
neighboring peers in terms of their LIDs. The neighboring peers of P; in the overlay network are
adjacent in the physical network and peer P; in its local 3D-Overlay is logically close to all its
physically adjacent neighboring peers. This avoids long routes and redundant traffic overhead,
and decreases the end-to-end delay caused by the mismatch between the overlay and the physical
network discussed in Section 2.3.3. Other peers in the P2P network build their local 3D-Overlay
in the same way by arranging their 1-hop neighboring peers according to their LIDs computed by

3DO.

In addition, 3DO is resilient against peer/link failures and facilitates multipath routing because
each peer maintains all its physically adjacent neighboring peers to leverage an alternative route

if the next peer towards the destination peer fails/moves.

In 3DO, we assume that a peer P does not inform any of its neighboring peers before leaving the
network. In this case, the index information of files at P can be retrieved from the secondary
anchor peer (see Section 5.5 for detail), but the shared files that are stored at P are lost. This
problem can be handled by replicating the shared files at one of a peer’s logical neighbor of its

local 3D-overlay. We would like to handle this problem as a future work.
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Figure 5.3: A logical view of the physical arrangement of neighboring peers in the local 3D-

Overlay of peer P; maintained by the 3DO.

5.2.2 Update

In 3DO, each peer periodically exchanges probe messages with its directly connected
neighboring peers to update and maintain connectivity. For two logically linked peers, the peer
with the lower peer ID initiates the sending of the probe message to maintain the link. This rule
avoids redundant probe message transmissions. The probe message of a peer P contains its LID
in the form of a three-tuple and P’s directly connected neighboring peers along with their
distances from P. When P does not receive any probe message from a base peer P1 before the
time expires, P assumes that P1 has either failed or moved out of its transmission range. After
detecting this, P sets a timer T, to wait for a specific period of time to allow P1 to reconnect
with P. When this timer expires, P computes a new LID if it no longer connects to any of its base

peers. For this purpose, it builds the MST consisting of itself as the source vertex, its directly
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connected neighboring peers and its 2-hop away neighboring peers, i.e., neighboring peers of P’s
directly connected peers. Then, it computes a new LID based on the updated list of the directly
connected peers. 3DO attempts to maintain the overlay closer to the physical network when the
physical network changes due to node mobility. Therefore, requirement (iv) in Section 5.1 is

satisfied.

Each peer in the P2P network also periodically refreshes its shared files index information by
sending probe messages to the corresponding peers, i.e., anchor nodes. Similarly, if P does not
receive a probe message of the index information of one of its stored files and the lifetime of the

index information expires, P removes that index information from its LID space portion.

5.3 Primary Anchor Peer Computation and File Index Information storage
After computing its LID, each peer performs two operations:

)} it retrieves from its neighboring peers the index information about files with keys

closest to its LID and acts as the primary anchor peer (PAP) for these files, and

i) it computes the keys for its stored files and sends the index information of these files

to their respective PAPs.

To send the file f’s index information (i.e., P’s LID, file’s key) to some other peer in the P2P
network that would later act as a PAP for the files stored at peer P, peer P applies the hash
function to file f and generates a key k whose value is within the range of the LID space. The
LIDs of peers in the P2P network and the key k are drawn from the same LID space. Therefore,
the key k is in the form of an ordered three tuple, where each tuple is within the specified range

of the LID space on each axis.
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After computing the file key k, the peer P builds the file-index information store (FIS) message
for the key k. The FIS contains P’s LID, and UID and the key k. A peer whose LID is closest to k
stores the index information of that file. To route the FIS message with destination address Kk,
each peer uses information about its 1-hop logical neighboring peers (Pnyr) and neighboring peers
of Pror (Pusr—nsr) received in the probe messages. The FIS is forwarded to one of its Py, Or
P.sr—npr that has the same dimension parameter as that of k and offers the closest position in
every tuple of its LID with respect to k, i.e., with the least sum of difference (LSD) to k. This is
achieved simply by computing the sum of difference (SD) of each tuple of Ppyr Or Pp— s With
the corresponding tuple of k using Eq(4), and then selecting one of them as a next hop with the

LSD to the k using Eq(5). Algorithm 5 illustrates the handling of FIS message.

Algorithm 5. File information Storage ()

Require: Received FIS message (M) for File’s key k at peer P (LIDp and UIDp) and Information
related to all local neighbor peers is stored in the peer-neighbor table (NT)

1: if dim, == dimy then

2: | flag « true, SDy « SumDiff(LIDy, k)

3:end if

4: Select P; € NTp such that VP; € NT, i # j : SD; «— SumDIiff(LID;, k) < SD;j «<— SumDiff(LID;, k)

5:if flag ==true and SD, < SD; then
6
7
8
9

: | store File’s location information in FIS
. else

send M to P;
-end if

If such a neighbor does not exist, the peer simply forwards the FIS to its base peer. If P has the
LSD, then P examines its peer-routing table for index information that matches k. Otherwise, P
forwards the FIS to one of its neighboring peers that has the least SD. This process is repeated at

each peer until the FIS arrives at the peer closest to the key k (PAP for the key k).
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For example, P, in Figure 5.5 applies a hash function over file f and generates a key k, i.e., hash
(f) = k ={420|100|14}-3. P, then builds the FIS message for the file f’s key k. In order to forward
the FIS, peer P, first checks its 1-hop logical neighboring peers (Pynbr), 1.€., peer Ps{1]|257]1}-3
and its neighbors of neighboring peer (Pu.upr—npr), 1.€., Py with LID{513|257|1}-3 in its peer-
routing table as shown in Figure 5.4. Both the neighboring peers,Ps and Py, have the same dim
value as that of the key k. Peer P, then calculates the sum of difference of its neighboring peers
Ps and P; using Eq(3), i.e., SDs = {|1-420|=419}+{|257-100|=157} + {1-14=13} — {419+157+
13}-{589} and SDi= {|513-420|=93} + {|257-100|=157} + {1-14=13} — {93+157+13}—
{263}, respectively, with respect to the key k, i.e., {420|100|14}-3. P, then sends the FIS as
shown in Figure 5.5 to peer P; having the least SD, i.e., 263 to the key k. Upon receiving the FIS,

P: finds itself closest to k and stores the file f’s index information received in FIS.

Routing Table of Node ‘P;” with LID {257|1|1}-1

Dimension Next Ho Cost Is Base 1-hop neighbors  Costto 1-hop Is Base Peer
ID P Peer of Neighbor Neighbor of Neighbor
{1/1)1}-0 2 Yes {65|-65|65}-1 3 No
0 {64/64|64}-1 4 No
{-255|1|1}-2 4 No
{1]257|1}-3 4 No
1 {65|-65|65}-1 2 No {1)1)1}-0 3 Yes
{64]64|64}-1 2 No {11j1}-0 3 Yes
Routing Table of Node ‘P,” with LID {1|257|1}-3
Dimension Next Ho 1-hop neighbors ~ Cost to 1-hop Is Base Peer
ID P of Neighbor Neighbor of Neighbor
{1)1]1}-0 2 Yes {65|-65|65}-1 3 No
{64/64/64}-1 4 No
0
{-255|1|1}-2 4 No
{257]1]1}-1 4 No
3 {1/513|1}-3 2 No -
{513|257|1}-3 2 No

Routing Table of Node ‘P,” with LID {1|513|1}-3

Dimension Next Hop Cost Is Base 1-h_op neighbors of Co;t to 1-hop Is Bage Peer
ID Peer Neighbor Neighbor of Neighbor
0 - - - - - -
3 {1)257]1}-3 2 Yes {513|257|1}-3 4 No

{1)1)1}-0 4 Yes

Figure 5.4: Peer-routing table for peers Pj, Ps and Py
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5.4 File discovery

To retrieve a file f, P applies the hash function to f, producing a key k within the range of the LID
space. After obtaining the key k, peer P builds the file-lookup query (FLQ) for the key k. FLQ
contains the requesting peer’s LID and UID, and the key k. A peer whose LID is closest to k is
responsible for k. To route FLQ with destination address k, each peer (similar to the routing of
FIS) uses information about its P, and P,,;—..5- that is received in the probe messages. The peer
forwards the FLQ to one of its peers Ppyr Or P, that has the same dim value to that of k and
offers the closest position in every tuple of its LID with respect to k, i.e., with the least sum of

difference (LSD) to key k.

SDypr = (ITnbrx_Tkxl) + (ITnbry_TkyI) + (lTnbrz_Tkzl) (4)
LSDypr = minnbrELnbr SDypr 5)

where, SDpyr is the sum of difference of each element of L, ’s LID to the corresponding
element of k or hashed value; Tnorx, Tnbry, Trbrz are three tuples of Loy ’s LID, and Ty, Tk,
Ty, are three tuples of k or hashed value; LSDyy, is the least sum of difference of Ly, and

I—nbr are Pnbr and Pnbr—mbr-

When the anchor peer responsible for the key k receives the FLQ, it sends the file-lookup reply
message (FLR) to the requesting peer. FLR contains either the index information of file f or a
NULL value in case there is no index information of file f at that peer. To limit the lifetime, the
FLQ is associated with a TTL value. Receiving the index information for file f, the requesting
peer retrieves the file directly from the source peer by sending a file retrieval (FR) message via a

short route in the physical network using the underlying routing due to the proactive nature of
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OLSR. This satisfies requirement (iii) mentioned in Section 5.1. Algorithm 6 illustrates the
handling of FLQ message during the file discovery process. For the sake of simplicity, a
scheduling algorithm similar to (Shah and Qian, 2010c) can be used to retrieve the file in blocks.
Since a peer in our system has the information up to its 2 hop away neighboring peers, the
lookup query moves two hops towards the destination peer. Therefore, in our system, a lookup
query for the data item of the key k can be resolved in O([p/2]) time, where p is the number of
peers in the P2P network. However, this does not mean that 3DO has a longer lookup delay than
Chord, as Chord with a finger table can resolve a lookup query in (log p)/2 on average, where p
is the number of peers in the P2P network. But, this is the hop-cost of resolving a lookup query
in the overlay network. If the overlay network does not match the underlying physical network as

is the case with Chord, the real cost in the physical network might be much higher.

o =~ % Path followed by FLQ from peer P; with LID {257|1|1}-1 to peer P, with LID
. Destination . Peer {513]257|1}-3 by using the 3DO file-discovery algorithm. It takes 2 peer hops
Source . Kions Peet and a total of 6 hops to reach'pfwr B . ' ' .
====% Path followed by FLR containing file index information from peer P, with LID
Primary anchor peer (PAP) that holds file /s {513[257|1}-3 to peer P; with LID {257|1|1}-1 by using 3DO file-discovery
index information algorithm. It takes 2 peer hops and a total of 6 hops to reach node P,.
— —> Path followed by FIS from peer P, to store file f’s index information at P, with
LID, i.e., {513]257|1}-3 closest to k.
[3D-Overlay Network] ——> Path followed by FR from P;to retrieve file f from the source peer P, with LID
{1/513[1}-3
+Z
024 -1024, hash(f)=k = {420]100]14}-3
-255|1|1}-2 - B
oA ¢ I 25711131 j m ...... 64/64/64}-1 hash(f)=k = {420/ 100[14}-3
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1024 -1024 i Ny -
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\
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Figure 5.5: File’s index information storage, lookup, and retrieval process in 3DO. The overlay
network on left side shows the arrangement of peers in 3D-Overlay. The physical network on the
right describes the physical arrangement of nodes in the P2P network.

For example, peer Pj with LID {257|1|1}-1} initiates a file-lookup query (FLQ) for the key k =
{420]100]14}-3. P;j first checks its 1-hop logical neighboring peers (Pj.nor), i.€., peer Pi{1|1|1}-0
and peer P{65|-65|65}-1 and their neighboring peers (Pj..or—nr), 1.€., Ps{1|257|1}-3 and peer
Pn{-255|1|1}-2, in its peer-routing table as shown in Figure 5.4. P; checks the dim value and
calculates the sum of difference of Pj.nor and Pj..sr—ns Pe€r Ps has the same dim value as that of
key k, i.e., dim=3. So, P; forwards the FLQ for k towards peer Ps as shown in Figure 5.5. Ps then

checks its Ps.npr and Ps..5—n5 IN itS peer-routing table as shown in Figure 5.4.

Ps has two Py, i.€., P{{513|257|1}-3 and P{1]513|1}-3, with the same dim value as that of key
k. Peer Pgthen calculates the sum of differences using Eq(3), i.e.,SD¢= {|513-420|=93}+ {|257-
100| = 157}+{14-1=13}—-{93+157+13}—{263} and SD.= {|1-420|=419}+{|513-100| =413} +
{1-14= 13}—{419+413+13}—{845} of its neighboring peers P; and P, respectively, with
respect to the key k, i.e., {420]|100|14}-3. Ps finds the LSD using Eq(4). Ps sends the FLQ

towards the P; that has the least SD, i.e., 263.

P: then checks its file index table to search for the index information of the file against the
corresponding key k. P; then sends the FLR containing the required file index information
towards P;. Upon receiving the file index information, P; can then communicate directly with the
source peer Py that holds the corresponding file. For this purpose, P; sends the FR towards Py to

retrieve file f as shown in the Figure 5.5.

198



Algorithm 6. File Discovery ()
Require: File name (f) and Information related to all local neighbor peers is stored in the peer-
neighbor table (NT,) of P.
1: hash (f)=k /* ks the form of ordered three tuple with a random dim value. Each tuple of k is
drawn from the same LID space, i.e., used to assign LIDs to peers.
- bulid FLQ for k
. if dimp == dimy then

2
3
4: | flag — true, SDy « SumDiff(LIDy, k)

5. end if

6: Select P; € NT such that VP; € NTp, i #j : SDj «— SumDiff(LID;, k) < SD; «— SumDiff(LID;, k)
7. if flag == true and SD, < SD; then

8 | get File with key k

9: else

10: ‘ send FLQ to P;

11: end if

In the above example, we observe that FLQ observes the shortest route in the overlay network
without generating any redundant traffic in the physical network. Moreover, we observe that the
intra-neighbor relationships with peers in the overlay network is the same as that of the physical
network that satisfies the conditions to avoid the mismatch between overlay network and the

physical network.

5.5 Replication Strategy

3DO adopts a simple replication strategy to avoid the loss of file’s index information in case the
primary anchor peer (PAP) moves or fails. As mentioned above, the PAP is the peer whose LID
is closest to the file f’s key k. After receiving the file f’s index information, the PAP selects a
peer from its 1-hop neighboring peers with LID second closest to k as a secondary anchor peer
(SAP) and replicates the index information of files at the SAP. The SAP becomes active in case

the PAP fails or moves.
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For example, peer P acts as a PAP and stores file f’s index information, i.e., P,’s LID and UID,
and the file f’s key k. To replicate file f’s index information, P; selects a peer from its 1-hop
neighboring peers as the SAP that has the second closest SD to key k. Ps has SDq, i.e., 589 that is
second closest to k. So, P acts as the SAP for P; and P; replicates its index information of files at

P. Ps becomes active in case P; moves or fails.

The following chapter compared the performance of the proposed protocol, i.e., 3DO, with MA-

SP2P under various performance metrics.

5.6 PERFORMANCE EVALUATION OF 3DO

In this chapter, we analyze the performance of the proposed 3DO in NS-2 (version 2.35) (Fall
and Varadhan, 2005) by using the standard values for both the physical and link layers to
simulate IEEE 802.11. The simulation parameters are listed in Table 5.1. The proposed protocol
is compared with MANET adaptive structure for peer-to-peer networks (MA-SP2P), which is a

competitive approach in the category for P2P overlays over MANETS.

MA-SP2P introduces a root-peer in the P2P network. In MA-SP2P, each peer stores a disjoint
portion of the LID space such that the peer closer to the root-peer has a lower portion of the LID
space. This approach has two limitations. First, due to node mobility, peers frequently exchange
information about their LID space and the index of the stored files when their distances to the
root-peer change, generating heavy network traffic. Second, a peer P (except the root-peer) has at
least one directly connected neighbor peer, say P1, such that P1 is closer to the root-peer than P,
and P stores the portion of the identifier space higher than P1’s identifier space. The peer P
might not be a neighbor in the DHT structure (logical space) to all of its physical adjacent peers.

Moreover, in MA-SP2P, the LID space distribution among peers is inconsistent, and the peers
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are not placed in a proper structure (like ring, chord, two-dimensional spaces, etc.) for the
overlay network. This approach does not logically interpret the physical intra-neighbor

relationship of a peer with respect to its neighboring peers.

We use OLSR as the underlying routing protocol in 3DO. The mobility scenarios are created
according to the Random Way Point mobility model using Bonnmotion2 to ensure that the
physical network is connected. The peers share ten unique files. File discovery is randomly
initiated for 100 random files by the peers in the network. We study the performance of overlay
maintenance and file discovery by varying several parameters, including the peers ratio. The
peers ratio is defined as the ratio of the number of peers in the P2P overlay network to the total
number of nodes in the physical network. We performed ten runs per scenario. The upper and
lower bars in the graphs show the margin of error of the mean estimates at 95% confidence

interval.

For performance comparison, we choose the following parameters with varying network size.

e Path-stretch ratio (as defined in Section 3.6).

e Average file discovery delay: The average time elapsed from the moment a file-look-up

query is issued to the moment the first reply is received.

e Routing overhead: The total number of control overhead packets used by the protocol to

perform routing of query data packets.

False-negative (FN) ratio (%): The ratio between the number of unresolved lookup queries for
the destination in the physically connected network to the total number of initiated lookup

queries.
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Table 5.1: Simulation Parameters

Input Parameters

Value

Transmission range
Playground Size

Data Rate

Simulation Time

Start of Data Transmission
End of Data Transmission
Node Speed

Start of Node Failure
Mobility Model

Radio Propagation Model
Traffic Model

No. of file retries

50m

[1000*1000m]
[100pps]

500sec

[70,300]

[250,499]

[0.5m/s to 2 m/s]

100 sec

Random Way-point
TwoRayGround Model
Random Traffic pattern

2

5.6.1 Routing Overhead

0.5m/s, to 1.0 m/s, to 1.5 m/s, to 2.0 m/s.

A key difference between MANETS and fixed networks is node mobility that require routes to be
constantly updated. The same is true for queries in P2P overlay networks that expect the
destination to be reached at a given time. We evaluated the impact of the physical topology

changes in 3DO and MA-SP2P. We studied the mobility by varying the average node speed from

In this section, the behavior of 3DO and MA-SP2P is analyzed in terms of routing overhead
against various peer ratios and node speed. The main objective of the experiments is to compare

the scalability of 3DO and MA-SP2P in terms of traffic overhead.
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The frequent change in network topology due to the increase in node speed produces more traffic
when the overlay topology is readjusted to match the physical topology. Peers out of range or
broken routes increase the routing overhead. The effect of increasing node speed on the routing
overhead is more detrimental on MA-SP2P compared to 3DO as shown in Figure 5.6. The
percentage improvement of 3DO over MA-SP2P in terms of the routing overhead is 17% to 47%
for various node speeds as shown in Figure 5.10. This is due to the inflexible tree-like structure

used to distribute the LID space portion between peers.

In MA-SP2P, a parent peer retrieves the LID space portion of its child peer in case the child peer
moves to some other place, generating extensive traffic overhead. However, in 3DO, the LID
space portion of each peer is implicit and does not require any explicit mechanism to retrieve the
LID space portion in case a peer moves. Moreover, the replication strategy used by 3DO, in case
the primary anchor peer moves/fails, effectively reduces the routing overhead, especially when
the node speed increases. The percentage improvement is between 17% to 47% with respect to
the increase in the node speed, which illustrates the effectiveness of the proposed protocol with

respect to the increasing speed.
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Figure 5.6 shows that the routing overhead for 3DO compared to MA-SP2P against various peer
ratios decreases 17% to 33%, 19% to 32%, 19% to 38%, and 18% to 47% at node speed 0.5m/s,
1m/s, 1.5m/s, and 2m/s, respectively for the following two reasons. First, increasing the number
of peers in the network introduces more traffic in maintaining connectivity among the peers.
Second, more traffic is generated to maintain the index information at the peers when the number
of peers increases. Figure 5.6 shows that 3DO improves the routing overhead up to 47% as
shown in Figure 5.10 because 3DO builds and maintains an overlay that better matches the
physical network, eliminating redundant long links. Moreover, it introduces the replication

strategy in case the anchor peer moves/fails, which effectively reduces the overhead.

On the other hand, MA-SP2P peers frequently exchange information about their LID space
portion and the index of the stored files when their distance to the root-peer changes due to node
mobility, resulting in heavy network traffic. Moreover, a peer P (except the root-peer) has at least
one directly connected neighboring peer, say P1, such that P1 is closer to the root-peer than P
and P stores the portion of the identifier space higher than P1’s identifier space. Peer P might not
be a neighbor in the overlay network to all of its physical adjacent peers, resulting in an

mismatch between the overlay and the physical network.

The following is the null hypothesis to test the impact of peer ratio and protocols on routing

overhead at node speed 0.5 m/s, 1 m/s, 1.5m/s, and 2 m/s:

Ho: 3DO does not significantly reduce routing overhead compared to MA-SP2P at node speeds

of 0.5m/s, Im/s, 1.5m/s, and 2m/s.
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Table 5.2, Table 5.3, Table 5.4, and Table 5.5 show the results of applying the Two-way
ANOVA with replication on data about routing overhead at node speeds 0.5m/s, 1m/s, 1.5m/s,

and 2m/s, respectively.

Table 5.2: : Summary of data analysis of Routing Overhead for 3DO and MA- SP2P at node speed
0.5m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: RO

Type Ill Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 208793719..2 11 189812472... 840.365 .000 .988
Intercept 158868022... 1 158868022... | 70336.353 .000 .998
Protocol 100054739... 1 100054739... 4429.768 .000 976
PeerRatio 996282189... 5 199256437... 882.177 .000 976
Protocol * PeerRatio 911076029... 5 182215205... 80.673 .000 .789
Error 243938526... 108 | 22586900.5...
Total 179991332... 120
Corrected Total 211233104... 119

a. R Squared = .988 (Adjusted R Squared = .987)

Table 5.3: Summary of data analysis of Routing Overhead for 3DO and MA- SP2P at node speed
1m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: RO

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 209390659...2 11 190355145... 831.933 .000 .988
Intercept 218981904... 1 218981904... | 95704.460 .000 999
Protocol 683973200... 1 683973200... 2989.255 .000 965
PeerRatio 132348725... 5 264697451... 1156.841 .000 .982
Protocol * PeerRatio 864461359... 5 172892271... 75.561 .000 778
Error 247115397... 108 | 22881055.3...
Total 240168085... 120
Corrected Total 211861813... 119

a. R Squared = .988 (Adjusted R Squared = .987)

206



Table 5.4: Summary of data analysis of Routing Overhead for 3DO and MA- SP2P at node speed
1.5m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: RO

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 413340409..2 11 375764008... 516.882 .000 .981
Intercept 300835339... 1 300835339... | 41381.360 .000 997
Protocol 116888045... 1 116888045... 1607.852 .000 937
PeerRatio 271670110... 5 543340221... 747.391 .000 972
Protocol * PeerRatio 247822530... 5 495645060... 68.178 .000 .759
Error 785141348... 108 | 72698272.9...
Total 342954521... 120
Corrected Total 421191822... 119

a. R Squared = .981 (Adjusted R Squared = .979)

Table 5.5: Summary of data analysis of Routing Overhead for 3DO and MA- SP2P at node speed
2m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: RO

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 941873238..2 11 856248398... 747472 .000 .987
Intercept 447758940... 1 447758940... | 39087.623 .000 997
Protocol 273404816... 1 273404816... 2386.718 .000 957
PeerRatio 572549800... 5 114509960... 999.628 .000 979
Protocol * PeerRatio 959186214... 5 191837242... 167.466 .000 .886
Error 123716824... 108 | 114552615....
Total 543183432... 120
Corrected Total 954244921 ... 119

a. R Squared = .987 (Adjusted R Squared = .986)
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Table 5.6: Results: pairwise data analysis of Routing Overhead at node speed 0.5m/s for 3DO and
MA-SP2P using ANOVA Two-Factor with Replication

Dependent Variable: RO

Pairwise Comparisons

95% Confidence Interval for
Mean Difference®
Difference (I-
PeerRatio _ (l) Protocol __(J) Protocol J) _ Std. Error Sig.” LowerBound | UpperBound
5.0 3DO MA-SP2P -30489.821 | 2125.413 .000 -34702.758 -26276.883
MA-SP2P 3DO 30489.821 | 2125.413 .000 26276.883 34702.758
10.0 3DO MA-SP2P 42290.341" | 2125.413 .000 -46503.278 -38077.404
MA-SP2P 3DO 42290341 | 2125413 .000 38077.404 46503.278
20.0 3DO MA-SP2P -55396.001" | 2125.413 .000 -59608.938 -51183.064
MA-SP2P 3DO 55396.001 | 2125.413 .000 51183.064 59608.938
30.0 3DO MA-SP2P -62725.143 | 2125.413 .000 -66938.080 -58512.206
MA-SP2P 3DO 62725.143 | 2125413 .000 58512.206 66938.080
40.0 3DO MA-SP2P 76130.195 | 2125.413 .000 -80343.133 -71917.258
MA-SP2P 3DO 76130.195 | 2125413 .000 71917.258 80343.133
50.0 3DO MA-SP2P 79473.460 | 2125.413 .000 -83686.397 -75260.522
MA-SP2P 3DO 79473.460 | 2125.413 .000 75260.522 83686.397

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

Table 5.7: Results: pairwise data analysis of Routing Overhead at node speed 1m/s for 3DO and
MA-SP2P using ANOVA Two-Factor with Replication

Dependent Variable: RO

Pairwise Comparisons

M 95% Confidence Interval for
Differ(:?:e (I- Difference
PeerRatio  (I) Protocol  (J) Protocol J) _ Std. Error Sig.b Lower Bound Upper Bound
5.0 3DO MA-SP2P -19115.928 | 2139.208 .000 -23356.209 -14875.647
MA-SP2P 3DO 19115928 | 2139.208 .000 14875.647 23356.209
10.0 3DO MA-SP2P -34231.292" | 2139.208 .000 -38471.574 -29991.011
MA-SP2P 3DO 34231.292" | 2139.208 .000 29991.011 38471.574
20.0 3DO MA-SP2P -45704.749 | 2139.208 .000 -49945.031 -41464.468
MA-SP2P 3DO 45704.749" | 2139.208 .000 41464.468 49945.031
30.0 3DO MA-SP2P -57355.879 | 2139.208 .000 -61596.160 -53115.597
MA-SP2P 3DO 57355879 | 2139.208 .000 53115.597 61596.160
40.0 3DO MA-SP2P -61052.402" | 2139.208 .000 -65292.684 -56812.121
MA-SP2P 3DO 61052.402" | 2139.208 .000 56812.121 65292.684
50.0 3DO MA-SP2P 69030210 | 2139.208 .000 -73270.491 -64789.928
MA-SP2P 3DO 69030.210 | 2139.208 .000 64789.928 73270.491

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
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Table 5.8: Results: pairwise data analysis of Routing Overhead at node speed 1.5m/s for 3DO and
MA-SP2P using ANOVA Two-Factor with Replication

Dependent Variable: RO

Pairwise Comparisons

95% Confidence Interval for
Mean Difference®
Difference (I-
PeerRatio  (I) Protocol  (J) Protocol J) ] Std. Error Sig? Lower Bound Upper Bound
5.0 3DO MA-SP2P -21897.264 | 3813.090 .000 -29455.470 -14339.059
MA-SP2P 3DO 21897.264 | 3813.090 .000 14339.059 29455.470
10.0 3DO MA-SP2P -39916.996 | 3813.090 .000 -47475.201 -32358.790
MA-SP2P 3DO 39916.996 | 3813.090 .000 32358.790 47475.201
20.0 3DO MA-SP2P -50181.922" | 3813.090 .000 -57740.128 -42623.716
MA-SP2P 3DO 50181.922" | 3813.090 .000 42623.716 57740.128
30.0 3DO MA-SP2P -69187.851 | 3813.090 .000 -76746.057 -61629.645
MA-SP2P 3DO 69187.851 | 3813.090 .000 61629.645 76746.057
40.0 3DO MA-SP2P -85124 624 | 3813.090 .000 -92682.829 -77566.418
MA-SP2P 3DO 85124.624" | 3813.090 .000 77566.418 92682.829
50.0 3DO MA-SP2P -108211.910" | 3813.090 .000 -115770.115 -100653.704
MA-SP2P 3DO 108211.910" | 3813.090 .000 100653.704 115770.115

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

Table 5.9: Results: pairwise data analysis of Routing Overhead at node speed 2m/s for 3DO and
MA-SP2P using ANOVA Two-Factor with Replication

Dependent Variable: RO

Pairwise Comparisons

95% Confidence Interval for
Mean Difference”
Difference (I-
PeerRatio (1) Protocol __(J) Protocol J) _| Std. Error Sig” | LowerBound | UpperBound
5.0 3DO MA-SP2P -21348.897 | 4786.494 .000 -30836.559 -11861.236
MA-SP2P 3DO 21348.897 | 4786.494 .000 11861.236 30836.559
10.0 3DO MA-SP2P 42151.197" | 4786.494 .000 -51638.858 -32663.536
MA-SP2P 3DO 42151.197 | 4786.494 .000 32663.536 51638.858
20.0 3DO MA-SP2P -74526.647* 4786.494 .000 -84014.308 -65038.986
MA-SP2P 3DO 74526.647 | 4786.494 .000 65038.986 84014.308
30.0 3DO MA-SP2P -1 14194.920* 4786.494 .000 -123682.582 -104707.259
MA-SP2P 3DO 114194.920 | 4786.494 .000 104707.259 123682.582
40.0 3DO MA-SP2P -131506.420" | 4786.494 .000 -140994.081 -122018.759
MA-SP2P 3DO 131506.420 | 4786.494 .000 122018.759 140994.081
50.0 3DO MA-SP2P -1 89059.645* 4786.494 .000 -198547.306 -179571.984
MA-SP2P 3DO 189059.645 | 4786.494 .000 179571.984 198547.306

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
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The results of the Two-way ANOVA test (Table 5.2, Table 5.3, Table 5.4, and Table 5.5) show
that p < 0.05, which leads to the rejection of H,. This shows that 3DO is statistically significant
in terms of reducing routing overhead compared to MA-SP2P. 3DO is less affected in terms of
routing overhead and builds 3D-Overlay that better matches to the physical network and
efficiently reduces the impact of mismatch problem, eliminating redundant long links. On the
other hand, the inflexible tree-like structure of MA-SP2P that is used to distribute the LSP does
not ensure the physical proximity of nodes. This aggravates the mismatch problem and increases

routing overhead when routing packets towards a destination node.

Unlike MA-SP2P, 3DO does not maintain any explicit mechanism to retrieve the LSP in case a
peer moves/fails, which reduces overhead. Moreover, the 3DO’s replication strategy effectively
reduces the overhead in case a primary anchor node moves/fails. MA-SP2P does not employ any
replication strategy. The analysis above shows the improvement in routing overhead using 3DO

is significant compared to MA-SP2P.

Table 5.6, Table 5.7, Table 5.8, and Table 5.9 show the pairwise comparisons of 3DO and MA-
SP2P in terms of routing overhead for each peer ratio at node speed of 0.5 m/s, 1 m/s, 1.5 m/s,
and 2 m/s, respectively. The results show that 3DO significantly reduces routing overhead
compared to MA-SP2P for each peer ratio. The results confirm that 3D structure and the

technique adopted in 3DO is efficient in reducing the impact of mismatch problem.

5.6.2 Average File Discovery Delay
In this section, the experiments are performed to check the quality of routing paths in terms of

the file discovery delay. The file discovery delay is calculated to compare the time required to
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access the file in the physical network. This performance metric is very important to see the

effect of the mismatch problem between 3DO and MA-SP2P.

Figure 5.7 illustrates the average file discovery delay for MA-SP2P and 3DO when the peer ratio
and node speed are increased. The increase in peer ratio and frequent change of network
topology causes heavier routing traffic and more contention in the network. Figure 5.7 shows
that the average file discovery delay for MA-SP2P compared to 3DO against various peer ratios
increases 43% to 54%, 35% to 48%, 30% to 42%, and 31% to 43% at node speed 0.5m/s, 1m/s,
1.5m/s, and 2m/s, respectively. MA-SP2P has larger average file discovery delay compared to

3DO because:

)} MA-SP2P has a higher false-negative ratio than 3DO, which shows that in MA-SP2P,
some accesses to files never happen because of the false-negative results in locating

the file;

i) The resulting topological mismatch between the overlay and the physical network due
to its tree-based overlay network prevents MA-SP2P from being efficient in the file

lookup process;

iii) The LID space distribution among the peers is inconsistent in MA-SP2P and the peers
are not placed in a proper overlay structure (like ring, chord, multi-dimensional
spaces, etc.), which causes the file-lookup query to experience 30% to 54% larger

delay in the physical network as shown in Figure 5.10;
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Figure 5.7: Average file discovery delay as a function of peers ratio

In MA-SP2P, a peer shares a consecutive LID space portion with all of its neighboring peers. A
parent peer retrieves the LID space portion of its child peer in case the child peer moves to some
other place, introducing 17% to 47% extra traffic overhead in the network as shown in Figure

5.10. Figure 5.7(d) illustrates that the effect of this increases with the increase in node speed.

In 3DO:

) The 3D-Overlay avoids the topological mismatch between the overlay and the
physical network due to its flexible 3D structure and design choices when assigning
LID to a peer, resulting in an efficient file lookup process as illustrated in Figure 5.7,
As shown in Figure 5.7 and Figure 5.10, the file discovery delay improvement of
3DO over MA-SP2P with respect to increase in peer ratio and various node speeds is
31% to 53%. The false-negative ratio in 3DO is lower, which ensures maximum

accesses to the files and confirms the results in Figure 5.7.
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i) A peer P in the 3D-Overlay maintains its adjacent/non-adjacent, common neighbor,
and intra-neighbor relationships with its neighboring peers by assigning different
LIDs and utilizing the 3D-Overlay. Consequently, in 3DO, a file-lookup query from a
peer is always forwarded closer to the destination peer in both the overlay and the
physical network and experiences 10% to 36% shorter route to the destination peer,

which reduces the lookup delay.

iii) The LID space portion recovery in 3DO is implicit because the LID of a peer
determines the index information to be stored at the peer. No explicit recovery
mechanism is used in 3DO for the retrieval of the LID space portion, which reduces
the control overhead, resulting in low file discovery delay. The percentage
improvement of 3DO over MA-SP2P in terms of the file discovery delay is 31% to
42% at the a node speed of 2 m/s as shown in Figure 5.7(d) and Figure 5.10(d)
compared to the file discovery delay of 43% to 54% at a node speed of 0.5 m/s as
shown in Figure 10(a) and Figure 5.10(a), which establishes the efficiency of 3DO

with increasing node speed and peer ratio.

Below is the null hypothesis to test the impact of peer ratio and protocols on file discovery delay

at node speed 0.5 m/s, 1 m/s, 1.5m/s, and 2 m/s:

Ho: 3DO does not significantly reduce the file discovery delay compared to MA-SP2P at node

speeds of 0.5m/s, 1m/s, 1.5m/s, and 2m/s.
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Table 5.10, Table 5.11, Table 5.12, and Table 5.13 show the results of applying the Two-way
ANOVA with replication on data about file discovery delay at node speeds 0.5m/s, 1m/s, 1.5m/s,

and 2m/s, respectively.

Table 5.10: : Summary of data analysis of File Discovery Delay for 3DO and MA- SP2P at node

speed 0.5m/s using ANOVA Two-Factor with replication

Dependent Variable: FileDiscoveryDelay

Tests of Between-Subjects Effects

Type lll Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 445464.887° 11 40496.808 343.224 .000 972
Intercept 1265317.611 1 | 1265317.611 | 10724.004 .000 990
Protocol 139825.999 1 139825.999 1185.074 .000 916
PeerRatio 274119.550 5 54823.910 464.652 .000 956
Protocol * PeerRatio 31519.337 5 6303.867 53.427 .000 712
Error 12742.844 108 117.989
Total 1723525.342 120
Corrected Total 458207.731 119

a. R Squared = .972 (Adjusted R Squared = .969)

speed 1m/s using ANOVA Two-Factor with replication

Dependent Variable: FileDiscoveryDelay

Tests of Between-Subjects Effects

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 496845.533° 11 45167.776 141.409 .000 935
Intercept 1972661.924 1 | 1972661.924 | 6175.904 .000 983
Protocol 148604.182 1 148604.182 | 465.242 .000 812
PeerRatio 321413.244 5 64282.649 | 201.253 .000 903
Protocol * PeerRatio 26828.108 5 5365.622 16.798 .000 437
Error 34496.565 108 319.413
Total 2504004.023 120
Corrected Total 531342.099 119

a. R Squared = .935 (Adjusted R Squared =.928)

Table 5.11: Summary of data analysis of File Discovery Delay for 3DO and MA- SP2P at node
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Table 5.12: Summary of data analysis of File Discovery Delay for 3DO and MA- SP2P at node
speed 1.5m/s using ANOVA Two-Factor with replication

Dependent Variable: FileDiscoveryDelay

Tests of Between-Subjects Effects

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 610799.404% 11 55527.219 214.729 .000 .956
Intercept 2716662.200 1 | 2716662.200 | 10505.609 .000 990
Protocol 146134.650 1 146134.650 565.118 .000 .840
PeerRatio 427382.573 5 85476.515 330.546 .000 939
Protocol * PeerRatio 37282.181 5 7456.436 28.835 .000 572
Error 27927.891 108 258.592
Total 3355389.495 120
Corrected Total 638727.295 119

a. R Squared = .956 (Adjusted R Squared =.952)

Table 5.13: Summary of data analysis of File Discovery Delay for 3DO and MA- SP2P at node
speed 2m/s using ANOVA Two-Factor with replication

Dependent Variable: FileDiscoveryDelay

Tests of Between-Subjects Effects

Type lll Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 908260.726° 11 82569.157 365.906 .000 974
Intercept 4621168.911 1 | 4621168.911 | 20478.781 .000 995
Protocol 240641.657 1 240641.657 1066.407 .000 .908
PeerRatio 607441.518 5 121488.304 538.377 .000 .961
Protocol * PeerRatio 60177.551 5 12035.510 53.336 .000 712
Error 24370.895 108 225.656
Total 5553800.532 120
Corrected Total 932631.621 119

a. R Squared = .974 (Adjusted R Squared = .971)
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Table 5.14: Results: pairwise data analysis of File Discovery Delay at node speed 0.5m/s for 3DO

Dependent Variable: FileDiscoveryDelay

and MA-SP2P using ANOVA Two-Factor with Replication

Pairwise Comparisons

95% Confidence Interval for
~ Mean Difference®
Difference (I-
PeerRatio (1) Protocol _ (J) Protocol J) _ Std. Error Sig” Lower Bound | Upper Bound
5.0 3DO MA-SP2P -22.387 4.858 .000 -32.016 -12.759
MA-SP2P 3DO 22387 4.858 .000 12.759 32.016
10.0 3DO MA-SP2P -40.866 4.858 .000 -50.495 -31.237
MA-SP2P 3DO 40.866 4.858 .000 31.237 50.495
20.0 3DO MA-SP2P -63.314" 4.858 .000 -72.943 -53.685
MA-SP2P 3DO 63.314° 4.858 .000 53.685 72.943
30.0 3DO MA-SP2P -68.181° 4.858 .000 -77.810 -58.552
MA-SP2P 3DO 68.181" 4.858 .000 58.552 77.810
40.0 3DO MA-SP2P -94.115 4.858 .000 -103.744 -84.486
MA-SP2P 3DO 94115 4.858 .000 84.486 103.744
50.0 3DO MA-SP2P -120.759 4.858 .000 -130.388 -111.130
MA-SP2P 3DO 120.759° 4.858 .000 111.130 130.388

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalentto no adjustments).

Table 5.15: Results: pairwise data analysis of File Discovery Delay at node speed 1m/s for 3DO and

Dependent Variable: FileDiscoveryDelay

MA-SP2P using ANOVA Two-Factor with Replication

Pairwise Comparisons

95% Confidence Interval for
_Mean Difference”
Difference (I-
PeerRatio (1) Protocol _(J) Protocol J) _| Std. Error Sig.” | LowerBound | Upper Bound
5.0 3DO MA-SP2P -27.721 7.993 .001 -43.564 -11.879
MA-SP2P 3DO 27721 7.993 .001 11.879 43.564
10.0 3DO MA-SP2P 45595 7.993 .000 -61.437 -29.752
MA-SP2P 3DO 45595 7.993 .000 29.752 61.437
20.0 3DO MA-SP2P 61.055 7.993 .000 -76.898 -45.212
MA-SP2P 3DO 61.055 7.993 .000 45.212 76.898
30.0 3DO MA-SP2P -85.178 7.993 .000 -101.021 -69.335
MA-SP2P 3DO 85.178 7.993 .000 69.335 101.021
40.0 3DO MA-SP2P -82.593 7.993 .000 -98.435 -66.750
MA-SP2P 3DO 82.593" 7.993 .000 66.750 98.435
50.0 3DO MA-SP2P -120.144" 7.993 .000 -135.987 -104.301
MA-SP2P 3DO 120.144" 7.993 .000 104.301 135.987

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).




Table 5.16: Results: pairwise data analysis of File Discovery Delay at node speed 1.5m/s for 3DO

Dependent Variable: FileDiscoveryDelay

and MA-SP2P using ANOVA Two-Factor with Replication

Pairwise Comparisons

95% Confidence Interval for
~ Mean Difference
Difference (I-
PeerRatio (1) Protocol _(J) Protocol J) _| Std. Error Sig” | LowerBound | UpperBound
5.0 3DO MA-SP2P -27.165 7.192 .000 -41.420 -12.910
MA-SP2P 3DO 27.165 7.192 .000 12.910 41.420
10.0 3DO MA-SP2P -46.345 7.192 .000 -60.600 -32.090
MA-SP2P 3DO 46.345" 7.192 .000 32.090 60.600
20.0 3DO MA-SP2P -49.839 7.192 .000 -64.094 -35.584
MA-SP2P 3DO 49839 7.192 .000 35.584 64.094
30.0 3DO MA-SP2P -66.269 7.192 .000 -80.524 -52.014
MA-SP2P 3DO 66.269° 7.192 .000 52.014 80.524
40.0 3DO MA-SP2P -96.288 7.192 .000 -110.543 -82.033
MA-SP2P 3DO 96.288 7.192 .000 82.033 110.543
50.0 3DO MA-SP2P -132.856 7.192 .000 -147.110 -118.601
MA-SP2P 3DO 132.856 7.192 .000 118.601 147.110

Table 5.17: Results: pairwise data analysis of File Discovery Delay at hode speed 2m/s for 3DO and

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

MA-SP2P using ANOVA Two-Factor with Replication

Dependent Variable: FileDiscoveryDelay

Pairwise Comparisons

95% Confidence Interval for
_Mean Difference”
Difference (I-
PeerRatio (1) Protocol _(J) Protocol J) _| Std Error Sig.” | LowerBound | Upper Bound
5.0 3DO MA-SP2P -41.978 6.718 .000 -55.294 -28.662
MA-SP2P 3DO 41978 6.718 .000 28.662 55.294
10.0 3DO MA-SP2P -50.467 6.718 .000 -63.783 -37.151
MA-SP2P 3DO 50.467 6.718 .000 37.151 63.783
20.0 3DO MA-SP2P -64.078 6.718 .000 -77.394 -50.762
MA-SP2P 3DO 64.078 6.718 .000 50.762 77.394
30.0 3DO MA-SP2P -90.245 6.718 .000 -103.561 -76.928
MA-SP2P 3DO 90.245 6.718 .000 76.928 103.561
40.0 3DO MA-SP2P -119.046 6.718 .000 -132.363 -105.730
MA-SP2P 3DO 119.046" 6.718 .000 105.730 132.363
50.0 3DO MA-SP2P 171560 6.718 .000 -184.876 -158.243
MA-SP2P 3DO 171560 6.718 .000 158.243 184.876

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).




The results of the Two-way ANOVA test (Table 5.10, Table 5.11, Table 5.12, and Table 5.13)
show that p < 0.05, which leads to the rejection of H,. This shows that 3DO is statistically
significant in terms of reducing file discovery delay compared to MA-SP2P. 3DO is less affected
in terms of file discovery delay and the 3D-Overlay ensures the physical proximity of peers in
the overlay network that leads to optimal routes towards destination peers, thus reducing file

discovery delay.

Table 5.14, Table 5.15, Table 5.16, and Table 5.17 show the pairwise comparisons of 3DO and
MA-SP2P in terms of file discovery delay for each peer ratio at node speed of 0.5 m/s, 1 m/s, 1.5
m/s, and 2 m/s, respectively. When the peer ratio increases, 3DO shows more promising
behavior compared to MA-SP2P. The results show that 3DO significantly reduces file discovery
delay compared to MA-SP2P for each peer ratio. The results confirm that the 3D structure and

technique adopted by 3DO is efficient in reducing the impact of mismatch problem.

5.6.3 False-negative (FN) ratio

In this section, the behavior of 3DO and MA-SP2P is analyzed in terms of false-negative ratio
against various peer ratios and node speed. The main objective of the experiments is to compare
the number of unresolved lookup queries for the destination in the physically connected network

to the total number of initiated lookup queries.

Figure 5.8 illustrates the false-negative (FN) ratio for MA-SP2P and 3DO when the peer ratio
and node speed are increased. The effect of increasing the peer ratio on the FN ratio is more
detrimental on MA-SP2P compared to 3DO as shown in Figure 5.8. The FN ratio for MA-SP2P
compared to 3DO against various peer ratios increases 49% to 59%, 47% to 59%, 45% to 48%,

and 40% to 55% at node speed 0.5m/s, 1m/s, 1.5m/s, and 2m/s, respectively. Increasing the peer
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ratio causes more routing traffic, therefore, more serious contention and packet loss in the
network. MA-SP2P generates 17% to 47% more routing traffic compared to 3DO with an
increase in the peer ratio at various node speeds because of the mismatch between the overlay

and the physical network.

Similarly, the network topology changes more frequently due to an increase in the node speed,
resulting in a 30% to 54% larger delay caused by contention in accessing the information and by
an increase in the number of packet collision in the network. Node mobility increases packet loss
because as more routes become invalid, fewer messages are forwarded. The percentage
improvement of 3DO over MA-SP2P in terms of the FN ratio is 40% to 59% for various node
speeds and peer ratio as shown in Figure 5.10. 3DQO’s simple and efficient lookup process, and
flexible overlay structure avoids the topological mismatch between the overlay and physical
topology, reducing the overhead on the control and data planes, which increases the successful
access to the files as shown in Figure 5.8. Moreover, 3DO’s replication strategy helps to reduce
the traffic overhead in case a primary anchor peer moves/fails, resulting in low false-negative

ratio.

In MA-SP2P, peers frequently exchange information about their LID spaces and indices of
stored files when their distance to the root-peer changes due to node mobility, resulting in heavy
network traffic that leads to more packet collisions in the network and increases the FN ratio.
Moreover, an explicit mechanism is introduced in MA-SP2P to retrieve the LID space portion of
its child peer in case the child peer moves/fails, resulting in inconsistent index information that

increases the false-negative ratio for MA-SP2P. There is no replication strategy in MA-SP2P to
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provide consistent and up-to-date index information about files in case a primary anchor peer

moves/fails.
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Figure 5.8: False negative ratio as a function of peers ratio

The following is the null hypothesis to test the impact of peer ratio and protocols on the FN ratio

at node speed 0.5 m/s, 1 m/s, 1.5m/s, and 2 m/s:

Ho: 3DO does not significantly reduce the FN ratio compared to MA-SP2P at node speeds of

0.5m/s, Im/s, 1.5m/s, and 2m/s.

Table 5.18, Table 5.19, Table 5.20, and Table 5.21 show the results of applying the Two-way

ANOVA with replication on data about FN ratio at node speeds 0.5m/s, 1m/s, 1.5m/s, and 2m/s,

respectively.
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speed 0.5m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: FNR

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 6430.3992 11 584.582 695.504 .000 .986
Intercept 13698.727 1 13698.727 | 16298.017 .000 993
Protocol 1495.715 1 1495.715 1779.522 .000 943
PeerRatio 4581.460 5 916.292 1090.156 .000 .981
Protocol * PeerRatio 353.225 5 70.645 84.050 .000 .796
Error 90.776 108 .841
Total 20219.901 120
Corrected Total 6521.175 119

a. R Squared = .986 (Adjusted R Squared = .985)

speed 1m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: FNR

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 10254.5012 11 932.227 1107.191 .000 .991
Intercept 23718.505 1 23718.505 | 28170.074 .000 .996
Protocol 2904.506 1 2904.506 3449.634 .000 970
PeerRatio 6728.731 5 1345.746 1598.320 .000 .987
Protocol * PeerRatio 621.263 5 124.253 147.573 .000 872
Error 90.933 108 842
Total 34063.939 120
Corrected Total 10345.434 119

a. R Squared =.991 (Adjusted R Squared = .990)

Table 5.18: : Summary of data analysis of False Negative Ratio for 3DO and MA- SP2P at node

Table 5.19: Summary of data analysis of False Negative Ratio for 3DO and MA- SP2P at node
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speed 1.5m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: FNR

Type lll Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 135804112 11 1234.583 1107.350 .000 991
Intercept 34567.634 1 34567.634 | 31005.173 .000 997
Protocol 3140.719 1 3140.719 2817.044 .000 963
PeerRatio 9609.891 5 1921.978 1723.904 .000 .988
Protocol * PeerRatio 829.800 5 165.960 148.857 .000 873
Error 120.409 108 1.115
Total 48268.454 120
Corrected Total 13700.820 119

a. R Squared =.991 (Adjusted R Squared = .990)

speed 2m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: FNR

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 17782.2092 11 1616.564 1335.289 .000 993
Intercept 47776.153 1 47776.153 | 39463.296 .000 997
Protocol 5449.466 1 5449.466 4501.281 .000 977
PeerRatio 10424.283 5 2084.857 1722.100 .000 .988
Protocol * PeerRatio 1908.460 5 381.692 315.279 .000 .936
Error 130.750 108 1.211
Total 65689.112 120
Corrected Total 17912.959 119

a. R Squared = .993 (Adjusted R Squared =.992)

Table 5.20: Summary of data analysis of False Negative Ratio for 3DO and MA- SP2P at node

Table 5.21: Summary of data analysis of False Negative Ratio for 3DO and MA- SP2P at node
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Table 5.22: Results: pairwise data analysis of False Negative Ratio at node speed 0.5m/s for 3DO

Dependent Variable: FNR

and MA-SP2P using ANOVA Two-Factor with Replication

Pairwise Comparisons

95% Confidence Interval for
. Mean Difference®
Difference (I-
PeerRatio _ (I) Protocol __ (J) Protocol J) _ Std. Error sig " Lower Bound | Upper Bound
5.0 3DO MA-SP2P -2.263 410 .000 -3.076 -1.450
MA-SP2P 3DO 2263 410 .000 1.450 3.076
10.0 3DO MA-SP2P -3.480° 410 .000 -4.293 -2.667
MA-SP2P 3DO 3.480° 410 .000 2.667 4.293
20.0 3DO MA-SP2P 6396 410 .000 -7.208 -5.583
MA-SP2P 3DO 6.396 410 .000 5.583 7.208
30.0 3DO MA-SP2P 7.905 410 .000 -8.718 -7.093
MA-SP2P 3DO 7.905 410 .000 7.093 8.718
40.0 3DO MA-SP2P -11.048 410 .000 -11.861 -10.236
MA-SP2P 3DO 11.048" 410 .000 10.236 11.861
50.0 3DO MA-SP2P 11273 410 .000 -12.086 -10.461
MA-SP2P 3DO 11273 410 .000 10.461 12.086

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

Table 5.23: Results: pairwise data analysis of False Negative Ratio at node speed 1m/s for 3DO and

Dependent Variable: FNR

MA-SP2P using ANOVA Two-Factor with Replication

Pairwise Comparisons

95% Confidence Interval for
~ Mean Difference®
Difference (I-
PeerRatio  (I) Protocol  (J) Protocol J) _ Std. Error Sig.b Lower Bound Upper Bound
5.0 3DO MA-SP2P -3.432 410 .000 -4.246 -2.619
MA-SP2P 3DO 3432 410 .000 2619 4.246
10.0 3DO MA-SP2P 4692 410 .000 -5.505 -3.879
MA-SP2P 3DO 4692 410 .000 3.879 5.505
20.0 3DO MA-SP2P -9.335 410 000 -10.149 -8.522
MA-SP2P 3DO 9.335 410 .000 8.522 10.149
30.0 3DO MA-SP2P -12.209" 410 .000 -13.023 -11.396
MA-SP2P 3DO 12.209 410 .000 11.396 13.023
40.0 3DO MA-SP2P -13.289° 410 .000 -14.102 -12.476
MA-SP2P 3DO 13.289 410 .000 12476 14.102
50.0 3DO MA-SP2P -16.079° 410 .000 -16.893 -15.266
MA-SP2P 3DO 16.079" 410 .000 15.266 16.893

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).




Table 5.24: Table 5.6: Results: pairwise data analysis of False Negative Ratio at node speed 1.5m/s

for 3DO and MA-SP2P using ANOVA Two-Factor with Replication

Dependent Variable: FNR

Pairwise Comparisons

95% Confidence Interval for
_Mean Difference
Difference (I-
PeerRatio (1) Protocol __(J) Protocol J) _| Std. Error Sig” | LowerBound | Upper Bound
5.0 3DO MA-SP2P -3.890 472 .000 -4.826 -2.954
MA-SP2P 3DO 3.890* 472 .000 2.954 4.826
10.0 3DO MA-SP2P -4.454° AT72 .000 -5.390 -3518
MA-SP2P 3DO 4.454" 472 .000 3.518 5.390
20.0 3DO MA-SP2P 7.946 472 .000 -8.882 -7.010
MA-SP2P 3DO 7.946 472 .000 7.010 8.882
30.0 3DO MA-SP2P -11.958 472 .000 -12.894 -11.022
MA-SP2P 3DO 11.958 472 .000 11.022 12.894
40.0 3DO MA-SP2P -15.198* 472 .000 -16.134 -14.262
MA-SP2P 3DO 15.198 472 .000 14.262 16.134
50.0 3DO MA-SP2P 17.945 472 .000 -18.881 -17.009
MA-SP2P 3DO 17.945 472 .000 17.009 18.881

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

Table 5.25: Results: pairwise data analysis of False Negative Ratio at node speed 2m/s for 3DO and

MA-SP2P using ANOVA Two-Factor with Replication

Dependent Variable: FNR

Pairwise Comparisons

95% Confidence Interval for
~ Mean Difference®
Difference (I-
PeerRatio (1) Protocol _(J) Protocol J) _| Std. Error Sig.” | LowerBound | Upper Bound
5.0 3DO MA-SP2P -3.924 492 .000 -4.899 -2.949
MA-SP2P  3DO 3.924° 492 000 2.949 4.899
10.0 3DO MA-SP2P 6.001 492 .000 -6.977 -5.026
MA-SP2P 3DO 6.001* 492 .000 5.026 6.977
20.0 3DO MA-SP2P 9497 492 .000 -10.472 -8.522
MA-SP2P 3DO 9.497 492 .000 8.522 10.472
30.0 3DO MA-SP2P 15382 492 .000 -16.357 -14.407
MA-SP2P 3DO 15.382" 492 .000 14.407 16.357
40.0 3DO MA-SP2P -’|8.999’r 492 .000 -19.975 -18.024
MA-SP2P 3DO 18.999" 492 .000 18.024 19.975
50.0 3DO MA-SP2P 27.063 492 .000 -28.038 -26.088
MA-SP2P 3DO 27.063 492 .000 26.088 28.038

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).




The results of the Two-way ANOVA test (Table 5.18, Table 5.19, Table 5.20, and Table 5.21)
show that p < 0.05, which leads to the rejection of H,. This shows that 3DO is statistically
significant in terms of reducing FN ratio compared to MA-SP2P. 3DO is less affected by node
mobility in terms of FN ratio and an increase in peer ratio. 3DO reduces packet loss due to node
mobility with its effective replication strategy, where a secondary anchor node implicitly
replaces a primary anchor node in case the primary anchor node moves/fails. This helps to
reduce the traffic overhead, resulting in low false-negative ratio. Moreover, the efficient peer
joining algorithm and flexible overlay structure of 3DO avoids the topological mismatch
between the overlay and the physical topology, reducing overhead at both the control and data

planes, which increases the successful access to the files.

On the other hand, the inflexible tree-like structure of MA-SP2P that is used to distribute the
LSP does not ensure the physical proximity of nodes. This aggravates the mismatch problem and
increases routing overhead when routing packets towards a destination node, resulting in packet
collisions, which decreases successful access to the files. The analysis above shows the

improvement in FN ratio using 3DO is significant compared to MA-SP2P.

Table 5.22, Table 5.23, Table 5.24, and Table 5.25 show the pairwise comparisons of 3DO and
MA-SP2P in terms of FN ratio for each peer ratio at node speed of 0.5 m/s, 1 m/s, 1.5 m/s, and 2
m/s, respectively. The results show that 3DO significantly reduces FN ratio compared to MA-
SP2P for each peer ratio. The results confirm that 3D structure and the technique adopted in 3DO

is efficient in reducing the impact of mismatch problem.
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5.6.4 Path-Stretch Ratio

In this section, the experiments are performed to check the quality of routing paths in terms of
the number of hops. The path-stretch ratio is calculated to compare the length of the routing
paths in logical network and physical network. This performance metric is very important to see
the effect of the mismatch problem between 3D-RP and MDART. Reducing the path-stretch

ratio improves the network performance by reducing redundant transmissions in the network.

Figure 5.9 plots the path-stretch ratio of MA-SP2P and 3DO against the peer ratio. In 3DO, the
average path-stretch ratio is lower compared to MA-SP2P and stays slightly above the shortest
path, but the mean value stays below 1.25. As shown in Figure 5.9 and Figure 5.10, the path-
stretch ratio improvement of 3DO over MA-SP2P with respect to increase in peer ratio and

various node speeds is 11% to 36%.

The slight increase of path-stretch ratio in 3DO results when a joining peer, for instance P,
comes in contact with two non-adjacent neighboring peers (say, P1, P2) with different dim
values and there is no common neighboring peer. P would then get an LID using the available
dimensions of either P1 or P2, depending on which one is closer in terms of hop distance. In this
case, the LID of P would show only its relative position in the 3D-Overlay with respect to that
neighboring peer from which it gets its LID, causing a slight mismatch problem in 3DO.
However, this situation occurs less frequently in 3DO and its impact is less severe as shown by

the simulation results in Figure 5.9.

228



Maximum Speed 0.5 m/s

1.8
| MASPP [
k= sp0 W
§ 1.6
<
O
5 14
17
<
|y ] ‘ ‘
1 i
5 10 20 30 40 50
(@) Peer Ratio (%)
L8 Maximum Speed 1.0 m/s
| masee e
S 156 sp0 EE
E .
<
(&)
T 14
17
<
. J J I ‘
1 .
5 10 20 30 40 50
(b) Peer Ratio (%)
L8 Maximum Speed 1.5 m/s
C | (A mes
o 3DO L
= 1.6
ey
[&]
5 14 T
17
<
- J J ‘ i
1 i
5 10 20 30 40 50
(c) Peer Ratio (%)

229



Maximum Speed 2.0 m/s

1.8
MA-SP2P
= 3DO L
§ 1.6 . {
5 I
g 14 ] -
i p
© 1.2 -
E
5 10 20 30 40 50
(d) Peer Ratio (%)

Figure 5.9: Path-stretch ratio as a function of peers ratio
The path-stretch ratio of MA-SP2P, as shown in Figure 5.9, is 11% to 36% higher compared to
3DO because of the tree-based structure of MA-SP2P. On the other hand, the 3D-overlay exactly
maps the physical intra-neighbors relationship of peers with its 1-hop neighboring peers in terms

of their LIDs. Moreover, it ensures:

i) The neighboring peers of a peer in the overlay network are adjacent in the physical

network;

i) A peer in its local 3D-Overlay is logically close to all its physically adjacent

neighboring peers.

This avoids long routes and redundant traffic overhead and decreases the end-to-end delay,

which establishes the results reported in Figure 5.9.

The path-stretch of MA-SP2P increases 10% to 20%, 13% to 21%, 13% to 26%, 19% to 36%
more compared to 3DO as node speed is varied from 0.5m/s, 1m/s, 1.5m/s to 2m/s, respectively,

which caused the topology of MA-SP2P to scale up and the path length between the requesting
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peer and the source peer also increases. Figure 5.9 shows that the average path-stretch of 3DO is
slightly affected by the peers ratio and the value does not always equal to one, which means that
sometimes the path between the requesting peer and the source peer is not the shortest in the
physical network. In our view, this is due to the multi-point relay (MPR) selection in the OLSR

routing.

Below is the null hypothesis to test the impact of peer ratio and protocols on the path-stretch

ratio at node speed 0.5 m/s, 1 m/s, 1.5m/s, and 2 m/s:

Ho: 3DO does not significantly reduce the path-stretch ratio compared to MA-SP2P at node

speeds of 0.5m/s, 1m/s, 1.5m/s, and 2m/s.

Table 5.26, Table 5.27, Table 5.28, and Table 5.29 show the results of applying the Two-way
ANOVA with replication on data about path-stretch ratio at node speeds 0.5m/s, 1m/s, 1.5m/s,

and 2m/s, respectively.

Table 5.26: : Summary of data analysis of Path-stretch ratio for 3DO and MA- SP2P at node
speed 0.5m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: PSR

Type Ill Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 1.3832 11 126 230.286 .000 959
Intercept 172.758 1 172.758 | 316444.359 .000 1.000
Protocol 675 1 675 1235.978 .000 920
PeerRatio 662 5 132 242.396 .000 918
Protocol * PeerRatio .047 5 .009 17.037 .000 441
Error .059 108 .001
Total 174.200 120
Corrected Total 1.442 119

a. R Squared = .959 (Adjusted R Squared = .955)
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Table 5.27: Summary of data analysis of Path-stretch ratio for 3DO and MA- SP2P at node speed
1m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: PSR

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 1.468% 11 133 309.431 .000 969
Intercept 182.456 1 182.456 | 422915.318 .000 1.000
Protocol .845 1 845 1958.483 .000 948
PeerRatio 593 5 119 275.068 .000 927
Protocol * PeerRatio .030 5 .006 13.983 .000 393
Error 047 108 .000
Total 183.971 120
Corrected Total 1.515 119

a. R Squared = .969 (Adjusted R Squared = .966)

Table 5.28: Summary of data analysis of Path-stretch ratio for 3DO and MA- SP2P at node speed
1.5m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: PSR

Type lll Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 1.832° 11 167 178.008 .000 .948
Intercept 189.443 1 189.443 | 202476.183 .000 2999
Protocol 1.047 1 1.047 1119.247 .000 912
PeerRatio .738 5 148 157.796 .000 .880
Protocol * PeerRatio .047 5 .009 9.972 .000 316
Error 101 108 .001
Total 191.376 120
Corrected Total 1.933 119

a. R Squared = .948 (Adjusted R Squared = .942)
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Table 5.29: Summary of data analysis of Path-stretch ratio for 3DO and MA- SP2P at node speed
2m/s using ANOVA Two-Factor with replication

Tests of Between-Subjects Effects

Dependent Variable: PSR

Type Ill Sum Partial Eta
Source of Squares df Mean Square Sig. Squared
Corrected Model 3.455° 11 314 139.059 .000 .934
Intercept 201.100 1 201.100 | 89037.571 .000 .999
Protocol 2.283 1 2.283 1010.907 .000 .903
PeerRatio 1.091 5 218 96.588 .000 817
Protocol * PeerRatio .081 5 .016 7.160 .000 249
Error 244 108 .002
Total 204.799 120
Corrected Total 3.699 119

a. R Squared = .934 (Adjusted R Squared = .927)

Table 5.30: Results: pairwise data analysis of Path-stretch ratio at node speed 0.5m/s for 3DO and
MA-SP2P using ANOVA Two-Factor with Replication

Dependent Variable: PSR

Pairwise Comparisons

95% Confidence Interval for
_Mean Difference”
Difference (I-
PeerRatio (1) Protocol _(J) Protocol J) _ Std. Error Sig.” | LowerBound | UpperBound
5.0 3DO MA-SP2P -.108 .010 .000 -129 -.088
MA-SP2P 3DO 108 .010 .000 .088 129
10.0 3DO MA-SP2P -106 .010 .000 -.126 -.085
MA-SP2P 3DO 106 .010 .000 .085 126
20.0 3DO MA-SP2P -.134* .010 .000 -.155 -114
MA-SP2P 3DO 134" .010 .000 114 155
30.0 3DO MA-SP2P -149 .010 .000 -170 -128
MA-SP2P 3DO 149 .010 .000 128 170
40.0 3DO MA-SP2P -194° .010 .000 -215 -173
MA-SP2P 3DO .194* .010 .000 A73 215
50.0 3DO MA-SP2P -208" .010 .000 -.229 -.188
MA-SP2P 3DO 208 .010 .000 .188 229

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
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Table 5.31: Results: pairwise data analysis of Path-stretch ratio at node speed 1m/s for 3DO and
MA-SP2P using ANOVA Two-Factor with Replication

Pairwise Comparisons

Dependent Variable: PSR

95% Confidence Interval for
~ Mean Difference
Difference (I-
PeerRatio (1) Protocol __(J) Protocol J) _ Std. Error sig” LowerBound | Upper Bound
5.0 3DO MA-SP2P -134 .009 .000 -.152 -115
MA-SP2P 3DO 134 .009 .000 115 152
10.0 3D0 MA-SP2P -151 009 000 -169 -132
MA-SP2P 3DO 151 .009 .000 132 169
20.0 3D0 MA-SP2P -137 009 .000 -155 -119
MA-SP2P 3DO 137 .009 .000 119 155
30.0 3DO MA-SP2P _165 .009 .000 -.183 -147
MA-SP2P 3DO .165* .009 .000 147 183
40.0 3DO MA-SP2P -.215* .009 .000 -.233 -.196
MA-SP2P 3DO .215* .009 .000 .196 233
50.0 3DO MA-SP2P -.206* .009 .000 -.224 -187
MA-SP2P 3DO .206* .009 .000 187 224

Based on estimated marginal means

*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

Table 5.32: Table 5.6: Results: pairwise data analysis of Path-stretch ratio at node speed 1.5m/s
for 3DO and MA-SP2P using ANOVA Two-Factor with Replication

Pairwise Comparisons

Dependent Variable: PSR

95% Confidence Interval for
~ Mean Difference”
Difference (I-
PeerRatio (1) Protocol __(J) Protocol J) _| Std. Error Sig” | LowerBound | Upper Bound
5.0 3DO MA-SP2P -138 014 .000 -165 -111
MASP2P  3DO 138 014 .000 411 165
10.0 3D0 MA-SP2P 173 014 .000 -200 -146
MASP2P  3DO 173" 014 .000 146 200
20.0 3DO MA-SP2P -157" 014 .000 -184 -129
MA-SP2P  3DO 157" 014 .000 129 184
30.0 3DO MA-SP2P -183 014 .000 -210 -156
MASP2P  3DO 183" 014 .000 156 210
40.0 3DO MA-SP2P 210" 014 .000 -237 -182
MA-SP2P  3DO 210" 014 .000 182 237
50.0 3DO MA-SP2P -260" 014 .000 -287 -233
MA-SP2P  3DO 260" 014 .000 233 287

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).




Table 5.33: Results: pairwise data analysis of Path-stretch ratio at node speed 2m/s for 3DO and
MA-SP2P using ANOVA Two-Factor with Replication

Pairwise Comparisons

Dependent Variable: PSR

95% Confidence Interval for
_Mean Difference
Difference (I-
PeerRatio (1) Protocol _(J) Protocol J) Std. Error Sig” | LowerBound | Upper Bound
5.0 3DO MA-SP2P 196 021 000 -238 -154
MA-SP2P  3DO 196 021 000 154 238
10.0 3DO MA-SP2P -236 021 000 -278 -194
MA-SP2P  3DO 236 021 000 194 278
20.0 3DO MA-SP2P -258 021 .000 -300 -215
MASP2P  3DO 258" 021 000 215 300
30.0 3DO MA-SP2P -307 021 000 -349 -265
MA-SP2P  3DO 307 021 000 265 349
40.0 3D0 MA-SP2P -304° 021 000 -347 -262
MA-SP2P  3DO 304" 021 000 262 347
50.0 3D0 MA-SP2P -354° 021 000 -396 -312
MA-SP2P  3DO 354 021 000 312 396

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).

The results of the Two-way ANOVA test (Table 5.26, Table 5.27, Table 5.28, and Table 5.29)
show that p < 0.05, which leads to the rejection of H,. This shows that 3DO is statistically
significant in terms of reducing path-stretch ratio compared to MA-SP2P and that 3DO is
effective in reducing the impact of the mismatch problem between the overlay and the physical
network. The notion of involving intra-neighbor peer relationships while calculating its LID
ensures the physical proximity of nodes in the logical network that leads to optimal routes

towards destination nodes, resulting in reduced path-stretch ratio in case of 3DO.

On the other hand, the inflexible tree-like structure of MA-SP2P that is used to distribute the

LSP does not ensure the physical proximity of nodes. This aggravates the mismatch problem and
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increases the path stretch ratio when routing packets towards destination node, resulting in

redundant traffic that causes packet collisions and decreases the successful access to the files.

Table 5.30, Table 5.31, Table 5.32, and Table 5.33 show the pairwise comparisons of 3DO and
MA-SP2P in terms of path stretch ratio for various peer ratio at node speed of 0.5 m/s, 1 m/s, 1.5
m/s, and 2 m/s, respectively. The results show that 3DO significantly reduces path stretch ratio
compared to MA-SP2P for each peer ratio. The results confirm that 3D structure and the

technique adopted in 3DO is efficient in reducing the impact of mismatch problem.
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Figure 5.10: Percentage improvement with respect to MA-SP2P at node speeds 0.5m/s, 1m/s, 1.5m/s, 2m/s

5.7 Conclusions

This chapter presents a 3-dimensional overlay for P2P over MANETS called 3DO. Our approach
constructs an efficient 3D-Overlay over MANET with a topology matching the physical
network. Using this structure of interconnection among peers, we design a new overlay routing
algorithm to distribute, manage, and share file information among the peers. 3DO takes into

account the physical intra-neighbor peer relationship of a peer by exploiting a 3D-Overlay. A
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performance analysis has been conducted using scenarios with relatively high peer ratio and low
node speed. The performance analysis of 3DO and MA-SP2P with a relatively high peer ratio
and low node speed show that our approach outperforms MA-SP2P in terms of routing overhead,
average file-discovery delay, false-negative ratio, and average path-stretch ratio and proves to be

effective in avoiding mismatch between the overlay network and the physical network.
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6 MODELLING AND ANALYSIS USING FORMAL METHODS

In this chapter, we use high-level Petri nets to model and verify the working of 3D-RP. We

briefly describe HLPN, SMT-Lib, and Z3 below for better understanding for the reader.

6.1 High Level Petri Nets

Petri nets model the system graphically and mathematically, and can be applied to a range of
systems that are distributed, parallel, concurrent, non-deterministic, stochastic, or asynchronous

(Murata, 1989). We use a variant of conventional Petri net called high-level Petri nets (HLPN).

Definition 1 (HLPN) (Murata, 1989): A HLPN is a 7-tuple N = (P,T,F, o, R, L, M), where a set
of places is denoted by P. T refers to the set of transitions such that P N T = @. F denotes a flow
relation such that F € (P X T) U (T U P). ¢ maps places P to data types. R is a set of rules for
transitions. L is a set of labels of F and My represents the initial marking. (P, T, F) provides
information about the structure of the net and (¢, R, L) provides static semantics, which means

that the information does not change in the system.

In HLPN, places can have tokens of different types, and can be a cross product of two or more
types. The pre-conditions must hold for any transition to be enabled. Moreover, the variables
from the incoming flows are used to enable a certain transition. Similarly, the post-conditions use

variables from outgoing flows for transition firing.

6.2 SMT-Lib and Z3

SMT-Lib is used for checking the satisfiability of formulae over the theories under consideration

(de Moura and Bjgrner, 2009). SMT-Lib provides a common input platform and benchmarking
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framework that helps in the evaluation of a systems. SMT has been used in many fields including
deductive software verification. We use the Z3 solver of SMT-Lib, which is a theorem prover
developed at Microsoft Research. Z3 is an automated satisfiability checker, which also
determines whether the set of formulas is satisfiable in the built-in theories of SMT-Lib. Readers

are encouraged to read (Malik et al., 2012) for use of SMT-L.ib in the verification process.

6.3 Formal Analysis and Verification

The verification process checks for the correctness of the system. Bounded model checking
verifies whether for any input parameters, the system terminates in a finite number of states. In

bounded model checking:
(a) a description of the system states properties or rules of the system,
(b) the system is represented by a model,

(c) a verification tool is used to check whether or not the model satisfies the specified

properties.

In this chapter, we use bounded model checking to verify 3DO. The HLPN model for 3DO is

shown in Figure 6.1.
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Figure 6.1: HLPN model for 3DO.

The first step in the development of the Petri net model is to identify data types, places and
mappings of data types to places. Data types and mappings are shown in Table 6.1 and Table 6.2,
respectively. In the HLPN model, all the rectangular solid black boxes are transitions and belong

to set T. The circles are places and belong to set P.

Table 6.1: Data types for the HLPN model.

Data Type Description

LID A number representing the logical 1D of a peer.

PList A list containing the LID of neighboring peers and the LIDs of neighboring
peers of a neighboring peer.

IP A number representing the IP address of a peer.

Hvalue A string representing the hash value

L1 The LID of a joining peer.

L2 The LID of primary anchor peer.

L3 The LID of secondary anchor peer.

HSA The hash value of the LID of anchor peer.

M A string representing the message to be sent
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Table 6.1 describes the data types and their definitions for 3DO. These data types are used in the
HPLN of 3DO. Table 6.2 is a mapping table for the HPLN model of 3DO. It describes the places

and their corresponding mappings.

Table 6.2: Places and mappings used in the HLPN model.

Place Mapping
¢ (CL) P(PList)
¢ (Peer) APListxLID)
¢ (LID-UID) P(LIDxUID)
¢ (PUID) P (UID)
@ (JPH) P (Hvalue)
¢ (PS-AP) P (L1xL2xL3xHvaluexUID)
@ (LID) P(LID)
¢ (LID-SHA) P (LIDxHSA)
¢ (Send) P (MxUID)

The working of 3DO is discussed in Section 5.2. In this section, we define the formulas/rules
that maps to transitions. The system starts with a joining peer sending a JRQST message and
looking for neighboring peers, if any exist. The following formula maps to the aforesaid
transition:

R(CL_C) =Vx, € X,,¥X, € X,, VX € X, |

Xy = X3 U{x} .

After analyzing the response(s) from the neighboring peers, the joining peer determines and
sets its LID according to the peer joining process explained in Section 5.2.1. The mathematical

rule for the transition LIDs is as follows:
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R(LIDs) = Vx, € X,V € X, |
x,[1] = NULL A x,[2] := LID - Root() A

X, = X, U{x,[1, x,[2]} A (2)
%,[1] # NULL A x,[2] := LID - Set() A

X, = X, UM %2138 X = X u{x,[2]}

The selection of a primary anchor peer requires the generation of the hash value of the peer’s
UID. The following transition and rule illustrate the process:
R(SHA) = VX, € X4, VX, € X, |

X, := Hsh(x,[2]) A 3
X, =X, u{x}

The logical and physical addresses are placed at LID-IP by the transition LPA for model
checking purposes. The rule over transition LPA highlights the process is the following:

R(LPA) =Vx; € Xg, VX € Xg, VX0 € X0 |
Xo[1] = Xg[2] A X[ 2] = X, A 4)

Xy = Xg U{X,[1], %,[2]}

The process of anchor peer selection (primary and secondary) is represented by the following

transition and associated formula:

R(ANchor) = Vx,, € X,,, VX, € X,, VX3 € X 5|
X;3[1] = X, [1 A X [4] = X33 A X5[0] = X, [2] A )
X153 = X135, %5021, %,5[3], %,5[4], %,5[51}

Before sending any message, the peer requests the LID of the destination peer from the
destination’s primary anchor peer as described in the routing process that is explained earlier in

Sections 5.3 and 5.4. The procedure is captured by the following rule:
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R(SR) = VX, € X,,, VX5 € X ;|
X;5[1] =X, A X;5[2] = hash(x;,) A (6)

xlsl = Xy U{Xs[1], x;5[2]}

At the end, a peer acquires the corresponding LID-IP pair of the destination peer and sends
the file retrieval message to the received LID of the destination peer. The procedure is
represented by the following rule:

R(SPS) =VX,s € X.6, VX7 € X7, VX5 € X 5|

3%, [1] 2 %, [1] = %, [1] A X[ 2] = %, [5] A (7
Xlsl = X1 U{Xs[1], X34[3]}

6.4 Verification Property

The aim of this verification is to ensure that 3DO works according to the specifications and

produces correct results. The following properties are verified:

e The LIDs calculated by the peers are according to the specifications and peers place
themselves in the dimension according to the process.

e Requests for the LID of a destination peer are sent to the proper primary anchor peer and
the primary anchor peer returns a valid and corresponding LID according to the received

uUID.

The above model is translated to SMT-Lib and verified using the Z3 solver. The solver showed
that the model executes according to the specified properties. The Z3 solver took 0.05 seconds to

execute 3DO.
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7/ CONCLUSION

In this thesis, the adoption of the 3D logical structure in DHT-based routing paradigm to achieve
a scalable network layer for MANETSs has been proposed. One of the basic design issues in
implementing large scale MANETS is scalability, which is heavily influenced by the routing
protocol. Instead of modifying or optimizing the traditional routing protocols for MANETS, the

DHT-based approaches can be used for routing in MANETS.

Maintaining a DHT-based structure for a dynamic MANET environment has introduced a
number of new research issues. This thesis highlights the major challenges that arise from direct
adoption of DHT-based strategies for implementing the logical identifier space at the network
layer. By carefully analyzing the addressing schemes and LIS structures offered by different
DHT-based protocols, we conclude that there are two major correlated issues, namely the
mismatch problem and the selection of the LS structure, which degrade the efficiency of the
DHT-based routing protocols in terms of path stretch ratio, long routes, high end-to-end delay,

and cause immense overhead, unequal LS utilization, and network partitioning.

7.1 SIGNIFICANCE OF CONTRIBUTIONS

This thesis makes three important contributions. Firstly, a DHT-based routing protocol for
MANETS, named 3D-RP, is proposed by focusing our attention on the mismatch problem and
resilience of the LIS. The 3D-LIS and node joining algorithm in 3D-RP give a node the liberty to
exactly interpret its physical neighbor relationships in the 3D-LIS, thus limiting the impact of the
mismatch problem, which reduces the path-stretch ratio, end-to-end delay, and routing overhead

introduced in the network. Simulation results and performance comparisons with existing
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protocol substantiate the effectiveness of the proposed protocol for large MANETS operating in

presence of moderate mobility.

Secondly, some features of 3D-RP are exploited to design a new content sharing protocol, named
3DO, for P2P overlay networks over MANETS that handles the same problem at application
layer in P2P networks. 3DO allows the establishment of a P2P overlay network in which the
logical proximity agrees with the physical one, limiting the message overhead and avoiding the
redundancy of messages. The simulation results substantiate the effectiveness of such a system

across different environmental conditions.

Finally, 3D-RP is extended with a novel leader-based approach, referred to as LA-3D-RP, to
detect and merge distinct DHT-based logical networks. Physical network partitioning and
merging in MANETS leads to logical network partitioning and merging in DHT-based routing
protocols. The mismatch problem is aggravated when merging two logical networks. Simulation
results and performance comparisons with existing protocol prove that LA-3D-RP addresses the

inefficiency of merging logical networks successfully.

7.2 FUTURE TRENDS AND DHT-BASED ROUTING

Based on the above results, the suggestions for future work includes replication/replica
management strategy that would avoid extensive information loss and communication disruption
when network partitioning occurs. Moreover, future work could include the scenarios with sparse
peers and high node speed to investigate the applicability of our approach. Support towards high
mobility in a DHT-based structured P2P overlay over a MANET is itself a major challenge,
which needs immediate attention. 3D-RP and 3DO do not support network with high mobility.

An analytical comparison of our approach with other approaches will also be conducted in our
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future work. We also plan to address other issues such as load balancing, P2P network partition,

user anonymity, and free-riding in our future research.

Here, we discuss some of the emerging fields of research and the applicability of DHT-based

lookups and routings in these fields.

7.2.1 Content Centric Networking (CCN)

Recently, a content centric networking (CCN) paradigm, which is promising not only for the
Internet but also for MANETS, has emerged as a hot research topic. CCN is based on named data
rather than host identifiers (UID) for routing (Jacobson et al., 2009, Liu et al., 2012, Oh et al.,
2010). It is capable of accessing and retrieving content by name. It decouples content from its
producer/source/owner at the network layer. CCN is effective for disruption tolerant networks
and avoids dependency on end-to-end connectivity. However, it might suffer from scalability and
efficiency challenges in global deployments (Liu et al., 2012). In such scenarios, a DHT structure
may be used to achieve scalability in CCN for both Internet and MANET because DHT provides
not only location-independent identity, but it also provides a scalable substrate to manage

contents and distribute information in the network.

7.2.2 Device-to-Device (D2D) Communication

D2D communication is a technology component that allows transmitting data signals between
user equipment over a direct link using the cellular resources, thus bypassing the base station
(Doppler et al., 2009, Lin et al., 2013) (Song et al., 2013). D2D introduces new opportunities for
proximity based commercial services, particularly social network applications for LTE-A. D2D
users communicate directly while remaining controlled under the BS. Spectrum sharing between

D2D users and BS controlled users is one of the key challenges. D2D is classified into: i) in-band
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in which D2D uses the cellular frequency band; ii) out-band in which D2D uses the other
frequency band, like 2.4 GHz ISM band (Lin et al., 2013). The in-band is further classified into:
i) overlay D2D in which both D2D and cellular transmitters use a statistically unrelated
frequency band; ii) underlay D2D in which both cellular and D2D transmitter access the
frequency band in an opportunistic manner (Lin et al., 2013). Communication in D2D underlay
can be in a single-hop or multi-hops, depending upon the location of the destination and

transmission power of the source device.

7.2.2.1 Multi-hops D2D communication

Sometime the single-hop D2D communication is not possible. For instance, the source node S
does not have sufficient transmission power to reach the destination node D2 (Kaufman et al.,
2013, Lin et al., 2013) as shown in Figure 7.1. In this case, S uses multi-hop communication by
using intermediate nodes as relays to reach D2. (Kaufman et al., 2013) uses Dynamic Source
Routing (DSR) (Johnson et al., 2007) protocol as underlying for multi-hops D2D

communication.

The DSR protocol is based on flooding mechanism that increases routing overhead and
interference and limits the scalability of the network; therefore, it is not an efficient approach to
use it for multi-hop D2D communication. DHT-based routing protocols are more scalable than
tradition routings (e.g., DSR) (Caleffi and Paura, 2011, Garcia-Luna-Aceves and Sampath, 2009,
Sampath and Garcia-Luna-Aceves, 2009, Eriksson et al., 2007). Deploying a DHT-based routing
for underlying multi-hops D2D communication would reduce both the routing overhead and

interference. Moreover, a DHT-based routing protocol would facilitate a large number of devices
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to communicate in D2D multi-hops mode and allows a source node to communicate with the

destination node at a larger hop distance, in turn, increases the network scalability and longevity.
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Figure 7.1: An example scenario for underlay D2D single-hop (S to D1) and multi-hops (S to D2)
communication.

7.2.3 Integrated MANET and Internet

In recent years, cellular networks are used not only for voice communications, but also for data
communication (Internet access). A mobile user needs data communication mainly for content-
sharing, emails, staying connected to social-networks (like Facebook), etc. Fourth-generation
(4G) wireless system connects mobile users to the Internet through heterogeneous connecting
technologies (e.g. Cellular, wireless LAN, mobile ad hoc network (MANETS) etc.) (Al Shidhani
and Leung, 2010, Cavalcanti et al., 2005, Ding, 2008). This raises several challenges in order to
integrate these heterogeneous networks (Ding, 2008). One can find several advantages of the
integrated MANETS and Internet. First, it would extend the coverage of infrastructure based

wireless networks (e.g. Cellular network) as shown in Figure 7.2. Second, a mobile user in the
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MANET can access the Internet via another user connected to the Internet (King, 2011). Third, it
can avoid the dead-zone. Supporting a large MANET integrated into Internet requires the
underlying routing protocol for MANET to be scalable. The existing traditional routing protocols
for MANETS are not scalable because these protocols are based on flooding mechanism (Caleffi
and Paura, 2011, Garcia-Luna-Aceves and Sampath, 2009, Sampath and Garcia-Luna-Aceves,
2009, Eriksson et al., 2007). Therefore, deploying a DHT-based routing protocols would make
MANETs more scalable (Eriksson et al., 2007, Jain et al., 2011), which in turn would allow a

larger disconnected community to be connected with Internet (King, 2011).
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Figure 7.2: Possible use of MANETS in 4G networks (Ding, 2008)
7.2.4 Internet of Things (1oT)

loT refers to a smart world of identifiable objects, such as devices, sensors, actuators, and mobile
phones with ubiquitous computing and networking and cooperating with their neighboring
objects to provide value added services (Atzori et al., 2010, Chilamkurti et al., 2013). Scalability
in 10T is one of the core issues of concern. Scalable identification, naming, name resolution, and
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addressing space and structure due to the sheer size of the resulting system and scalable data
communication and networking due to the high level of interconnection among a large number
loT refers to a smart world of identifiable objects, such as devices, sensors, actuators, and
mobile phones with ubiquitous computing and networking and cooperating with their
neighboring objects to provide value added services (Atzori et al., 2010, Chilamkurti et al.,

2013). Scalability in 10T is one of the core issues of concern.

Scalable identification, naming, name resolution, and addressing space and structure due to the
sheer size of the resulting system and scalable data communication and networking due to the
high level of interconnection among a large number of objects are a few major concerns related
to scalability in 10T (Chaouchi et al., 2013, Miorandi et al., 2012). The analysis and design of
loT cannot overlook aspects related to networking technologies such as routing protocols, flow

control robustness, and synchronization.

The distributed implementation of routing protocols is a key issue for any networked systems
and for 10T in particular (Chaouchi et al., 2013). DHT-based lookup and routing technologies
can be adopted for proximity communications whenever possible in case of large deployments in

IOT.

7.2.5 Machine-to-Machine (M2M) Communications

M2M communications refers to data communication between autonomous machines without
human intervention (Anton-Haro et al., 2013). These machines could be smart sensors, mobile
devices, or computers that can communicate autonomously using different network technologies,
like Zigbee, Bluetooth, and Wi-Fi to wide area network such as wired. 10T concepts can be seen

as a superset of functionalities necessary to the design of M2M as 10T involves different other
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technologies such as nanotechnology, robotics, artificial intelligence, etc. (Bourgeau et al.,
2013). M2M traffic raises a wide range of requirements on mobility, latency, reliability, security,

and power consumption.

Extensive communication overhead depletes energy resources of machines. This can be reduced
by carefully applying algorithmic and distributed computing techniques to design efficient
communication protocols, e.g., routing protocols (Chang et al., 2011, Lu et al., 2011). DHT-
based lookup and routing technologies can be adopted for energy efficient communications in
case of an increase in data volumes and number of connections due to large deployments in

M2M.
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