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 For many years, supplier selection as an important multi-criteria decision has attracted both the 
researchers and practitioners. During recent years, high incidence of natural disasters, terrorism 
attacks, labor strikes and other kinds of risks, also known as disruptions, indicates the 
vulnerability of procurement process to these unpredicted events. In this study, a new framework 
is introduced to select suppliers while considering the supply risks. In the proposed framework, 
an expert determines the reliabilities of procurement elements (i.e., production, transportation and 
communication) based on some proposed risk factors. Then, a trained Multi-Layer Perceptron 
(MLP) network plays the role of the expert opinion for estimating the reliability scores. In 
addition to reliabilities, the Data Envelopment Analysis (DEA) is used to take into account the 
conventional selection criteria: price, delivery, quality and capacity. A set of Pareto-optimal 
suppliers is obtained from the combination of efficiencies and reliability scores. Finally, the 
decision maker chooses between the non-dominated suppliers. Obtained experiment results 
indicate the effectiveness of the proposed framework. 
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1. Introduction  
 
During the last decades, different geo-political events such as earthquakes, strikes, terrorist attacks and 
political instability have disrupted the supply process. These supply failures have significant effects on 
the buyers' performance. For example, the earthquake in Kobe, Japan, halted the production at car 
manufacturers such as Toyota, Honda, Nissan and Mitsubishi and caused considerable revenue losses 
(Sheffi, 2005). In 2005, BMW stopped its production for three days due to defective fuel injection 
pumps delivered by its supplier, Bosch. Furthermore, the company recalled 20,000 cars and stopped the 
production of 3,600 cars (Reuters, 2005). There are many other companies suffered from such 
disruptions in the supply process. 

Nowadays, firms are even more vulnerable to supply risks as they have established long-term 
relationship with a single supplier to increase their performance and efficiency. For example, in 2000, 
the fire at the Philips microchip plant in New Mexico affected its buyers, Nokia and Ericsson, 
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tremendously. While Ericsson lost 400 million dollars in terms of potential revenues, Nokia 
recommenced its production after three days as it has other suppliers to mitigate the shortage (Wall 
Street Journal, 2001). After a fire in Avon Rubber and Injected Plastics, its customers were obliged to 
help the firm to rebuild its plant as it was their sole supplier (Wall Street Journal, 2001). Furthermore, 
many firms have adopted Just-In-Time and lean practices in which they maintain little or no inventory. 
The studies show that these practices will increase the vulnerability of firms to supply disruption (Sheffi, 
2005). Moreover, Just-In-Time indicates the concentration on a particular supplier to achieve economies 
of scale and lower transaction costs, which in turn will increase the vulnerability (Foster, 2005).  

There are many other reasons that account for the vulnerability of firms. Today, the advent of complex 
global supply chains, in which firms rely on the suppliers, dispersed around the world increases the 
risks. Obviously, the probability that something affect the normal performance of a particular node or its 
connection is higher for complex supply chains (Pochard, 2003). 

The plethora of supply failures and their considerable impacts ranging from halt of operations, delay or 
cancelation of customer orders or even loss of customers and revenue have compelled the managers and 
decision makers to find ways to reinforce their firms against these disruptions. While many studies have 
addressed the supply risk, there is a lack of comprehensive quantitative methods in this field. In this 
paper, we propose a novel method to consider both the conventional selection criteria such as price and 
quality, which are related to suppliers’ reliabilities. On the one hand, for conventional criteria, we utilize 
data envelopment analysis (DEA) as the most popular method for supplier selection (Ho et al., 2010). 
On the other hand, regarding suppliers' reliabilities, experts express the reliability of suppliers in 
different areas and then combined to obtain a single reliability score. To lessen the effort of experts, 
artificial neural network simulates the judgment of the experts and substitutes the experts. Finally, the 
decision makers can choose the appropriate suppliers according to the efficiencies and reliability scores 
from a set of non-dominated suppliers. In other words, the trade-off between the efficiency and 
reliability helps the decision makers to choose the suppliers. 

The rest of the paper is organized as follows. Section 2 reviews the prior studies about supplier selection. 
In section 3 and section 4, DEA and MLP are explained in detail, respectively. The proposed method is 
described in section 5. Experiments are conducted for the proposed method in section 6. Finally, the 
conclusion and future research directions are presented in section 7. 

2. Literature Review  
 

Several studies address issues related to supplier selection. These studies have used different methods 
ranging from Analytic Hierarchy Process (AHP) (Nydick& Hill, 1992) and cost ratio method 
(Timmerman, 1987) to total cost of ownership (Ellram, 1990; Gheidar Kheljani et al.,2009), linear 
programming (Ng, 2008; Talluri and Narasimhan, 2003), multi-objective programming  (Narasimhanet 
al., 2006) and DEA (Liu et al., 2000; Ramanathan, 2007; Weber, 1996). Muralidharanet al. (2002) 
proposed an AHP-based model in which nine criteria were used for ranking the suppliers. Furthermore, 
they take into account the opinions of experts from different departments such as purchasing and quality 
control in their model. Chan and Chan (2010) developed an AHP-based model for supplier evaluation 
and selection as well as Muralidharanet al. (2002) with a case in fashion industry. They considered 
twenty-nine criteria and divided them to two main groups: suppliers’ performance criteria and 
company’s strategic criteria. Ng (2008) proposed a linear programming model using the subjective and 
mathematical approach to maximize the supplier’s score. While aforementioned studies have solved the 
supplier selection problem from the buyer’s point of view, GheidarKheljaniet al. (2009) developed a 
mixed-integer nonlinear programming in which the total cost rather than only the buyer’s cost in a two-
echelon supply chain (i.e., a buyer and multiple potential suppliers) is minimized.  

According to a review conducted by Ho et al.(2010) on various papers about supplier selection, DEA is 
the most widely used method for dealing with this multiple-criteria decision-making problem. DEA is 
used for solving problems in different applications such as healthcare (Caballer-Tarazonaet al., 2010), 
banking (Sharma & Gupta, 2010), telecommunication (Sadjadi&Omrani, 2010), gas (Sadjadiet al.,2011) 
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and electricity distribution (Sadjadi&Omrani, 2008; Sadjadiet al., 2010). In a survey on different 
applications of DEA, Liu et al. (2012) found that the top-five industries are banking, health care, 
agriculture and farm, transportation, and education. Weber (1996) for the first time applied DEA to 
vendor selection problem and evaluated six vendors in the baby food industry. He also illustrated that 
how much savings and quality improvements could be achieved while keeping the delivery performance 
unchanged. Regarding DEA, Seydel (2006) compared DEA model with the simple multi-attribute rating 
technique and demonstrated the prominence of the DEA model. Some studies tried to combine DEA 
model with other techniques. In this way, Narasimhanet al. (2001) categorized the suppliers to four 
clusters according to their efficiencies (i.e., DEA model outcome) and their performance. Then, they 
proposed the benchmarks for the suppliers with inefficiency and/or lack of performance. Furthermore, 
JafariSonghoriet al.(2011) developed a framework, which aimed at maximizing the efficiencies of 
suppliers and transportation facilities by using a DEA model while minimizing the ordering, 
transportation, inventory and holding costs by using a linear programming model.  

Although, numerous studies have been accomplished for dealing with supplier selection problems, only 
some of them have taken the supply risk into account. Among these studies, Berger et al. (2004) 
considered two types of risks: super-events and unique events that affect a single supplier and multiple 
suppliers, respectively. They utilized the decision tree algorithm to determine the optimal number of 
suppliers while considering suppliers’ failures. In 2007, Ruiz-Torres and Mahmoodi presented an 
extension to the model of Berger et al.(2004). Their models allow a more realistic decision-making 
process in which the case that suppliers independently fail to supply is considered. They also 
demonstrated that when suppliers are very unreliable and have a low ability to mitigate the failure of 
other suppliers, a good strategy is to have multiple suppliers. In addition, Levary (2008) used AHP to 
rank suppliers while considering the reliability of suppliers and presented a case study to apply the 
proposed methodology. Xu and Nozick(2009) considered the loss of production capability for suppliers. 
They presented a two-stage stochastic programming in which there is a trade-off between costs and 
risks. They explored the effectiveness of their model and proposed a solution scheme in a case study. 
While Xu and Nozick (2009) considered the uncertainty of suppliers’ capacities, Li and Zabinsky (2011) 
incorporated uncertainty of both customers’ demands and suppliers’ capacities into their optimization 
model. They developed a two-stage stochastic programming and a chance-constrained programming 
model. In both models, a set of Pareto-optimal solutions was obtained by the trade-off between cost and 
risk.Moqri et al. (2011) investigated supplier selection and order lot sizing using dynamic 
programming.Azar et al. (2011) presented an empirical investigation using balanced score card method 
for supplier selection strategy in a case study of part maker industry. ZandeHesami et al. (2011) 
presented a hybrid analytical network process and fuzzy goal programming for supplier selection in a 
case study of auto part maker. 

Based on the aforementioned points, it seems that further researches for the risk consideration in 
supplier selection problems are needed. In this study, a new framework is presented in which not only 
the conventional selection criteria such as quality and price is used but also different risks affecting the 
procurement process are considered. Here in this research study, DEA as a widely used method for 
supplier selection (Ho et al.,2010) which is not subjective in comparison to AHP, is utilized to consider 
the conventional selection criteria. In addition, an expert determines the reliability of suppliers based on 
some risk factors. Various forms of risks are considered in the selection and the evaluation process as 
compared to prior studies in which different risk measures are combined to each other to make a single 
factor. To exploit the expert opinion in a more efficient way, a trained neural network estimates the 
reliability of suppliers. Finally, the efficiencies and reliability scores are combined to find the best 
suppliers. 

3. Data Envelopment Analysis 
 

DEA, which is initially developed by Charneset al. (1978), is based on the concept of efficiency, 
meaning that a Decision Making Unit (DMU) produces outputs by utilizing inputs. Therefore, the 
efficiency is defined as the weighted sum of outputs to the weighted sum of inputs for a specific DMU. 



  
In order to compute the efficiency of a DMU, DEA attempts to find a set of weights associated with 
each input and output such that the DMU’s efficiency is maximized. The only constraint in the plain 
DEA is that efficiencies of other DMUs should not exceed maximum possible efficiency, namely one. 
Obviously, the DMUs with the most efficiency have better performance as compared to the others and 
this assists the DM in choosing between DMUs.  

Suppose that there is a set of n DMUs, each of which uses m inputs and s outputs. Let k ( { }1,...,k n∈ ) 
denote a DMU whose relative efficiency should be maximized. The plain DEA model is given as: 

1

1

min   ,

s

r rk
r

k m

i ik
i

u Y
e

v X

=

=

=
∑

∑
 

 
(1) 

subject to  

{ }1

1

1,       1,..., ,

s

r rj
r

j m

i ij
i

u Y
e j n

v X

=

=

= ≤ ∀ ∈
∑

∑
 

 
(2) 

 

{ },       1,..., ,ru r sε≥ ∀ ∈  (3) 
{ },       1,..., .iv i mε≥ ∀ ∈  (4) 

where, ekis the efficiency of thekthDMU to be maximized ( ke  should be between zero and one), ru is the 
weight of output i, iv is the weight of input i,Yrj is the amount of output i, andXijis the amount of input i 
of DMU j. Xij  andYrjshould be positive. In addition, �is non-Archimedean infinitesimal value, which 
prevents weights to be equal to zero. When efficiency of a DMU is 1, it is called an efficient DMU; 
otherwise, it is an inefficient one.The above nonlinear model will be transformed into the following 
linear model: 
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4. Neural Networks(Multi-Layer Perceptron) 
 

In this study, to decrease the effort of the expert for estimating the reliabilities of suppliers, Multi-Layer 
Perceptron (MLP) as  a proper nonlinear function approximation methodology is chosen. MLP network 
is composed of a set of source nodes as the input layer, one or more hidden layers as computation nodes 
and an output layer that refers to desired output of the system. Undoubtedly, network architecture is the 
most important factor for successful application of MLP. However, identifying the best architecture is an 
open and challenging problem. According to universal approximation theorem also known as Cybenko 
theorem an MLP network with one single hidden layer with sigmoid activation functions can 
approximate any type of continuous mapping on a compact set of Rnprovided that an appropriatenumber 
of nodes are in the hidden layer (Cybenko, 1989). In this study, MLP networks approximate the 
reliabilities of suppliers. Thus according to universal approximation theorem, MLP networks demand no 
more than one hidden layer. An MLP network is schematically depicted in Fig. 1.  
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Fig. 1. Schematic representation of the MLP network with a single hidden layer (Karray& De Silva, 2004)  

In order to train the network, Backpropagation learning (BPL) algorithm as a widely used method for 
training MLP network is applied. This algorithm was originally developed by Werbos (1974) and firstly 
implemented by Rumelhartet al. (1986) in the MLP networks with a great success. BPL is based on the 
gradient descent technique and least mean square error in which the cumulative error (i.e. Euclidean 
distance between actual and target output) is minimized. The algorithm for a network with a single 
hidden layer is depicted in Fig. 2 (Karray& De Silva, 2004). 
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Fig. 2.Pseudo-code of BPL learning algorithm for a network with a single hidden layer (Karray& De Silva, 2004)  

Determining the number of nodes in the hidden layer is important because the neural network’s mapping 
accuracy and ability to generalize from training data notablydepends on the number of units in hidden 
layer (Schalkoff, 1997; Alizadeh et al., 2011). A network with small hidden units cannot completely 
identify the organization in the training data. This is known as under fitting issue in training MLP. At the 
same time, a network with large hidden units produces undesirable effect that results in units 
memorizing certain aspects of certain inputs. Consequently, an experiment should be conducted to 
determine the best number of hidden nodes by trying various numbers and comparing their errors.The 
accuracy rate of each configuration is computed by means of average Root Mean Square Error function 
(RMSE), root of mean squared difference between the actual output and the target as: 
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where, id  and it are the actual and target output of theith pattern, respectively. The activation functions of 
all networks are sigmoid, as follows: 
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Here, the sigmoid activation function is selected to satisfy the conditions of Cybenko theorem. 

5. Proposed Method 
 

In this study, on one hand, DEA finds the most efficient suppliers according to conventional selection 
criteria including price, quality, delivery and capacity. On the other hand, a new method is proposed to 
determine the reliabilities of suppliers. Finally, by combining the obtained efficiencies and reliabilities a 
set of non-dominated Pareto-optimal solutions are presented to the final decision makers. 

While in the proposed method, DEA as the most widely used method for selecting suppliers determines 
the efficiencies based on conventional criteria, expert opinion is used to determine the reliability of 
suppliers. The need for human judgment arises from the inherent complexity of risks. There is a wide 
range of risks that affect the procurement process. In other words, it seems very hard or even impossible 
to gather information, which can directly be used to determine the reliability of suppliers. To this end, a 
new method is proposed to extract the reliability of suppliers from some risk factors by the aid of 
experts. It is worth mentioning that by separating conventional criteria and risks, which are inherently 
different, a trade-off between performance and reliability is obtained.  

To find the reliabilities of suppliers, experts determine each supplier’s reliability as a critical measure in 
different procurement elements based on some risk factors. To lessen the effort of experts, MLP 
networks can substitute the experts and play their role to estimate the reliability of new suppliers based 
on their risk factors. MLP can effectively be used as an expert as its performance in nonlinear function 
approximation have been proved in different applications (Samarasinghe, 2006). Finally, to reach a 
single score, the weighted average of reliabilities among different elements is introduced as the 
reliability score. According to aforementioned efficiencies and reliability scores, suppliers are divided 
into four main groups as illustrated in Fig. 3. In this way, managers and decision makers can choose 
suitable suppliers based on the trade-off between efficiency and risk.   

 

 
Fig.3. Different groups of suppliers according to their efficiencies and reliability scores 
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The process of determining the efficiencies and reliability scores of suppliers are explained in the 
following subsections in more detail. 

5.1. Determining efficiencies by DEA 
As it is clear, the main objective of DEA is to select efficient suppliers using proper criteria. Dickson 
(1986), a pioneer researcher in DEA, identified 23 criteria for assessing the performance of suppliers 
based on responses of 170 managers and the purchasing agents. To find the efficiencies of suppliers by 
DEA, we use the most important criteria such as quality, delivery, price and capacity selected by Ho et 
al. (2010). These criteria are categorized into the following groups: 

Inputs: 

• Price: the unit price of the product. 
Outputs: 

• Quality: the expected percent of flawless units, 
• On-time delivery: the expected percent of orders delivered on time, 
• Capacity: the number of units that the supplier can supply in an ordering period. 

 

5.2. Determining reliabilities by expert opinion and MLP  
To find the reliability score of a supplier, the first step is to divide the whole supply processes (i.e., all 

the processes performed for the delivery of raw material from a supplier to a manufacturer) to different 
interrelated components each of which has various risk factors.  This process is divided into three 
following main categories called procurement elements in the respective literature:  

• Production: the risks that affect the production include facilities’ failure, unavailability of 
raw materials, labor strikes and natural disasters. 

• Transportation: the risks that threat the transportation include vehicles’ failure, route 
insecurity, terrorist attacks and natural disasters. 

• Communication: the risks that threat the communication and information infrastructure 
include sanctions on transaction that disables the operations and transactions.  

 

Since the aforementioned risks are very diverse and to some extent unquantifiable, requesting experts to 
determine the level of these risk criteria for each supplier seems a feasible way. To do this, risk factors 
that threat each procurement element are extracted as shown in Table 1.  

Table 1  
Procurement elements and the risk factors that threat them 
Procurement element  Risk factor 
 Production Facility Reliability (PFR) 
Production reliability Raw material Availability at suppliers (RA) 
 Labor Satisfaction (LS) 
Transportation reliability Vehicle Reliability (VR) 
 Route Safety and Security (RSS) 
Communication reliability Political Stability (PS) 
 Communication means Reliability (CR) 
 

Experts determine the reliability of each procurement element based on its respective risk factors. This 
process is schematically depicted in Figure 4 for production reliability as an example. To reduce the 
effort of experts, MLP can mimic the judgment of experts in mapping the risk factors space to 
procurement elements reliabilities as illustrated in Figure 4. Therefore, there exist three MLP networks 
each for a procurement element. The risk factors (input data) along with the opinion of the expert about 
the reliability of each procurement element (output data) are used to train the MLP network. As an 



  
obvious result, the reliabilities of the procurement elements for new suppliers can be estimated using the 
trained MLP network and not by directly asking the expert to determine the score. If MLP networks are 
trained sufficiently with enough training data, the MLP networks can substitute the experts. However, if 
there is insufficient data to train the networks, the networks can be used for pre-qualification of 
suppliers. Then, experts would perform the more accurate analysis for final selection only among 
qualified suppliers. In real cases, the decision makers can use the expert opinion to determine the 
reliability scores until sufficient data for training MLP networks is produced. Therefore, the trained 
MLP networks can be used instead of the experts or for pre-qualification.  

 
Fig.4.Extracting the reliability score based on the risk factors for production element 

To convert these three procurement elements to a single reliability score, the experts determine the 
relative importance of these criteria in terms of weights. Then, by applying the weighted average 
method, the final reliability score is determined as follows: 

Reliability Score .p p t t c c

p t c

W R W R W R
W W W

⋅ + ⋅ + ⋅
=

+ +
 (12) 

where, Wp, Wtand Wc are the weights associated with each element reliability score, that is, production, 
transportation and communication, respectively. 

6. Experimental Results 
 

To assess the effectiveness of the proposed Neural Network-based methodology with risk consideration, 
a numerical experiment is designed in which data for ten suppliers are generated randomly. The 
suppliers utilize one input variable, price, to generate three output factors: quality, on-time delivery and 
capacity. These data along with suppliers’ efficiencies are listed in Table 2. The unit price is purchasing 
cost paid for each item; quality is the expected percent of flawless units; delivery is the expected percent 
of orders delivered on time and capacity is the number of units that the supplier can supply in the 
planning horizon. The price and capacity of each supplier are usually determined by the supplier while 
quality and delivery can be extracted from the whole transactions reflected in the historical data. 

Table 2  
Input/output data and efficiencies 
Supplier Input Criterion Output Criterion Efficiency Price Quality Delivery Capacity
1 95 0.94 0.83 210 0.79
2 84 0.85 0.87 450 0.99
3 92 0.99 0.84 280 0.96
4 94 0.88 0.97 240 0.85
5 94 0.87 0.8 320 0.77
6 88 0.97 0.85 450 1
7 92 0.98 0.99 310 1
8 94 0.81 0.9 170 0.73
9 86 0.91 1 340 1
10 92 0.96 0.86 330 0.91
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In this experiment, an expert uses risk factors to determine the reliabilities. The values of risk factors are 
presented in Table 3. It should be noted that the value of each risk factor is between 0 and 10.  

Table 3  
Risk factors 

Risk Factor Supplier 
1 2 3 4 5 6 7 8 9 10 

PFR 8 4 7 8 9 6 7 7 3 5 
RA 6 5 9 5 5 7 8 3 6 7 
LS 9 5 5 9 7 9 6 7 4 3 
VR 8 6 6 8 7 7 7 8 6 7 
RSS 7 5 4 6 7 6 7 5 5 5 
PS 9 9 5 5 7 3 3 5 9 9 
CR 8 8 7 6 8 8 8 7 7 8 
 

Table 4 demonstrates the reliability of suppliers obtained by experts for each procurement element.  

Table 4  
Reliability of procurement elements 

Procurement element Supplier 
1 2 3 4 5 6 7 8 9 10 

Production 7 5 7 7 7 7.5 7 6 5 5 
Transportation 7.5 5.5 5 7 7 6.5 7 6.5 5.5 6 
Communication 8.5 8.5 6 5.5 7.5 5.5 5.5 6 8 8.5 

 

In Table 5 the best architecture of the MLP network, architecture with minimum RMSE, is suggested. 
Note that the first six out of ten suppliers and the four next ones are used for training and testing the 
network, respectively. The reliabilities of all four last suppliers estimated using the trained networks are 
demonstrated in Table 6. The last row of this table indicates a single value as a reliability score for each 
supplier obtained by taking average of all reliability scores calculated for procurement elements.  

Table 5  
Different MLP networks’ RMSEs 
No. of hidden neurons 1 2 3 4 5 6 7 8 9 10 
Production 1.44 1.05 0.49* 0.55 1.53 1.63 0.59 1.87 0.6 0.61 
Transportation 0.45 0.47 0.37* 0.51 0.81 0.61 2.18 0.56 1.86 1.21 
Communication 0.51 1.4 1.35 0.13* 0.25 1.3 0.98 0.27 1.75 0.28 
*Minimum RMSE 

Table 6  
Actual and Estimated reliability scores (reliability scores obtained by MLP networks) 

Risk Category Supplier 
7 8 9 10 

Production 6.53 5.88 5.01 5.85 
Transportation 6.95 6.84 5.14 5.44 
Communication 5.49 6.00 8.26 8.55 
Estimated reliability score 6.49 6.29 5.71 6.23 
Actual reliability score 6.70 6.20 5.80 6.10 
Error (difference between actual and estimated reliability score) 0.21 0.09 0.09 0.13 
 

Using both efficiencies and reliabilities respectively presented in Tables 2 and 6 the suppliers are 
grouped as illustrated in Fig. 5. In this figure, both estimated and actual reliability scores are depicted 
which help the decision maker to better sense the error of the MLP network and its effect on final 
output. 



  

 
Fig.5.  Suppliers grouped according to their efficiencies and reliability scores 

According to Fig. 5, seventh and tenth suppliers dominate eighth supplier because both the efficiency 
and reliability score of the eighth supplier are low. Ninth supplier has a perfect efficiency; however, the 
seventh supplier in terms of reliability score dominates it. Finally, seventh and tenth suppliers are non-
dominated in this experiment. Thus, the decision maker can choose between these non-dominated 
suppliers. It is notable that the error of the MLP network has not affected the final Pareto-solutions. 

As determining the number of training patterns is a crucial task to obtain an appropriate neural network, 
an analysis is conducted on different number of patterns (i.e. 10, 20, 30, 40, 50, 60 and 70). For each 
case, 80 percent of the data is used for training and the remaining is used for testing the network. Then, 
the average of the errors (i.e. differences between actual and estimated reliability scores among test data) 
is computed. The respective errors depicted in Figure 6 indicate that by increasing the number of 
patterns to 50 patterns the error decreases but after that the error increases which can be resulted from 
over fitting. However, according to Figure 5, even 10 patterns can adequately distinguish suppliers. 

 
Fig.6.The relationship between number of patterns and the error of the neural networks 

7. Conclusion 
 

This study introduces a new method for considering supply risks in supplier selection. The expert 
determines the reliability of each procurement element based on some proposed risk factors. Then, MLP 
network is trained to play the role of the expert opinion in estimating the reliabilities. In addition to 
supply risk, the DEA takes into account the common selection criteria including price, delivery, quality 
and capacity. The efficiencies are then combined with the reliability scores so that non-dominated 
suppliers are obtained. The decision maker can choose between the obtained non-dominated suppliers. 
Finally, the experiments verified the effectiveness of the proposed framework. 
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In the future researches, it is recommended to cluster the suppliers according to their efficiencies and 
reliabilities, especially when the number of suppliers is considerably high. In addition, in this study, it is 
assumed that the expert expresses his/her opinion in terms of crisp values. However, it might not be the 
case in reality and one can use fuzzy set theory to deal with the vagueness of expert attitude. Finally yet 
importantly, while this study focuses on introducing a novel method to consider risk in the selection of 
suppliers, applying this method for real cases is of great value. 
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