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THESIS ABSTRACT

NAME: Mohammad Nabeel Mousa Al-Sallout

TITLE OF STUDY: Energy-Saving Hybrid Detection Scheme

With Path Length Aware For Wireless Sensor Network
MAJOR FIELD: Computer Engineering
DATE OF DEGREE: November 2011

Wireless sensor networks are used today in a wide range of applications, all of which
employ a large number of sensors. In large scale sensor networks, sensor nodes are often
not easily accessible. Because of this, the energy consumption of wireless networks is an
important matter and a popular topic of research.

A sensor node consumes energy while collecting, processing, transmitting and
receiving data. Each of these processes could be the focus of research, so there are many
investigations into these subjects, centering on ways of reducing energy consumption and
extending the lifetimes of networks.

In this thesis | study data processing schemes that define the distribution of decision
making, which affects system accuracy and energy consumption. The two typical detection
schemes are the centralized and distributed schemes. In a centralized scheme, nodes
collect samples from the environment and send them to a "fusion center", where the

samples are used to arrive at a final decision. This scheme provides optimal decision
X



accuracy; however, it consumes considerable energy. In contrast, distributed schemes
allow nodes to make local 1-bit decisions which are sent to the fusion center to make the
final decision. In a hybrid scheme the network specifies the level of accuracy required for
the whole system. This can be achieved by manipulating the scheme to work sometimes as
centralized other times as distributed. | propose an energy-saving hybrid scheme which
focuses on optimizing transmission energy, since most of the energy consumed is in the
transmission process. In the proposed scheme each node will vary between centralized
and distributed according to its location and path length. Nodes with longer path lengths

are classified as acting more as distributed than nodes with shorter path lengths.

Keywords: WSN, sensor node, centralized, distributed, data processing, energy

consumption, fusion center.
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CHAPTER 1

INTRODUCTION

In this chapter, background information about wireless sensor networks (WSNS) is
introduced in Section 1.1; in Section 1.2 the problem is stated and thesis motivation is
discussed; in Section 1.3 the objective of the thesis is specified; and in Section 1.4 the

overall report structure of the thesis is presented.

1.1 Background

The function of sensors is to convey physical phenomena to the digital world by
capturing and revealing real-world behaviors and converting these phenomena into a form

that can be processed, stored, and acted upon.

With sensor capabilities a tremendous societal benefit is achieved when sensors are
integrated into available devices, machines, and environments. They can help to avoid

infrastructure failure disasters, protect precious natural resources, enhance security and



enable new "smart" applications such as context-aware systems and smart home

technologies.

Wireless sensor networks are based on numerous advanced technologies such as very
large scale integration (VLSI), micro-electromechanical systems (MEMS) and wireless
communications. The development of these technologies is contributing to a wider
application of WSNs. For example, with the enhancement of MEMS technology, sensors
are becoming smaller, and developments in semiconductor technologies are producing
smaller microprocessors with higher processing capacities. This improvement of
computing and sensing technologies is enabling the development of flexible WSNs, which

can be widely applied [1] [2].

1.2 Motivation

Monitoring environmental changes and detecting specified events is the main function
of sensor networks. This function is achieved through four basic components of a sensor

network [3]:

1. distributed or localized sensors

2. an interconnecting network — most often wireless based

3. acentral point of information clustering

4. aset of computing resources at the central point or network core to handle

data collecting, event trending, status querying, and data mining.



WSNs use centralized fusion centers (sinks), which work as cluster gateways, and
many distributed sensors (motes) [4]. These sensors sense and send observations to the
centralized unit. The centralized unit decides if an event is initiated or not. Fig. 1 shows an

example of a sensor node.

Fig. 1. Berkeley Mote

Most of the power consumed in a network is used in processing, transmitting and
sensing. Until now limited power resources for sensors has been the main constraint in
WSNSs. It is very important to reduce sensor power consumption while maintaining
acceptable detection accuracy according to application requirements. Many researchers
have focused on the above three processes [5], attempting to enhance the power
consumption efficiency of the sensors for each of them. Some schemes enhance the
operating system and reduce the required processing cycles; other schemes optimize the
RF part including collision space and noise filtering. This thesis focuses on schemes
which study decision processing and transmitting where those schemes define how to
collect observations (sampling rate), where to process them (locally or centralized) and
the data to be sent from nodes to the fusion center, which will affect the degree of loss of

data and accuracy [6].



1.3 Thesis Objective

The main objective of this thesis is to produce an optimum controlling scheme that
extends network/sensor lifetime by reducing power consumption and minimizing the loss
of network efficiency and accuracy. Our proposed scheme controls and defines the
processing and transmission functionality of the wireless sensor network. This scheme
balances the reduction of data transmission and detection processing by distributing these

two activities between nodes and the central unit (sink).

1.4 Thesis Structure

The thesis is composed of the following chapters:

Chapter 2: This chapter presents an overview of WSNs and covers the technology
used. It includes functionality, hardware, networking and software. This chapter also
presents some real world applications of WSNSs.

Chapter 3: In this chapter previous related works are introduced and the main
features and differences within those works are compared.

Chapter 4: Here the problem is stated, and the target and research methodology is
presented.

Chapter 5: The present work is compared with older schemes.

In Chapter 6 our simulation system is presented, and the system model is defined.
Then our results are displayed, with graphs showing the efficiency of our scheme

compared with available techniques.



Finally in the Conclusion our observations and achievements are summarized.



CHAPTER 2

WIRELESS SENSOR NETWORKS

2.1 Overview of WSN

A wireless sensor network (WSN) consists of a large number (from a few hundred to
thousands) of dispersed independent sensors which have the functionality of monitoring
physical conditions such as wind, temperature, sound, vibration or pressure. Fig. 2 shows

a basic example of a WSN.

Gateway
Sensor Mod

)] Senscandj

Fig. 2. Typical Multi-hop Wireless Sensor Network Architecture [7]



In the early days of this technology, wireless sensor networks were developed for
military applications such as battlefield surveillance. But later, when sensor nodes became
smaller and cheaper, WSNs began to be used for a wide range of applications. In the
industrial area, they are used to monitor and control the industrial processes. In the
geophysical and environmental area earthquakes and volcanoes could be monitored.
Civilian usage included smart home automation and traffic control. Nowadays developers

are interested in personal area networks (PANS) such as healthcare applications.

2.2  Wireless Sensor Nodes

A sensor node is a device that contains at least one sensor and may also include
actuators. This node must have processing and networking capabilities to process data and

use wireless access.

Sensors can measure quantity and convert the measurement into a signal. The
measurement may be electrical, mechanical, chemical, acoustic, or of any other physical
type. Fig. 3 illustrates that a sensor acts like an interface between its environment and a
digital system such as a computer. Typically, sensors are small, cheap, and low power-

consumption devices requiring a limited amount of information transfer.
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Fig. 3. Main Sensor Node Function [2]

A sensor node is an appropriate application for a "system on a chip” (SoC) that has
communication, computation, sensing and storage capabilities [8] [9]. A wide variety of
platforms have been developed in recent years, including Mica2 [10], Cricket [11], MicaZ,

Iris, Telos [10], SunSPOT [12], and Imote2.

Basically, each node is composed of a micro-controller, a power source, a radio

frequency (RF) transceiver, external memory, and sensors, as shown in Fig. 4.

Transceiver

P

Micro-controller

|E>d:erna| Mernary |

BINOS J3Mo 4

Sensor 2

Fig. 4. Sensor Node Architecture [8]



In summary, a wireless sensor node - known as a 'mote’ — can be defined as an end
node in a wireless sensor network, which has the capability to gather and process

information and communicate with other connected nodes in the network.

2.3 WSN Applications

Wireless sensor networks find applications in many different areas.

2.3.1 Medical Monitoring

Medical applications are designed to protect patients who are in danger of sudden
health emergencies. Sensors can be fixed to their clothes, and warning signs can be
detected and sent through a network. On the basis of such detection proper actions can be

taken by the family, a doctor or the person himself.

2.3.2 Industrial Automation

In addition to the high cost of using wired sensors in the automotive industry, they are
also difficult to use for moving parts such as wheels. The use of wireless sensors allows
for the rapid installation of sensing equipment and permits access to locations that would
not be practical if cables were attached. It also makes repair operations easier and cheaper

[5]. Fig. 5 illustrates the use of sensors in automobile manufacture.
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Fig. 5. Industrial Application of Wireless Sensors

2.3.3  Civil Structure Monitoring

One of the most popular applications of today’s sensor networks is in the monitoring

of the structural health of large civil structures, such as the Ben Franklin Bridge in Fig. 6

[5].

Fig. 6. Ben Franklin Bridge
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Here sensors operate in a low-power sampling mode in which they check for the
presence of a train by sampling strain sensors at a low sampling rate (as seen in Fig. 7)

and then reporting this data.

404

—— chi uE
—— ch2 uE
ch3 uE
1) 48 - -1

i
| 1’

time
Fig. 7. Bridge Strain Data

2.4 Communication Technology

In this section an overview of general WSN technology including communication

technology and available WSN platforms is presented.

2.4.1 Physical Layer

Now a day a wireless links is the most commonly medium used to communicating
nodes in sensor networks. These links can be radio or infrared or optical media. If we
want to decide which medium to use we should put in mind that, transmission medium

must be available worldwide. So for radio medium we can select from the license-free

11



bands listed in

industrial, scientific and medical (ISM) bands which is listed in TABLE

[13] [14] [2].
TABLE 1
Industrial, Scientific and Medical (ISM) Bands
Spectrum Center Availability
frequency
6.765-6.795 MHz 6.780 MHz Subject to local regulations
13.55-13.56 MHz 13.56 MHz
26.95-27.28 MHz 27.12 MHz
40.66-40.70 MHz 40.68 MHz
433.0-434.7 MHz 433.9 MHz Europe, Africa, the Middle East west of the Arabian Gulf
902.0-928.0 MHz 915.0 MHz The Americas, Greenland and some of eastern Pacific Islands
2.400-2.500 GHz 2.450 GHz (used by IEEE 802.11b, Bluetooth, IEEE 802.15.4 WPAN)
5.720-5.875 GHz 5.800 GHz
24.00-24.25 GHz 24.12 GHz
61.00-61.50 GHz 61.25 GHz Subject to local regulations
122.0-123.0 GHz 122.5 GHz Subject to local regulations
244.0-246.0 GHz 245.0 GHz Subject to local regulations

In wireless sensor networks, power efficiency has a greater concern than bandwidth,

as the sensors generate small-volume data.

According to reference [15], in 2.4-GHz CMOS transceivers, for a radiated power of 0

dBm, the transmitter actually uses 32 mW, whereas the receiver uses even more, 38 mW,

which means 35 mW on average. For Mica motes, 21 mW are consumed in transmitting

mode and 15 mW in receive mode [14]. On the other hand, with ESB sensor nodes at 4.5

volts the cost is 54 mW for transmission and 20 mW for reception.
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242 MAC Layer

The main functions of the MAC protocols are to establish communication links
between sensor nodes and to share the medium band fairly and efficiently. At the same
time energy consumption, throughput and latency should be kept in mind. In Fig. 8 the

main MAC protocol classifications are shown and categorized based on functionality.

Since energy and power resources are limited in WSNs, there are several factors in
MAC layering which can easily result in the wasteful use of these resources [16], i.e.

collision recovery, packet forwarding, overhead and listening mode.

MAC Protocol

Contention—Based
Protocols

Contention—Free

Protocols

Fixed Assignment

FDMA, TDMA,

Dynamic
Assignment

ALOHA, CSMA,
MACA, MACAW

Polling, Token
Passing,

Sl Reservation—Based

Fig. 8. Categories of MAC Protocols



Almost all MAC protocols used in WSN and in wireless networks in general use

CSMA. TABLE 2 lists these protocols [2] [16]:

TABLE 2

WSN MAC Protocols
Protocol Type Description
IEEE 802.11 CSMA/CA , MACAW General Standard for WLAN
IEEE 802.15.4 CSMAI/CA Designed for low power/rate devices
PAMAS MACA Power Aware Multi-Access Signaling
S-MAC [17] CSMA/CA , MACAW Modified IEEE 802.11 to save power.
T-MAC CSMA/CA , MACAW Enhanced S-MAC to save more power.
Optimized MAC | CSMA/CA , MACAW Minimized S-MAC control packet overhead
TRAMA TDMA / CSMA Traffic Adaptive Medium Access
SMACS TDMA/FDMA-CDMA | Self-Organizing Medium Access Control
WiseMAC ALOHA Solves the preamble latency problem.
B-MAC ALOHA Berkeley MAC, Based on Aloha
Energy Aware TDMA Uses cluster tree topology, time domain is
TDMA controlled by the cluster’s gateway.
D-MAC [16] [18] | CSMA Data Gathering MAC, designed and
[19] optimized for tree based data gathering.
Z-MAC CSMA / TDMA Zebra MAC, hybrid of TDMA and CSMA
CC-MAC Spatial correlation-based collaborative MAC
MH-MAC TDMA/CDMA Mobility Adaptive Hybrid MAC

It is obvious from the above table that there are no specific standards for WSN, and

protocol efficiency may differ from one application to other.
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2.4.3 Network Topology

Since communication in WSNs is wireless, the same topology as general WLAN is
applied, with consideration of the WSN's limitation of power. These topologies are mainly

Star Topology, Mesh Topology and Cluster Tree topology (see Fig. 9).

Star Cluster Tree Mesh
® @

Fig. 9. Main Sensor Network Topologies

Although these three topologies can be used in WSNSs, in reality some of them may be
used more often than others, depending on the application and the challenges of the
environment, which acts in this case like a WLAN. Fig. 10 shows the categorization of
routing protocols, which is a serious matter for all wireless networks. Many protocols
have been defined (see TABLE ), and each of these protocols uses many matrices to

design and compare routing protocols.

| use a simple shortest-path algorithm to simplify the problem statement in my
simulation. It is nevertheless an efficient routing protocol, based on routes discovered at

deployment.
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Routing
Protocol

Network Route Prorocol
Organization Discovery Operation
Flat Based Hierarchical Reactive Proactive Negotiation | | Multi-Path
Based Based ‘ Based
Location .
Based Hybrid Query Based == QoS Based
Coherent

Based

Fig. 10. Categories of routing protocols [20] [2]

TABLE 3
Classification of Routing Protocols in WSNs

Routing Protocol

SPIN

Flat topology, data-centric, query-based, negotiation-based

Directed Diffusion

Flat topology, data-centric, query-based, negotiation-based

Rumor routing

Flat topology, data-centric, query-based

GBR

Flat topology, data-centric, query-based

DSDV Flat topology with proactive route discovery

OLSR Flat topology with proactive route discovery

AODV Flat topology with reactive route discovery

DSR Flat topology with reactive route discovery

LANMAR Hierarchical with proactive route discovery

LEACH Hierarchical, support of MAC layer

PEGASIS Hierarchical

Safari Hierarchical, hybrid route discovery (reactive near, proactive)
GPSR Location-based, unicast

GAF Location-based, unicast

SPBM Location-based, multicast

GEAR Location-based, geocast

GFPG Location-based, geocast

SAR Flat topology with QoS (real-time, reliability), multipath
SPEED Location-based with QoS (real-time)

MMSPEED Location-based with QoS (real-time, reliability)
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2.5 Standards and specifications

All available standards are multi-layered. They usually cover physical and MAC
layers, however; in some commercial standards higher layers are covered, which is why |

list those standards with an explanation of each network’s layers in the standard.

Currently there are many standards that can be followed in any wireless sensor
network. Some of them are shown in Fig. 11. These standards already apply to many test-

beds and products.

To compare standards, some factors will be used which vary from one application to

another, i.e. coverage, bandwidth, data rate and power consumption [21].

Network Range (m)
100 1000 10000

10

0.1 1 10 100 1000
Bit Rate (Mbps), Energy Consumption

Fig. 11. Available Wireless Standards
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Existing wireless communication protocols are shown in TABLE , including IEEE

802.11(WiFi), IEEE 802.15.1 (Bluetooth), IEEE 802.15.4 (ZigBee, 6LOWPAN,
WirelessHART, ISA-100.11a), and IEEE 802.16 (WiMAX).
TABLE 4
Wireless Communication Protocols
IEEE 802.15.4 IEEE 802.15.1 IEEE 802.11 IEEE 802.16
(Low Power-Wireless Personal Area Network) (WPAN) (WLAN) (WWAN)
Standards (LP-WPAN)
ZigBee 6LoWPAN WirelessHART ISA100.11a Bluetooth WiFi WiMAX
(802.11a,b,g.n y) (802.16d,16e)
Range 100 m 50m 100m 5km 15km
Data rate 250-500 Kbps 250Kbps 250 Kbps 250Kbps 1Kbps - 3Kbps 1Mbps-450 Mbps 75Mbps
Frequencies 24 GHz 2.4GHz 24GHz 2.4GHz 24GHz 24,37 and5GHz 23,25,and35
(Bandwidth) GHz
Network Star, mesh, Star, mesh, Star, mesh, cluster Star, mesh, Star Star, Tree, P2P Star, Tree, P2P
Topology cluster tree cluster tree tree cluster tree
IPv6
Applications Wireless wireless Wirelessly process Wireless Wireless sensors PC-based Data Mobile Internet
sensors internet, monitoring and Systems for (monitoringand Acquisition
(monitoring automation and control applications Automation control) Mobile Internet
and control) entertainment
2.5.1 IEEE 802.15.4 (WSN)

The IEEE 802.15.4 standard defines a low-power/rate wireless personal area network
(LR-WPAN). This solution increases network lifetime up to a few years. IEEE 802.15.4
supports a 10-meter communication area with a transfer rate of 250 Kbps at 2.4 GHz. The
IEEE 802.15.4 standard defines both the physical (PHY) layer and media access control

(MAC) layer specifications, as can be seen in Fig. 12. [22]
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Medium Access
Layers (MAC)
IEEE 802.15.4

standard
Physical Layer
(PHY)

o

Fig. 12. Structure of IEEE 802.15.4 Protocol Stack

Physical layer

The physical layer is responsible for controlling transmission parameters (see
TABLE ). The key responsibilities of PHY are:
e activation and deactivation of the radio transceiver
¢ frequency channel tuning
e carrier sensing
e received signal strength estimation (RSSI & LQI)
e data coding and modulation

error correction

MAC layer

The key functions of the MAC layer include:
o (data framing, and validation of received frames

e device addressing
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e channel access management

e device association and disassociation

e sending acknowledgement frames

TABLE 5

Transmission Parameters of IEEE 802.15.4

Frequency | Chip # of Modulation | Data rates Unlicensed

MHz rate channels (Kbps) availability

2450 2000 16 O-QPSK 250 Worldwide

915 600 10 BPSK 40, 250 America, Australia
868 300 1 BPSK 20, 100 Europe

At present, the main WSN solutions such as ZigBee, WirelessHART, 6LoWPAN, and

ISA-100 are based on this standard, which offers a complete networking solution by

developing the remaining upper communication layers.

2.5.1.1 ZigBee

ZigBee is a simple, low cost, low power wireless technology used in LR-PANSs

embedded applications [23] [24]. ZigBee provides the network layer (NWK) and the

framework for the application layer. The MAC sub-layer and lower layers are based on

the IEEE 802.15.4 standards (see Fig. 13).

The ZigBee network layer (NWK) supports star, tree, and mesh topologies. It is

utilized in three types of devices: ZigBee coordinator, ZigBee routers, and end devices.
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Application Layer ZigBee Device
(APL) Object (ZDO)

Application
Support Layer
(APS )

Security
Service H
Provider

(NWK)

Madia Acsess
Control Layer
(MAC)

Physical Layer
(PHY)

Fig. 13. ZigBee Protocol Stack

2.5.1.2 WirelessHART

Based on IEEE 802.15.4 standard highway addressable remote transducer (HART)
foundation, WirelessHART was developed for low-power 2.4 GHz operation. Similar to
ZigBee, WirelessHART specifies four principal devices (Fig. 14): network manager,
gateways, field devices and handhelds, as well as adapters which allow existing HART

field devices to be integrated into the network [13] [21] [25] [26].
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Fig. 14. Elements of a Typical WirelessHART Installation
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2.5.1.3 6LoWPAN

6LOWPAN is the abbreviation of IPv6 over Low power Wireless Personal Area
Networks, in which standard IPv6 packets are enabled to communicate over an IEEE
802.15.4-based network. Using 6LoOWPAN, low power devices have all the benefits of IP
communication and management. It is targeted at wireless IP networking applications in

home, office and factory environments [27].

2.5.1.4 1ISA100.11a

The core wireless technology employed by ISA100.11a is IEEE 802.15.4, which sorts

the 2.4 GHz unlicensed band into 16 channels [28].

As shown in Fig. 15, the network layer is based on IETF RFC4944 (6LoWPAN):

22



e [P connectivity through compressed IPv6 and UDP packets
e addressing scheme:

o EUI-64 (64 bits)

o IPv6 (128 bits)

o Short address (16 bits IEEE 802.15.4)

The entire ISA100.11a stack is constructed employing widely accepted and proven

industry standards.
Reference Stack ISA100.11a Stack LEGEND
i ISA Standard
Application ISA Native & Leggcy Protocols andar
(Tunneling)
IETF Standard
Transport UDP (IETF RFC768) || andar
IEEE Standard
Network BLOWPAN (IETF RFC4944) L] A
g Upper Data Link — ISA100.11a
Daialiok IEEE 802.15.4 MAC
PHY IEEE 802.15.4 (2.4 GHz) 'i:‘,f.’;&ing,‘g:,;‘,;:,':f;‘,‘,;
ported to alternate PHYs
such as LP 802.11or future
wireless technologies.

Fig. 15. ISA100.11a Stack

2.6  Operating Systems and Prototypes

The operating system here can represent the low-level functions of sensor nodes by
means of a clear interface to the external world, for instance processor management,

memory management, device management, scheduling policies or threading.
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Many vendors offer a programmable middleware layer (Fig. 16) such as a driver API
or standard communication protocol, which is software residing between the operating

system and the application.

Application . . . Application
APls
Middleware
(Distributed System Services)

Platform Interface Platform Interface
Platform A . . . Platform B
Operating System Operating System

Fig. 16. Middleware Implementation

There are many important features that can be taken into account while designing,
comparing and classifying WSN operating systems, which include architecture, execution
model, reprogramming, scheduling and power management, as can be seen Fig. 17. WSN

classification is based on the above-mentioned features.
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Fig. 17. WSN Operating System Features

e Architecture is the organization of the OS and the applications that are executed. It
includes:
o Monolithic: OS and the applications are in the same program.
o Modular: OS and application are in separated layers.
o Virtual machine-based: OS includes application components.
e Execution Model: The most common execution models are event-based and thread-
based. In the past, applications generated events and dealt with them sequentially.

There is also a hybrid, with an execution model based on a state machine.
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e Reprogramming refers to the possibility of modifying the software that is executed in
the OS. This modification can be done to the application level, module level,
instruction level or variable level.

e Scheduling: Here the processor is shared by the different tasks. The most common
scheduling approaches in WSNs are periodical (non-real time), non-periodical (real
time) and critical/non-critical. For example, sample collecting can be a periodical
event, while alarm generation is non-periodical.

e Power Management: Operating system can be used to enforce an optimal method of
utilizing energy. The components that can be controlled to save power are the

processor and the radio.

2.6.1 Available OS

TABLE lists some of the available operating systems [8] [29]. The most well-known
OSs are TinyOS and Contiki. Microsoft has also started working in this field using the
Microsoft .NET Micro OS. In this survey the available WSN OSs are listed and the most

common OSs are explained.

TABLE 6
WSN Available Operating Systems

Operating System Architecture  Execution Model Scheduling
TinyOS Monolithic Event-based Non Real-time
Contiki Modular Hybrid Non Real-time
FreeRTOS Modular Event-based Real-time
RETOS Monolithic Thread-based Priority-based
MicroC/OS Il Monolithic Thread-based Real-time
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VMSTAR VM Non Real-time
Nano-Qplus Modular Thread-based Real-time
SOS Modular Event-based Non Real-time
Mate VM Event-based Non Real-time
Magnet Monolithic Non Real-time
MANTIS Modular Thread-based Non Real-time
OSPM Event-based

kOS Modular Hybrid Non Real-time
EYES OS Event-based Non Real-time
SenOS State-driven Non Real-time
PicOS Modular Event-based Real-time
Microsoft NET Micro VM Thread-based Real-time
CORMOS Modular Event-based Real-time

2.6.1.1 TinyOS

TinyOS, which is an open source and monolithic-based OS, is the most widely used
operating system in WSN [30]. It began as a partnership between the University of
California, Berkeley, Intel Research and Crossbow Technology, and has grown into an
international group known as the TinyOS Alliance. Fig. 18 shows simplified TinyOS

architecture [31].

Main
(includes Scheduler)

Application
(User Components)

Active Message
Actuating Sensing

Communication

Sensor Node(Mote)
Hardware

Fig. 18. Simplified TinyOS Architecture
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TinyOS features:

written in “nesC” language, a dialect of ‘C’ language

no kernel: direct hardware manipulation

no process management: one process at a time, 255 maximum tasks
no virtual memory: single linear physical address space

no user interface

extremely passive vigilance (power saving)

supports multi-hop communication

simulators: TOSSIM and PowerTOSSIM

2.6.1.2 Contiki:

Contiki is an open-source, very portable, multi-tasking operating system for low-

power embedded systems. Contiki enables all OS standard functions such as threads (Fig.

20), timers, random number generations, file system and command line shell (Fig. 19).
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Contiki features:
e Event-driven kernel
e proto-thread support: processes use lightweight proto-threads
e preemptive multi-threading support
e supports a GUI
e many important platforms, such as Tmote Sky and (ESB) Embedded Sensor
Board, TelosB and MSP430, use Contiki
e simulator: COOJA

e written in ‘C’ language

2.6.1.3 MANTIS 0S

The MANTIS OS is an open-source operating system, with energy-efficient
multithreading functionality for multimodal networks of in-situ sensors (MANTIS) nodes.

As seen in Fig. 21, user-level threads play a significant role in the MANTIS OS.
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Fig. 21. Simplified MANTIS OS Kernel Architecture

MANTIS Features:

e preemptive multi-threading support

e power-efficient scheduler

e dynamic reprogramming and remote login

e cross-platform support across PC’s, PDAs and micro sensor platforms

e written in ‘C’ language

2.6.1.4 SOS

The main advantage of SOS is the ability to achieve a high reprogramming capability

to add, modify and delete software modules at runtime.
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SOS Features:

e static kernel interface: to access timers, memory, sensors, and actuators (see
Fig. 22)

e priority-based asynchronous messaging communication module

e power management included with special APIs

e Duilt-in simulation framework

e written in ‘C’ language

SOS Architecture
i Dynamic i i Dynamic i
| Loadable | ¢ > | Loadable i
i Binary } ; Binary ]
| Modules | | | Modules | |
Static SOS Kernel
Kernel/Scheduler COMM DEV

Fig. 22. SOS Architecture
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2.6.1.5 Microsoft.NET Micro
Microsoft .NET Micro is a solution from Microsoft for embedded platforms with
constrained resources. It offers the advantages of .NET tools for platforms of this type,

such as Visual Studio .Net [32].

Fig. 23 shows end-to-end .NET Micro Framework architecture.

Microsoft .NET Micro features:

e the smallest .NET footprint yet developed, able to run from ROM or flash

memory
e not real-time, but can be hosted on a real-time OS as an option

e can develop full solutions using .NET, including devices, servers, and the

cloud

e Full Visual Studio integration, including live debugging of code running

User code layer User application and libraries

Managed code
Base class library layer | System libraries .NET ' Hardware @ Drawing | WPF _—

Native code
CLR Execution | Type Garbage | Built-in i
engine system | collector | functions
. . (Some CLR calls use
TinyCLR layer PAL Timers | RAM - 1/0 1 ot paL)
HAL Interaction with hardware and peripherals
Hardware layer Device Processor | |/0 | Peripherals

Fig. 23. Layered Architecture of the NET Micro Framework
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The main disadvantage of the .Net Micro frame is that it only supports the IMote 2.0
platform, while (as per TABLE ) other open source operating systems can be applied over

a wider number of platforms.

TABLE 7
Operating System and Supported Platforms

Operating System Supported Platform

TinyOS BTnode, EyesIF X v1, EyesIF X v2, IMote, IMote
1.0, IMote 2.0, Iris, KMote, Mica, Mica2, MicaZ,
Rene, SenseNode, TelosB, T-Mote Sky, Shimmer

Contiki T-Mote Sky, TelosB, avr MCU, MSP430 MCU, x86,
6502

Mantis OS Mica2, MicaZ, Nymph, TelosB

SOS XYZ, T-Mote Sky, KMote, Mica2, MicaZ, TelosB,

avrora, Protosb, Cricket, Cyclops, emu
Microsoft NET Micro IMote 2.0

2.7 WSN Simulators

Using simulators is necessary for any research in the field of wireless communication.
In this section | will list the most known simulation environments used to simulate WSN.
I will focus on free, open-source, simulation tools, which can be categorized to specific

framework simulator and general simulation tools [2] [33] [34] [35].

2.7.1 Specific Framework Simulator

We already mentioned these simulators when we talked about operating system and
frameworks. Those specific simulators are designed for specific product or framework.

Such as:
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e TOSSIM simulator using nesC code on TinyOS/MICA nodes.
e COOJA simulator writing in C language for Contiki OS.
e EmSim on developed using EmStar on microservers Ad-hoc systems.

e ATEMU emulator for AVR processor used in the MICA platform.

2.7.2 General Simulation Tool

A General Simulation is a framework independent simulator that can simulate general
WSN scenarios. | will focus here in Omnet++ simulator which is the base of many WSN

active simulator packages.

2.7.2.1 NS-2

Network simulator ns-2 is the most widely used WSN simulator. It began as a general
network simulator, and mobile ad-hoc wireless networks model was supported later. It is

a generic, discrete event, object-oriented (OO) simulator, written in C++, with an OTcl [1]

[34] [36].

Extensions for WSN have been continuously created. For example, one extension adds
the concept of a phenomenon to sn-2. A phenomenon describes a physical event such as a
chemical cloud or moving vehicle that could be monitored by nearby sensor nodes. In the
other hand, Mannasim extension adds a sensing model, several application models,

LEACH routing protocol, Mica2 PHY model, etc.
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2.7.2.2 J-Sim

J-Sim is a component-based simulation developed totally in Java. It provides real-time
process-based simulation [37] [38]. The main benefit of J-sim is its considerable list of

supported protocols, including a WSN simulation framework.

2.7.2.3 NCTUnsZ2.0

NCTUns2.0 is a discrete event simulator embedded in the kernel of a UNIX machine.
The actual network layer packets are tunneled through virtual interfaces that simulate

lower layers and physical devices.

2.7.2.4 JiST/SWANS

JIST/SWANS is a discrete event simulator embeds the simulation engine in the Java

byte-code. Models are implemented in Java and compiled.

2.7.2.5 GloMoSim

A simulator for wireless networks built with Parsec. Parsec is a simulation language
using C language that adds semantics for creating simulation entities and message

communication on a variety of parallel architectures.
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2.7.3 Omnet++ (commercial version OMNEST)

OMNET++ [33] (Objective Modular Network Testbed in C++) is an object-oriented
modular discrete event network simulator, which mainly used for general wireless

network simulation.

OMNeT++ consists of modules that communicate with each other using message

passing. Complex compound modules can be built up out of simpler modules.

New versions of OMNeT++ framework include a GUI that can be used to edit

network topologies either graphically or in source code.

OPNET's has larger protocol model library than OMNeT++, while its closed source

code makes development and problem solving harder.

OMNET++ has the big advantage in the model library and the available model aspects.
A significant difference between OMNET++ and OPNET is OPNET models always use
fixed topology, while OMNET++’s NED and its graphical editor allow customize

topology and parameterized topologies.

2.7.3.1 Castalia Simulation Framework

Castalia [39] [40] is a simulator based on the OMNeT++ platform for Wireless Sensor
Networks (WSN), Body Area Networks (BAN) and generally networks of low-power
embedded devices. Researchers and developers can use Castalia to test their distributed

algorithms and/or protocols in realistic wireless channel and radio models.
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The main features of Castalia are:

e advanced channel model based on empirically measured data.
e advanced radio model based on real radios.
e extended sensing modeling provisions
o highly flexible physical process model
o sensing device noise, bias, and power consumption
e node clock drift, CPU power consumption.

e MAC and routing protocols available.

2.7.3.2 MiXiM Simulation Framework

MiXiM [41] [42] [43] (mixed simulator) is an open-source OMNeT++/OMNEST
modeling framework created for mobile and fixed wireless networks (wireless sensor
networks, body area networks, ad-hoc networks, vehicular networks, etc.). MiXiM
concentrates on accurate radio channel modeling and the physical and medium access
layers: it offers detailed models of radio wave propagation, interference estimation, radio

transceiver power consumption and wireless MAC protocols like Zigbee.

2.7.3.3 PAWIS Simulation Framework

PAWIS [44] (Power Aware Wireless Sensor Networks) is a discrete event simulator
for Wireless Sensor Networks based on the OMNeT++. It provides functionality to
simulate the network nodes with their internal structure, and it simulates also the network

between the nodes, and the power consumption of every single node.
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A new tool is applied in this simulator to make a data analysis; this tool allows the
visualization and analysis of power consumption for each node with its modules and sub-

modules as well as event marks (see Fig. 25).
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CHAPTER 3

RELATED WORK

The main goal of WSNs is to detect certain events in the environment. It is important
to try to achieve maximum detection accuracy and to minimize false alarms. At the same
time, availability of WSN resources and accessibility limitations should be considered. In

general, the solution is a trade-off between two factors: accuracy and energy efficiency.

As mentioned earlier, each node has the responsibility of collecting, processing,
transmitting and receiving data. The common functions of every detection scheme are that

1) nodes collect observations, and 2) the fusion center (sink) takes the final decision.

There are two traditional detection schemes: the centralized detection scheme and the
distributed detection scheme, the methodologies of which will be covered in detail. In the
remainder of this section, the hybrid detection scheme, which is built on the two previous
schemes, will be described. In any scheme, accuracy of performance and energy

efficiency should be defined and compared as metrics of the scheme.

Model Definition: To be able to compare schemes or to propose a scheme, network

parameters and assumptions should be defined. It is assumed that all nodes are
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"independently and identically distributed” (i.i.d.), i.e. the nodes are organized in a tree
topology and connected to the FC through a multi-hop route, where nodes also act as hops
to receive data from child nodes and forward it to FC without any processing, encryption
or encoding. The focus here is only on accuracy and energy consumption, and it is
assumed that lower layers are working perfectly and that there is no efficiency problems

caused by RF or by packet collisions, i.e. there is no data retransmission.

3.1 Bayesian Decision Theory

3.1.1 Binomial Distribution

Binomial distribution is the discrete probability distribution of the number of

successes in a sequence of n independent true/false trials.

The whole wireless sensor network detection process can be regarded as a Bernoulli
process, since it shares the same properties:
1. The experiment consists of repeated trials.
2. Trial results are classified as a success or a failure.
3. The probability of success, denoted by p, remains constant from trial to trial.

4. Repeated trials are independent.

A Bernoulli trial can result in a success with probability p and a failure with
probability ¢g=1—p. Equation (1) gives the probability distribution of the binomial random

variable x. The number of successes in n independent trials is:
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fG3n,p) = Pr(xlp) = () p*(1 = p) &)

3.1.2 Bayes’ Rule

Bayes’ Rule is one of the most important rules in probability theory. It is the
foundation of Bayesian inference, which is at the heart of calculating the decision

accuracy of any scheme. [45]

The probability that two events, A and B, will both occur will be P(ANB) =
P(BnA) =P(B)P(A|B) = P(A)P(B|A). From this formula the main Equations (2) and

(3) of Bayes’ Rule can be derived:

P(A)P(B|A)
PAIB) = —5 oy — @
k k
P(4)= ) P(B;nA)= ) P(BIP(AIB) ©)
E  PAIE)=350 A
» . s P(EJP(AIE)
K

. * P(E)P(AIE)
E' PAIEf =1/25 A’

Fig. 26. Conditional Probability Example

From Fig. 26 we find that P(E n A) = P(E)P(A|E) = (g) (53—0) = 0.04.
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The distribution of H, given D, which is called the posterior distribution, where P(D)
is the marginal distribution of D, is given by Equation (4),

P(D|H) P(H)

(D) (4)

P(H|D) =

Binary assumption is defined by H, which represents event occurrence: (H = H,) if an
event happens and (H = Hy) if not; H is the actual event status: H' is the final decision; K
is node counts; D is the collected samples, T is sample count at each node and L is the
node path length. For each sample Sj; where i is varied from 1 to K and J from 1 to T

collected inanode i, P(S;; = 1|H = Hy) = py, P(S;j = 1|H = Hy) = po

Bayes Decision: Choose event happened if P(H,|D) = P(H,|D) otherwise choose not

happened.

3.2 Centralized Detection Schemes

In centralized detection schemes a network will have K number of nodes. These nodes
will collect T samples of observations from the environment every specific period, and
they will send T samples together at the end of the period. At the fusion center D = [T * K]

samples will be received.
According to Bayes, a final decision can be calculated as shown in Equation (5):

~ {1, P(H.|D) = P(H,y|D)
H = g
0, otherwise

()
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A decision threshold yz. can be calculated from the probability mass function of

binomial distribution in Equation (1) and Equation (5):

P(D|Hq) P(H1) _ P(D|Ho) P(Hyp) P(D|H1) __ P(Ho)

fk;m,p) = Pr(klp) = ()p*(1 —p)" ¥ D P(D|Hp) = (X )peP (1 — pe)¥TP

lnl_—p+K T lnﬂ

KPP (1-pD)XTP _ (1-p) P ip i {1' D = vrc
> yp> T in_ o,  3f = :
(PP (1-p)KT-2 = p T mbgte Yrc 0, otherwise

D 1-p1 __
mP1d-po) Yrc (6)
pro(1-p1)

The probability of error can be calculated using the following equation:
P, = (P * Praise positive) + (1 = D) * Praise negative) 2
P, =p=P[H" = H{|Ho] + (1 —p) x P[H' = Ho|H,] >
P,=px[1—P(n =ypc|lH)]+ (1 —p) * P(n = ypc|Hp) ()

To calculate power consumption for the whole network in Equation (8), the following
equation can be used, where E = total energy, Er = transmission energy, Er = receiving

energy and Ep = processing energy:

E=Er+ Ep+ EpDE=3  (Li*T*e)+ L (Li*T * e,) D
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K
E = Z(Li *T * (e; + e)) (8)
i=1

3.3 Distributed Detection Scheme

In this scheme nodes collect data and make local decisions according to these
observations and conclude the event appearance as a 1-bit result. This result is sent to the
fusion center to make a final decision according to the collected 1-bit results from all

nodes. In this scheme data accuracy between nodes and the fusion center has been lost.

The scheme propose K number of nodes; these nodes will collect T samples of
environmental observations with [n; = number of 1’s for node i] and will send a 1-bit local

decision every specific period.
At the fusion center, D = [1 * K] samples will be received.
According to Bayes, a local decision can be calculated as shown in Equation (9):

T = {1: P(Hy|n;) = P(HyIn;)
[ A .
0, otherwise

©)

From equation (1) and (5), we can calculate local decision as shown in equation (10):

P(H1|nl) > P(H()lni) > P(n;|H) P(Hy) > P(n;|Hy) P(Hop) P(n;|H,) > P(Hop)

P(ny) - P(n;) P(n;|Hg) — P(Hy)
T )p,T(1-py )T M i-p 1-pg
(o 00" oy g T >
(T) T(1-p)T™ — p L= ppa-pe) T Yiocal
" Po P npo(l—m)
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2 1» n; = Yiocal 10
H= { 0, otherwise (10)

1, P(H,|b) = P(H,l|b)

For final decision we collect b = total 1°s if local decision H = { ]
0, otherwise

From equation (1) and (5), we can calculate final decision as shown in equation (11):

P(b|H,) P(Hy) > P(b|H,) P(Hp) P(b|H,) > P(Hop)

 P(HID) = P(Holb) & =5 7= = ¢ P(blHo) = P(H1)

1PD = i= ylocal(T)plT(]‘ p )T : & PF i= ylocal(T)pOT(l pO)T :

1 1-p 1-PF

(OpoXa-pp)*? _ a-p) _» iep _
’(’E)pp’((l—pp)"—b = p b2 lnM = Yrc =
pr(1-pp)
i 1 b = yrc
=10, 11
H {0, otherwise (11)

The probability of error can be calculated using Equation (12) below:
Pe = (p * Pfalse positive) + ((1 - p) * Pfalse negative) >
P, =px[1—-P(b=vypc|H)]+ (1 —p)*P(b=ypc|Ho) (12)

To calculate power consumption for the whole network Equation (13) can be used,
where E = total energy, E; = transmission energy, Er = receiving energy and Ep =

processing energy:

E=Er+ Ex+ EpPE=3K (Li*1xe)+ X (Lix1xe)+ I (Txe,) D>
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K K
E = Z(Li *x (e +e.))+ Z(T * ep) (13)
i=1 i=1

3.4 Hybrid Detection Scheme

Neither the centralized nor the distributed detection scheme is flexible enough for
designers to choose between detection accuracy and energy consumption. Because of that,
Lige Yu et al [46]proposed a hybrid scheme that balances detection accuracy and total
energy consumption. According to a defined level of accuracy, the nodes will vary
between sending all collected data and sending a 1-bit result. Thus, such schemes attempt

to balance accuracy and energy consumption

In this scheme, assume there are K number of nodes. These nodes will collect T
samples of environmental observations with [n; = number of 1’s for node i]. There will be
upper and lower bounds No and Ny, where 0 < Ny < N; < T. The node result will be O if
the number of 1’s are less than or equal to No. In other words, if the number of 0’s
collected is greater than or equal to T-No, 1 will be sent if the number of 1’s are greater

than or equal to N;. Otherwise all the collected data will be sent, as shown in Equation

(14):
1, n; > Nl
Result; = in;, Ny <n; <N; (14)
0, n; < NO
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From Equation (14), assume that out of K sensor nodes, t nodes send 1°’s, S nodes send 0’s

and K — s — t nodes send all their observations. The total data sent, Q, will be:

Q = {1, " ,1; Tll, ey TLK_S_t; 0, " ,0;}

From Equation (14) we can derive the following probability:

P[b = 0|Hg] = X;20(")pe” (1 — pe)"~* & P[b = 1|Hg] = X1_y,(D)pe” (1 — pe)™™"

o= (!
e ()

Following from Equations (15) and (16), the final probability of error can be determined

(K t_ S) (P[b = 0|H,])*(P[b = 1|H, D! (P[n; = 1|H ¥~ (15)

(K t_ S) (P[b = 0|Ho)S(P[b = 1|HoD)*(P[n; = 1|Ho)F~57* (16)

using Equation (17):

P,=px[1—-PD]+ (1 —p)XPD (17)

To calculate power consumption for the whole network Equation (13) can be used,
where E = total energy, E; = transmission energy, E = receiving energy and Ep =

processing energy:
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E=Er+ Ex+ Ep P E=[XZ1(Li* 1% e) + ZE7 (LT * )] + [Zi2(L + 1+

&) + SIS L+ T x e)] + [ZI,(T xep)] >

s+t K—s—t K
F=) (Lir(ecte)+ ) (LixTr(ete))+ ) (Trey) (18)
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CHAPTER 4

RESEARCH METHODOLOGY

4.1 Problem Statement

Monitoring environmental changes and detecting specified events are the main
functions of wireless sensor networks. WSNs achieve this by using centralized fusion
centers (sinks) and many distributed sensors. These sensors continuously sense changes
and send the observations to a centralized unit. The centralized unit decides if an event is

initiated or not.

Since power resources for sensors is limited in WSNSs, it is important to reduce nodes’
power consumption while maintaining acceptable detection accuracy according to

application requirements.

Processing, transmitting, sensing consumption or all of these should be reduced in

order to reduce power consumption.

Substantial research has been done on the reduction of power consumption. One

scheme suggests collecting observations, processing them locally in the distributed node
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and sending optimized data instead of sending all the observations. This means that the
data sent from nodes — and forwarded as well — will be reduced. On the other hand, there

will be a significant loss of data and accuracy.

In this thesis, | will attempt to enhance both processing and transmission functionality. |
will try to define a scheme that balances reduced transmission action with detection
accuracy. The balance will be achieved by utilizing both distributed and centralized

processing.

4.2 System Model (TELOS)

In order to evaluate and develop our scheme, the behavior of WSN sensors should be

understood, and a power consumption model should be defined. [47]

For this purpose the typical operation conditions of TelosB (Fig. 27) have been

selected as a basis for our power model. [48] [49]

. User button
B reset button

), TSR photodiode
“PAR photodiode

SHT11 humidity / temp
6 pin expansion

_10 pin expansion
(bottom)
TI MSP430 F1611 <

ST M25P80 flash N\
serial ID

CC2420
|IEEE 802.15.4 radio

Fig. 27. TelosB by the University of California
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| use the datasheet of Telos working at 250kbps and 2.4GHz (Ultra low power IEEE
802.15.4 compliant wireless sensor module), which is one of the most widely known

WSN nodes, and | use the power details from TABLE :

TABLE 8
Telos Typical Operation Conditions [50]

MIN NOM MAX UNIT

Supply voltage 21 3.8 v

Supply voltage during flash memory programming 2.7 3.8 \

Operating free air temperature -40 85 °C
Current Consumption: MCU on, Radio RX 21.8 23 mA
Current Consumption: MCU on, Radio TX 19.5 21 mA
Current Consumption: MCU on, Radio off 1800 2400 7.3
Current Consumption: MCU idle, Radio off 54.5 1200 A
Current Consumption: MCU standby 5.1 21.0 uA

Power Consumption of "Telos"

40 ~
30 -
20 A

M Power (mW)

Consumed Power

MCU X RX Idle  Sleep
Node Status

Fig. 28. Power Consumption of "Telos"
From the power consumption model in Fig. 28, it can be concluded that transmission

is responsible for a large amount of node power consumption.

So far only the behavior of a single node has been discussed. Now the power

consumption of all the nodes in the network should be addressed.
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The formula for calculating the overall power consumed while sending a single bit
from source (sensor node) to destination (fusion center) through N hop nodes equals the
energy required to send and receive this bit between all of the N hops, where E = total

energy, E; = sending energy and E = receiving energy:

Energy consumed per node: E = Er + ER P E=(Nx*e,) + ([N—1] xe;)

So, for the special case where a node is directly connected to the FC, energy used =

e + e,

For instance, if hops count = 10, energy used will =10 e; + 9 e,..

Thus, the length of a route affects the overall power consumed in the network, and the

network life time as well.

4.3 Power Calculation:

The TelosB model will be used to calculate power consumption. The same calculation

methodology will be employed in our simulation [4].

e MCU current consumption: 2.4 mA.
e Rx current consumption: 23 mA.

e Tx current consumption: 21 mA.

54



4.3.1 Processing Energy:

The MSP430 [51] is running at a clock rate of 8MHz, Instruction Cycle Time = 200 ns,

. Cycle time 8+107°
so every cycle we can finish - —— = =
instruction time 200%10

= 40 instruciton/Cycle

Let’s assume that we need 2,000 instructions for the measurement, for data processing

and for preparing a packet for transmission over the network. This would result in

2000

Toie = 6.25 * 107% s, the amount of energy consumed per sample at a current of

2.4mA would be:

Ep =24%625%x107%=15%x10"°mA/s (19)

4.3.2 Transmission Energy:

Using CC2420, sending data takes place at a speed of 250 kbps. If one node collects

from a local sensor or from all the children 1 bit of data to be forwarded to the parent node,

power consumption can be calculated as in Equations (19) and (20):

————— =4%107°

250-108  F 0TS
Er =23%4%x107° =92 x107° mA/bit (20)
Er =21%4%107°% = 84 « 107° mA/bit (21)
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4.4  Simulation Network Design

In order to derive more realistic data from our simulation model, we will apply TelosB
properties in our network, with maximum coverage = 100 m. A total of N sensors are
randomly deployed in the region of interest (ROI) which is a square area of a* | have
selected a to be equal to 300 m; hence the ROI = 0.09 km2. The locations of sensors are
unknown before deployment time. However, it is known that all sensors are i.i.d., and

every sensor locations (x, y) will follow a uniform distribution in the ROI.

Fig. 29 shows an example of random sensor deployment for WSNs.

Fig. 29. An Example of Sensor Deployment [52]
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CHAPTER 5

ENHANCED HYBRID DETECTION SCHEME

The aim of this thesis is to present an enhanced hybrid detection scheme.

Since Lige Yu et al in the hybrid scheme adjusts the behavior of the network to vary
between centralized and distributed schemes, the author establishes the No and N;

parameters to define that behavior, and Y is the number of observations equal 1.

Lige Yu et al defines all nodes as having the same behavior with the same probability,
regardless of node position and event source. Since the nodes have different route lengths,
there will be differences in their power consumption. A hybrid schemes is not efficient in

this respect.

In this thesis we are proposing to enhance the hybrid scheme by dynamically choosing

the No, N1 parameter instead of its being static.

In the hybrid scheme if Y is between Ny and N; the node will act as centralized;

otherwise it will act as distributed, as shown in Fig. 30. For the special case N1-No</ the

57



node will always act as distributed, and the node will act more centralized if Ni-Ng

becomes larger (until No=0 and N; = MAX).

57’ Distributed §H Centrlized fﬁl Distributed
>

Fig. 30. Node Behaviour Depends on No and Ni

However, No and N; can be made dynamic, with a preference for a distributed
orientation for nodes with longer route paths; for the remaining nodes it can remain more
centralized, as in the original hybrid scheme, according to the requirements of the

application.

For every sensor S is varied from 1 to K we will assign specific {Ngj, N1j}. These

sensors will be classified according to the route path.

1, n; = Nli
S =, Noi <n; < Ny; (22)
O, n; < NOi

Since 0 < N, < N; < T, we will have a finite number of combinations for No and Nj.
These combinations - or pair of them - should be mapped to all sensors, depending on

sensor path weight.

The above mapping is a normal n-to-one mapping problem, which in our case can be

solved experimentally by testing it in different deployed wireless sensor applications.
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5.1 Network Deployment

Similar to most wireless sensor networks, the FC is deployed in an accessible location,
while the sensor nodes are deployed randomly in the targeted area. This can be considered
as a mesh network (Fig. 31). After deploying the nodes, discovering the network is the
first action to be taken. The FC will broadcast discovery packets to all nodes in the
coverage. These nodes will then broadcast to further nodes until all the nodes are covered

and routing paths; next hub and node configuration are defined.

To simplify the problem our nodes will discover paths to the FC based on SPF
(shortest path first) and select subsequent hubs to forward received packets to. This

information is crucial.

Since the nodes have already collected the broadcast packets, which includes source,
destination and path, the nodes will be able to select their configuration locally based on

the path length.

N N N
® ®
Fig. 31. Sample Sensor Mesh Network
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5.2 Nodes Configuration

For each node there are fixed configurations such as Tx/Rx power, frequencies and
calculation process. Some parameters need to be configured by the manufacturer or the
user in order to optimize network efficiency. On the other hand, some parameters may be

configured by the network itself.

In our scheme, every node will have certain parameters that are defined during the
manufacturing phase or by the developer during network deployment, i.e. sampling rate

(T), CPmin and CPmax.

CP is the probability that the system will work as centralized, which can be calculated
from Np and Nj. In our scheme each node will select Ny and N; depending on its path

length. No and N; should generate CP where CPy;, < CPyon1 < CPuygy--

From those inputs {T, p0, p1, max(path_length), CPnin, CPmax} €ach node will be able

to calculate the No and N that satisfy application requirements.

From T we can find (No,N;) combinations = 27, which is our ROT. Every node should
be able to map the proper (No,N;) from both (CPpin, CPmax) and max(path_length), as can

be seen in Fig. 32.
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NO N1 Path Length

P 1
3 4 -
5

[CP_min, CP_max] I 4 -

[P ]
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N
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>4
\ S
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3 7
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Fig. 32. Mapping (No,N1) Combinations to Available Path Length
We can map these ranges using simple 1-to-many mapping technique, where we
index the initial range and assign the remaining ones equally to the next range, as applied

in Algorithm 1.

Algorithm 1: Local No & N; Selection

Define {CPpin, CPrax}
for each {No,N1}
CP; = binCDF(Ny;-1,T,P[S=1]) - binCDF (Ng;, T, P[S=1]);
if CPoyin < CP; < CPogy
add CP; to CP;
end if
end for
seed = [count(Path)/count(CP)]
for i = 1 =» count(Path)
cp_seed = min(ceil(i/seed),size(CP,1))
CP; = CP(cp_seed);

end for
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5.3  Np, N; Selection

To be able to select No and N; at each node the problem is divided into simpler

problems, as follows:

1. Define all combination of Ny and N; and calculate the equivalent CP.
2. Define valid No and N; based on CPpi, and CPppax.

3. Define Max path length, and map valid (No, N1) to every path zone.
5.3.1 All Ng, N; combinations:
A selection of Ng and N; will define when the node will act as more centralized or

more distributed. For T collected samples we will have 0 < Ny, < N; < T. We can have

C different combinations for those No and N3, where C = TI/((T-2)! 2!).

For each combination we can calculate its CPcent, and we will have the C list of CP,

which should be sorted according to its values.

CPcent can be calculated as in Equation (18):

CPcgyt = binocdf (N; — 1) — binocdf (Ny) (23)

where cdf is the cumulative distribution function which can be calculated as in

Equation (19).
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x . i .
y=Fix|n,p) = z{f: }Jg 1— p]'”_""ifL'l_.'l_...._.n.ll:ﬂ‘ (24)
=0

For example, for T=5, P[S=1]=0.45, we generate all possible combinations of (No,N;)

as shown in TABLE :

TABLE 9
CP Values for all (No,N1) Combinations

No N; CP
0 5 0.93
0 4 0.82
1 5 0.73
1 4 0.61
0 3 0.54
2 5 0.39
1 3 0.34
2 4 0.28
0 2 0.21
3 5 0.11
0 1 0.00
1 2 0.00
2 3 0.00
3 4 0.00
4 5 0.00

5.3.2 Valid Ng and N; combinations:

For example, we can select initial CPpjn=0.50, CPax=0.90.

First of all we find the valid (No,N;) combinations. The selection of CPy, = 0.50,

CPmax = 0.90 gives us 4 valid combinations (TABLE ):
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TABLE 10
(No,N1) Valid Combination List

CcP No N,
0.82 0 4
0.73 1 5
0.61 1 4
0.54 0 3

5.3.3 Map (N, N;) combinations to available zones:

In this enhanced scheme all nodes are classified according to path length to Z zones.
We have here a random WSN where maximum path = 6, which means 6 different zones.

Fig. 33 shows an example of WSN nodes classified into zones:
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Fig. 33. Network Zones Classification

For our network we will define Minimum CPin and Maximum CPpay, Where CPmay 1S
the maximum CP combination that can be assigned for Zone 1, and CPy,;, is the minimum

CP that can be assigned to the next zones (where all CP <= CPp;p).

For every zone z, we will assign CP(z) = CP; from Equation (20), which can be used

to map between zones and (No,N;) combinations (TABLE ):
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Count of all Zones

" |Count of CPs between CP,,;,and CP,

CcP,

CP,

CPs

CP,

CPs

CP,

Zones to (No,N1) Cominations Mapping

_1/

_2/

_3/

_4/

_5/

/]

N

N

il

N

N

al

TABLE 11

_1__1
5| =
_2__1
5| =
.3-_2
5| =
4—2
5| =
5—3
5| =
6]_3
5| =

Zone cp No N,
1 0.82 0 4
2 0.82 0 4
3 0.73 1 5
4 0.73 1 5
5 0.61 1 4
6 0.61 1 4
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In this scheme we find that (No,N;) will be dynamically selected by the nodes,
depending on the path length, and the entire procedure described above will require
minimal extra processing at the node, since the whole process is part of the network

discovery phase.

5.4 Final Decision:

As in the hybrid scheme we will have K number of nodes, those nodes will collect T,

and the node result will be 0 if the number of 1's are less than Ny, in other words if
number of 0’s collected are greater than or equal to T-No, and will send 1 if the number of

1’s are greater than or equal to N;. Otherwise all the collected data is sent (Equation 21).

1, Tll 2 Nl
Result; = {n;, Ny <n; <N; (26)
O, Tll S No

Out of K sensor nodes, t nodes send 1’s, s nodes send 0’s and k — s — t nodes send all

their observation so total send data Q will be: 2 = {1, ...,1;nq, ..., nj_s_4; 0, ...,0; }

Our final decision, based on Bayes’ Rule, is H' = H1 if P[H;|2] = P[H,|].

From the above rule we can derive the following relations:

P[Q|H,] > 1-p 27)
P[Q|Ho] — p
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where we can calculate P[2|H,] from Equation (23), and P[b; = 0|H,], P[b; = 1|H,]

and P[b; = 1|H,] from Equations (24), (25) and (26):

P[Q|H,] = (IS‘) (k ; S) P[b = O0|H,]° x P[b = 1|H,]t x P[n;|H,]*~5t (28)
T .
P =0Hd = ) (Lo _p) (L= p)T M 29)
n=T-N0;
g n—1
PIb =1l = ) (v ) = e (30)
n=N1; '
T n
PInltg] = (| ) (1= po) "y G1)
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CHAPTER 6

SIMULATION RESULTS

6.1 Enhanced Hybrid Detection Scheme

We simulated building WSN network 1000 time for each different number of node K

is varied from 5 to 45 to get distribution of nodes and average path.

Fig. 34 shows the average path length increases as long with node count.

TABLE 12

Zones Usage Percantage

:i’;;"t/ 5 10 15 20 25 30 35 40 a5
1| 20.00% | 10.00% | 6.67% | 5.00% | 4.00% | 3.33% | 2.86% | 2.50% | 2.22%
2 | 58.00% | 49.05% | 43.31% | 40.37% | 37.19% | 35.38% | 34.27% | 32.54% | 32.02%
3| 18.62% | 27.81% | 30.71% | 32.17% | 33.28% | 33.94% | 34.27% | 35.26% | 35.34%
4| 3.28% | 10.50% | 14.51% | 16.63% | 18.40% | 20.14% | 21.22% | 22.24% | 22.77%
5| 010%| 238%| 4.13% | 4.98% | 6.11% | 631% | 6.48% | 6.88% | 6.99%
6| 000%| 023%| 0.63%| 076%| 091% | 0.80% | 083%| 057% | 0.65%
7| 000%| 003%| 0.05%| 0.09%| 0.10% | 0.08%| 0.06% | 0.02% | 0.01%
8| 000%| 000%| 0.01%| 0.02%| 002%| 0.01%| 001%| 0.00% | 0.00%
9| 000%| 0.00%| 0.00%| 0.00%| 0.00%| 0.00%| 0.00%| 0.00%| 0.00%
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Number of Nodes

Fig. 34. Nodes Average Path Length

6.2 Power Consumption:

By applying “Telos” power model and using Equations (19), (20) and (21), Power
calculation will be as following: Processing Power = 15 = 10~® mA/sample, Rx power =

92 x 10~ mA/bit, Tx Power = 84 x 10~ mA/bit and T=5.
Centralized:

In centralized scheme the most power consumption process is the RF transmission, as

can be seen in Fig. 35.
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TABLE 13

Centrlized Scheme Power Consumption

Power\
Nodes 10 15 20 25 30
Er 0.002426 0.006763 | 0.011608 | 0.016461 | 0.021691 | 0.0267
Et 0.002215 0.006175 | 0.010598 | 0.015029 | 0.019805 | 0.024378
Ep 7.91E-05 0.000221 | 0.000379 | 0.000537 | 0.000707 | 0.000871
Total 0.00472 0.013158 | 0.022584 | 0.032027 | 0.042204 | 0.051949
Centralized Scheme
o—ER
—B—ET
EP
== Sum
0 - — -
5 10 15 20 25 30 35 40 45
Number of Nodes
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Fig. 35. Centrlized Scheme Power Consumption




Distributed:

Similar to centralized scheme the most power consumption process in the distributed

is the RF transmission, as shown in Fig. 36.

TABLE 14

Distributed Scheme Power Consumption

Power\
Nodes 10 15 20 25 30
Er 0.000485 0.001353 | 0.002322 | 0.003292 | 0.004338 | 0.00534
Et 0.000443 0.001235 | 0.00212 0.003006 | 0.003961 | 0.004876
Ep 0.000396 0.001103 | 0.001893 | 0.002684 | 0.003537 | 0.004353
Total 0.001324 0.00369 0.006334 | 0.008982 | 0.011836 | 0.014569
Distributed Scheme
<
£ —o—ER
g =BT
[]
& EP
=>é=Sum
5 10 15 20 25 30 35 40 45
Number of Nodes

Fig. 36. Distributed Scheme Power Consumption
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Hybrid (N0=1, N1=4):

We assume the following: p = 0.5, p0 = 0.2, p1 = 0.7, T = 5; K is varied from 10 to

30 (Fig. 37);
TABLE 15
Hybrid Scheme Power Consumption
Power\
Nodes 5 10 15 20 25 30
Er 0.001674 | 0.004667 | 0.00801 | 0.011359 | 0.014968 | 0.018425
Et 0.001529 | 0.004261 | 0.007313 | 0.010371 | 0.013667 | 0.016822
Ep 0.000202 | 0.000562 | 0.000965 | 0.001369 | 0.001804 | 0.00222
Total 0.003404 | 0.00949 | 0.016288 | 0.023098 | 0.030438 | 0.037467
Hybrid Scheme
0.07
0.06
__0.05 //
<
E o004 —ER
a /
2 0.03 =l=ET
2 -
* 002 EP
0.01 - Sum
0 . = o
5 10 15 20 25 30 35 40 45
Number of Nodes

Fig. 37. Hybrid Scheme Power Consumption
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Enhanced Hybrid:

We define the probability of node behavior as centralized CP; we get CP values out of

possible combination of Ng and Nj.

Fig. 38 shows the power consumption of enhanced hybrid scheme, where we assign

CPmin:0.25 and CPmax:0.70.

TABLE 16

All (No,N1) Combinations

No [N; | CP

0 1 0.00

1 2 0.00

2 3 0.00

3 4| 0.00

4 5 0.00

3 5 0.11

0 2 0.21

2 4 0.28

1 3 0.34

2 5 0.39

0 3 0.54

1 4 0.61

1 5 0.73

0 4| 0.82

0 5 0.93

TABLE 17
Enhanced Hybrid Scheme Power Consumption

Power\
Nodes 5 10 15 20 25 30
Er 0.001584 | 0.004151 | 0.006919 | 0.009692 | 0.012621 | 0.015469
Et 0.001446 | 0.00379 | 0.006317 | 0.008849 | 0.011523 | 0.014124
Ep 0.000216 | 0.000646 | 0.001143 | 0.00164 | 0.002186 | 0.002702
Total 0.003246 | 0.008588 | 0.01438 | 0.020181 | 0.02633 | 0.032295
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Enhanced Hybrid Scheme
(cp,;,=0.25,CP . =0.70)

0.06
0.05 /j
< 0.04
£ —0—ER
g =l=FT
[
- EP
=>=5Sum
5 10 15 20 25 30 35 40 45
Number of Nodes
Fig. 38. Enhanced Hybrid Scheme Power Consumption
All Energy Schemes:
TABLE 18
Power Consumption of all Schemes
Power\Nodes 5 10 15 20 25 30
Centralized 0.00472 | 0.013158 | 0.022584 | 0.032027 | 0.042204 | 0.051949
Distributed 0.001324 | 0.00369 | 0.006334 | 0.008982 | 0.011836 | 0.014569
Hybrid 0.003404 | 0.00949 | 0.016288 | 0.023098 | 0.030438 | 0.037467
Advanced 0.003246 | 0.008588 | 0.01438 | 0.020181 [ 0.02633 | 0.032295

75




All Schemes

10 15 20 25 30 35 40
Number of Nodes

45

== Centralized
== Distributed
=== Hybrid
=>¢=Enhanced

Fig. 39. Power Consumption of all Schemes

18.00%
16.00%
14.00%
12.00%
10.00%
8.00%
6.00%
4.00%
2.00%
0.00%

Energy Saving

10 15 20 25

=== Enhanced vs. Hybrid

35

40

45

Fig. 40. Enhanced vs. Hybrid Power Consumption
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6.3 Accuracy behavior:

In our simulation we are able to get the same result which is given in [46], where we used

in hybrid (No,N1) = (1,3), (1,4) and (0,4) as shown in

-1.5 T T T T
—e— hybrid: (1,3)
~ —&— hybrid: (1,4)
P —&— hybrid: (0,4) |
~ % - centralized
= —x— - distributed

Pe (log scale)

-45 : :
5 6 7 8
K

Fig. 41. Comparison of Three Schemes in Detection Accuracy [46]
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Centralized Scheme Pe:

TABLE 19

Centrlized Scheme Propability of Error

Nodes 10 15 20 25 30 35
Pe 6.93E-05 1.47E-06 3.29E-08 7.58E-10 1.78E-11 | 4.24E-13
Log10(Pe) -4.15935 | -5.83216 |-7.48262 |-9.12031 |(-10.7497 |-12.3731
Centrlized Scheme (Pe)
0
-2
-4
z ® \\
S 8
€ 10 . .
2 1 \ =—4—Centralized
'14 \
-16
-18
10 15 20 25 30 35 40 45
Number of Nodes

Fig. 42. Centrlized Scheme Propability of Error
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Distributed Scheme Pe:

TABLE 20

Distributed Scheme Propability of Error

Nodes 10 15 20 25 30 35
Pe 1.01E-03 6.89E-05 4.95E-06 3.67E-07 2.77E-08 2.12E-09
Logl0(Pe) |-2.99723 -4.16209 -5.30519 -6.43572 -7.55793 -8.67419
Distributed Scheme (Pe)
0
2
- \
O] \
]
w -6
o
o \ —o—Distributed
e g
N \\
12

10 15 20 25 30 35 40 45
Number of Nodes

Fig. 43. Distributed Scheme Propability of Error
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Hybrid Scheme Pe:

TABLE 21
Hybrid Scheme Propability of Error
Nodes 10 15 20 25 30 35
Pe 1.17E-04 6.67E-06 4.55E-07 3.27E-08 8.07E-10 6.70E-11
Log10(Pe) -3.93212 -5.17579 -6.34189 -7.48505 -9.09319 -10.1742
Hybrid Scheme (Pe)
0
-2
! \
o
S -6
e —4— Hybrid
a
-10
-12
-14
10 15 20 25 30 35 40 45
Number of Nodes

Fig. 44. Hybrid Scheme Propability of Error
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Enhanced Hybrid Scheme Pe:

TABLE 22
Enhaced Scheme Propability of Error
Nodes 10 15 20 25 30 35
Pe 1.17E-04 | 6.67E-06 | 4.55E-07 3.27E-08 | 8.07E-10 | 6.70E-11
Log10(Pe) -3.93212 -5.17579 -6.34189 -7.48505 -9.09319 -10.1742

Enhanced Scheme (Pe)

! \

-6 \

-8
\ =¢=—Enhanced

-10
-12 ¥

-14

Pe (log scale)

10 15 20 25 30 35 40 45
Number of Nodes

Fig. 45. Enhaced Scheme Propability of Error
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All Schemes:

In comparison to hybrid scheme, in our scheme gives a very close level of accuracy,

as illustrated in Fig. 46.

TABLE 23
Propability of Error for all Schemes

Nodes 10 15 20 25 30 35

Centralized -4.15935 |[-5.83216 |[-7.48262 |-9.12031 |-10.7497 |-12.3731

Distributed -2.99723 | -4.16209 |-5.30519 |-6.43572 |-7.55793 |[-8.67419

Hybrid -3.84127 |[-5.26152 |-6.63689 |-7.98678 |-9.32022 |-10.6421

Advanced -3.93212 | -5.17579 |-6.34189 |[-7.48505 |[-9.09319 | -10.1742

All Schemes (Pe)

7]

§ 9— Centralized

éo == Distributed

& Hybrid
Enhanced

10 15 20 25 30 35 40 45
Number of Nodes

Fig. 46. Propability of Error for all Schemes
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CHAPTER 7

CONCLUSION

The primary purpose of this thesis is to enhance the event collection and detection
capability of current WSN schemes. Throughout this thesis the focus has been on three
available detection schemes. The criteria for comparing my proposed scheme with other

schemes have been mainly accuracy and energy consumption.

Two of the available schemes — centralized and distributed schemes - are basic and
have no flexibility. The third scheme — the hybrid scheme— switches between the two
previous schemes to balance accuracy and energy; nevertheless all the nodes remain with

fixed configuration and limited flexibility.

In contrast to earlier schemes, the proposed scheme enhances the hybrid schemes and
is designed to be more flexible in order to balance the power consumption and the
detection accuracy at the node level. Every node is flexible in deciding how to behave, i.e.

whether to be more centralized or distributed.

To be able to compare the tradeoff between accuracy and power consumption in these

schemes the realistic model was used. This is one of the most significant weaknesses of
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the previous research, in which all power consumption calculations have been based
solely on a hypothetical model. In the proposed scheme this weakness has been overcome

by using a real WSN model, which produces realistic results.

As can be seen from the simulation results, our scheme saves a substantial amount of
energy compared to the hybrid scheme, while it retains accuracy to almost the same
degree. In addition, our scheme deals more efficiently with larger network area and denser

node-number.

Although the focus of this thesis has been on reducing overall power consumption,
other future enhancements are also possible, for example enhancing overall network
lifetime by improving (No, N;) selection techniques where the following factors can be
considered: individual node power level, event occurrence probability at each node, next-

hop distance and real Tx, Rx power.
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