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ABSTRACT

Full Name : Majed Mohammed Abdulgader Al-Jefri
Thesis Title  : Real-Word Error Detection and Correction in Arabic Text
Major Field : Computer Science

Date of Degree : May 2013

Spell checking is the process of finding misspelled words and possibly correcting them.
Spell checkers are important tools for document preparation, word processing, searching,
and document retrieval. The task of detecting and correcting misspelled words in a text is
challenging. Most of the modern commercial spell checkers work on word level with the
possibility of detecting and correcting non-word errors. However, few of them use
techniques to work on real-word errors. This is one of the challenging problems in text
processing. Moreover, most of the proposed techniques so far are on Latin script
languages. However, Arabic language has not received much interest, especially for real-

word errors.

In this thesis we address the problem of real-word errors using context words and n-gram
language models. We implemented an unsupervised model for real-word error detection
and correction for Arabic text in which N-gram language models are used. Supervised
models are also implemented that use confusion sets to detect and correct real-word
errors. In the supervised models, a window based technique is used to estimate the
probabilities of the context words of the confusion sets. N-gram language models are also

used to detect real-word errors by examining the sequences of n words. The same

Xiii



language models are also used to choose the best correction for the detected errors. The
experimental results of the prototypes showed promising correction accuracy. However,
it is not possible to compare our results with other published works as there is no
benchmarking dataset for real-word errors correction for Arabic text. In addition,

conclusions and future directions are also presented.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Conventional spell checking systems detect typing errors by simply comparing each
token (word) in a text against a dictionary that contains correctly spelled words. The
tokens that match elements of the dictionary are considered as correctly spelled words;
other tokens are flagged as errors and corrections are suggested. A correctly spelled token
that is not the one that the user intended cannot be detected by such systems. These errors
are known as real-word errors or semantic errors. Real-word errors result in
morphologically valid words whose use in the context is senseless. These errors may
even be caused by the spelling checkers themselves, when correcting non-word spelling
errors automatically, as in some word-processers, they change a non-word to the wrong
real word (Graeme Hirst and Alexander Budanitsky 2005). Moreover, sometimes the user
mistakenly selects a wrong word from the suggested list offered by the word processor.
Real-word errors are not a minority, it has been reported that 25%, 30% and 40% of total
errors were real-word errors in (Young, Eastman, and Oakman 1991), (Wing and

Baddeley 1980) and (Mitton 1987), respectively.

The following sentences contain real-word errors that are not detected by conventional

spell checkers. The words in the brackets are the correct words intended by the user.
Leaili 5 Lesbie 125 Sy iy 855 [ ] iy (30 Blial) 3 ni LS -

A5 Jsall (pe [ ESU LYY e canelin b giall cidlggasill -
1



s0a]) laill [ eailsa ] s Ausl 3l aill e ol Ayl gumdi ¥
s st Adaal [ ddll ] Gead) asas il ) ¢ all Gl ga b et Al e Ll atila Lo -
saaal) ZLEY) Jo phaal g8 gl [ e/ daj) b Sl yl LAl lis BB sl il (K1 -0

The first four sentences contain semantic errors while the remaining two contain
syntactical errors. Arabic is very inflected language that contains large number of words
compared to other languages. The similarity between Arabic words is also high and this
raises the importance of the problem of real-word errors in Arabic. Our aim is to detect
and correct such errors in Arabic text by considering the context in which those words
occur. Since most of the work on real-word errors has been done on English text, our aim
is to enrich the field of Arabic spell checking. In the course of this work, prototypes for
real-word spelling detection and correction for Arabic text are implemented. This
research is a continuation of previous research by a KFUPM colleague (Mahdi 2012) who
developed a spell checking model that detects and corrects non-word errors in Arabic

text.

In this chapter, we identify the problem statement of the domain of real-word error
detection and correction. We also present the thesis objectives and the methodology
followed in order to achieve those objectives. The contents of the thesis and its structure

are also presented in this chapter.

1.2 Problem Statement

Spell checkers are important tools for document preparation, word processing, searching

and document retrieval. The task of detecting and correcting misspelled words in a



written text is challenging. We are not aware of any research that addresses detecting and
correcting real-word errors for Arabic text except for (C. Ben Othmane Zribi, Mejri, and
M. Ben Ahmed 2010) and their continuation work in (C. Ben Othmane Zribi and M. Ben
Ahmed 2012). We are not aware of any stand-alone spell checking for Arabic text, the
current implementations are tools in word processors. Consequently, designing a spell
checker for Arabic languages is imperative to save time and effort for Arabic language

USETS.

In this thesis, a prototype for spell checking and correction for Arabic text is
implemented. This prototype is able to detect and correct real-word errors automatically.
N-grams language models and context words method are used to detect spelling errors.
Two techniques of addressing real-word errors are discussed. Unsupervised and
supervised learning techniques. In the latter, the labels are known in advance in the form

of confusion sets that are commonly confused by users.

1.3 Research Objectives

The main objective of this research is to study the problem of spell checking and to
investigate the techniques and algorithms used in the literature that address the problem
of spell checking and correction. We discuss the spell checking and correction problem in
general and focus on detecting and correcting real-word errors in Arabic text. In addition,
we aim at designing and implementing a prototype for spell checking and correction for
Arabic text, which is capable of detecting and correcting real-word errors.

In order to accomplish this objective, the following tasks are conducted:



1. Conducting literature survey on spell checking in general and context-sensitive
spell checking techniques in particular.
2. Data Collection and Preparation.
a. Building a suitable Arabic text corpus for this work.
b. Analyzing the corpus and building a suitable language models for spell
checking and correction (N-grams, dictionaries).
c. Collecting Arabic confusion sets to be used in the supervised learning
techniques.
d. Preparing data in which real-word errors are induced to be used in testing
the prototype.
3. Prototype Implementation and Evaluation
a. Implementing Arabic spell checking prototypes that detect and correct
real-word errors.
b. Evaluating the performance of the proposed prototypes.
c. ldentifying factors that can improve the performance of the implemented
prototypes.

4. Analyzing the results of the experimental work and presenting conclusions.

The remaining part of this thesis is organized as follows. Chapter 2 presents background
information on spell checking and correction in general and Arabic spell checking and
correction in particular. We also discuss the terminology used in the literature. In chapter
3 we extensively study the techniques and algorithms used in the literature that address

the problem of spell checking and correction. We present the collected and used data in



this thesis in chapter 4. Chapter 5 presents the unsupervised method that addresses real-
word errors detection and correction in Arabic text and its prototype. Chapter 6 presents
the supervised methods in addressing real-word errors in Arabic text. Finally, the

conclusions and future direction are discussed in Chapter 7.



CHAPTER 2

BACKGROUND

2.1 Introduction

Spell checkers identify misspelled words in a document and try to correct them.
Detection is the process of parsing the text and finding misspelled words. Correction is
the process of correcting errors found in the detection phase. Errors could be either non-
word errors (i.e. words that are not in the dictionary) or real-word errors (i.e. words that

are in the dictionary but is not what the user intended).

The problem of spell checking is one of the hottest research areas in natural language
processing. Research for detecting and correcting spelling errors has started since 1960s
(Damerau 1964) and since then many techniques have been proposed to detect and
correct spelling errors. Some of the techniques aim only at detecting errors so that the
user is aware of the errors and it is his responsibility to correct those errors. While other
techniques aim at detecting as well as correcting errors. To this end, automatic spelling

error correction systems are classified as:

o Fully automatic spelling error correction systems.

e Interactive spelling error correction systems.

In fully automatic error correction, the system finds candidate words and chooses the
most likely one. The interactive system finds candidate words, ranks them, and suggests

the most probable ones. The user then chooses the correct word himself.



The difference between the two is that the latter method needs user interaction to choose
the correct word. In a fully automatic method, the most likely correction is automatically

chosen.

In order to correct a detected error, candidate corrections must be found first, then these
corrections are ranked and the most likely correction is chosen (in the case of a fully
automatic system) or the first n most probable corrections are suggested (in the case of an

interactive system).

The problem of real-word errors is one of the challenging problems in text processing.
Most modern commercial spellcheckers work at the word level when trying to detect and
correct errors in a text. Hence, they use simple dictionary lookup techniques. When a
word is not in the dictionary, it is considered an error. But what if the misspelled word is
a valid word in the dictionary; much more effort is needed to handle such errors. In this

work the problem of real-word errors is addressed.

Real-word spelling errors are words in a text that occur when a user intends to type a
word but mistakely he types another correctly spelled word. Such errors occur because of
spelling or sound similarity between words. They may even be caused by the spelling
checkers themselves, when correcting non-word spelling errors automatically, as in some
word-processers, they change a non-word to the wrong real word (Graeme Hirst and
Alexander Budanitsky 2005). Moreover, sometimes the user mistakenly selects a wrong
word from the suggested list offered by the word processor (Wilcox-O’Hearn, G Hirst,
and A Budanitsky 2008). In the survey conducted by (Kukich 1992) real-word errors

ranged from 15% to 40% of the total spelling errors.



As most spellcheckers deal with words in isolation, they simply accept this type of errors
as correct if they are found in the dictionary. They only flag non-words (i.e. sequence of
characters that are not a word in the dictionary) as errors as they match none of the
dictionary entries. This process is known as dictionary lookup which is, to some extent,
sufficient for non-word spelling errors. On the other hand, to detect real-word errors, the
spellchecker is required to consider the surrounding context. To that end new research
focuses towards making use of context. Thus, techniques that aim at tackling the problem

of real-word errors are also referred to as context-sensitive spell checking techniques.

For that, syntactic and semantic knowledge of the language are employed to detect real-
word errors. For instance, in the sentence ‘4wl I Al cwde’ syntactic knowledge could
be involved to detect the syntactic error in the sentence. Another example, the sentence
‘< ual Ja b JSI° is semantically incorrect. These types of errors need to be corrected, hence
the spellchecker tries to select a closer word as a replacement for the error word as in
non-interactive spellcheckers, or the spellchecker suggests a set of candidate words, as in
interactive spellcheckers like MS Word, so that the user may choose the intended word

by himself.

Research on real-word spell checking for Arabic text is conducted in this work. In the
course of this work, prototypes for real-word spelling detection and correction for Arabic
text are implemented. This research is a continuation of previous research by a KFUPM
colleague (Mahdi 2012) who developed a spell checker that detects and corrects non-
word errors in Arabic text. Accordingly, we are considering that the given text is a non-
word error free. The prototype will act as a second phase of a spell checking system that

addresses real-word errors.



The main idea behind this method is considering the context surrounding the word in
error instead of the single word alone. Word N-grams are also used to check misspelling
words that result in an unlikely sequence. For example, the word 4-gram © Jw 4je (a5
X7 is more frequent than ‘aS Jw 4le (= ye’) the hypothesis is that the latter 4-gram is
more probable to have a misspelled word(s) and the former is the correct one, because its
probability is higher. This probability information is useful to detect unlikely word
sequences. They are also useful to suggest corrections for erroneous words in sentences

by taking the most probable sequences.

2.2 Spelling Error Classification

Since this research aims at designing and building a prototype for detecting and
correcting real-word errors, a proper definition of real-word errors should be agreed on.
Different definitions and classifications of errors are found in the literature. The next
section shows different kinds of errors and their definition and classification. Most of the

following classifications are taken from (Kukich 1992) and (Verberne 2002).

2.2.1 Typing Errors vs. Spelling Errors

Some studies classify errors as typing errors (also called typos) and spelling errors.
Typing errors are caused by keyboard slips (e.g. ‘<=’ > ‘@ e’). This might happen
when a typist misses one key or presses another key mistakenly. Another type of spelling
errors results from the writer’s ignorance of the correct spelling. Three possible causes

for this type of spelling errors are:

e Phonetic similarity (e.g. ‘-3&” = ‘a3lz’)



e Semantic similarity (e.g. ‘8" > _ws),

e Ignorance of grammatical rules (e.g. ‘bos/4ew’ > s/ a)

2.2.2 Single vs. Multiple Errors

(Damerau 1964) defined simple errors as words that differ from the intended word by

only a single letter. These errors could be a result of four operations:

Insertion: a misspelled word that is a result of inserting an extra character into the

intended word. (e.g. ‘>4 > <))

e Deletion: a misspelled word that is a result of omitting a character from the
intended word. (e.g. ‘aad* > ‘a8

e Substitution: a misspelled word that is a result of replacing a character in the
intended word with another character. (e.g. < <& > _#’)

e Transposition: a misspelled word that is a result of swapping two adjacent

characters in the intended word. (e.g. ‘wlae’ 2> ‘il maa”)

Multi-errors refer to misspelling errors that contain more than one character difference
(e.g. ‘ »as” > “,iids’). The percentage of single error is high. It was found that 80%, 94%,
and 69% are single errors in (Damerau 1964), (Zamora 1981) and (Mitton 1987),

respectively.

2.2.3 Word Boundary Errors (Run-Ons and Split Words)

A run-on is the result of omitting a space between two words, (e.g. ‘z & ">z’ ).
A split word occurs when a space is inserted in the middle of a word, (e.g. ‘0. > ¢

o&”). These kinds of errors cause problems for a spellchecker as they consider spaces as
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word delimiters. A run-on will be treated as one word while a split word will be treated as
two separate words. Consequently, spellcheckers will not flag them as errors if they result
in words in the dictionary. (Kukich 1992) found that 15% of all errors were word

boundary and (Mitton 1987) found that 13% of errors were word boundary.

2.2.4 Non-Word Errors vs. Real-Word Errors

Another classification is non-word versus real-word errors. A non-word error is an error
in a word that yields an undefined word (e.g. ‘<’ = ‘<%’). On the other hand, real-
word errors are caused by changing a word that results in an existing word in the

language (e.g. ‘ S 2 LS,

It was found that 25%,30% and 40% of total errors were real-word errors in (Young,
Eastman, and Oakman 1991), (Wing and Baddeley 1980) and (Mitton 1987),

respectively.

2.25 Real-Word Errors Classification

Real word errors are further subclassified in the literature. (Mitton 1987) classifies real-

word errors into these subclasses:

1- Wrong-word errors
2- Wrong-form-of-word errors

3- Word-division errors

Wrong-word errors occur when the misspelled words are grammatically and semantically

differ from the intended words (e.g. ‘wi’ = ‘_is”). Wrong-form-word errors are errors
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that are grammatically different from the intended words (e.g. ‘A adl I A5l ad 5 ¢ aada
Aol N A4%), Word-division errors are the word boundary errors, run-on and split
words, (e.g. ‘i’ 2> ‘=8 "), (Mitton 1987) found that wrong-word errors represent
44% of total errors, while wrong-form-of-word errors represent 24% of total errors and

the remaining 32% were word-division errors of which most errors are incorrect splits.

(Kukich 1992) classifies real-word errors by distinguishing between the cause of the error

and the result of the error. The following are classes based on the cause of the error:
1. Simple typos (e.9. ‘e’ > ).
2. Cognitive or phonetic lapses (e.g. ‘sl ' “cla ),
3. Syntactic or grammatical mistakes (e.g. ‘clui g™ eluidews”),
4. Semantic anomalies (e.g. xS > ‘_ws).
5. Insertions or deletions of whole words
(e.9. “Llsall o 2 jall N lgialag m_pum dus jall _yire =z’ ),
6. Improper spacing (e.g. ‘L’ > ‘Laa &),
Classes based on error results are the following:
1. Syntactic errors (e.g. “Lag shiyg Lo s gl o pua’),
2. Semantic errors (e.g. ‘Gl ) seal cad’),
3. Structural errors (e.q. ‘z/ =Yl JRaY/ 5 jgal 565 SI3 sgellaal) duses Lowsi ol canlad) il 45a7),

4. Pragmatic errors (e.g. ‘Olas 8 allall 8 5es Jshal 56 Jaill e ai),
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(Verberne 2002) reclassified the classes based on the cause of error by eliminating the
last three classes as they are the results of the previous three ones. She also criticizes the
classification based on error result; she considers them as two classes, syntactic errors

and semantic errors.
2.3  Arabic Real-Word Spell Checking

Arabic is a very inflected natural language that contains huge number of words compared
to other languages. Words in Arabic are graphically similar to each other. As a result, the
chance of getting semantic errors in texts increases, since a type/spelling error could
result in a valid word (C. Ben Othmane Zribi and M. Ben Ahmed 2012).

Table 2.1 shows an example of the inflectional property of Arabic for the word * »I°. The
word is changed into several different real words by the four operations (i.e. insertion,
deletion, substitution of one letter or the transposition of two adjacent letters). This
phenomenon was highlighted by a study conducted in (Chiraz Ben Othmane Zribi and
Mohamed Ben Ahmed 2003). They took each and every word from the dictionary and
applied the four editing operations (insertion of a letter, deletion of a letter, substitution of
a letter with another letter and interchanging two adjacent letters).

They calculated the number of correct word forms obtained by applying the four
operations. They found that Arabic words are more similar to each other compared to
words from other languages such as English and French. It was reported that the average
of Arabic word similarity is 10 times greater than English and 14 times greater than
French. This gives an indication of the difficulty of treating the problem of real-word

errors in Arabic language.
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Table 2.1: Example of several real-words driven from the word ¢ s’

Insertion Deletion Substitution Transposition

BRE » i B2

g R P o

g P

b i

& al N

s s

el il
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CHAPTER 3

LITERATURE REVIEW

Most of the researchers of spell checking and correction focused on three difficult
problems: (1) non-word error detection; (2) isolated-word error correction; and (3)
context-dependent word correction. Many techniques were proposed to address these
problems, such as pattern-matching, N-gram analysis techniques, dictionary look up
techniques, minimum edit distance, similarity key techniques, probabilistic and rule

based techniques (Kukich 1992).

The problem of spelling detection and correction is reviewed in detail in the
comprehensive survey of (Kukich 1992) and in the master thesis of (Liang 2008). (Pedler
2007) gave an extensive review of real-word spelling detection and correction in her PhD
thesis, and (Graeme Hirst and Alexander Budanitsky 2005) reviewed the problem in

detail in their survey .

In this chapter we review non-word errors in general and real-word errors in particular. A
separate section discusses Arabic spell checking and correction and the problem of real-

word errors detection and correction in Arabic text.

3.1 Non-Word Errors

A non-word may be defined as a sequence of letters that is not a defined word in the

language (dictionary). Research on non-word error detection started in the early 1970s.
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Most of the research conducted for detecting and correcting non-word errors are based on

n-gram analysis and dictionary lookup techniques (Kukich 1992).

(Zamora 1981) presented a study that used tri-gram frequency statistics for detecting
spelling errors. He analyzed 50,000 word/misspelling pairs collected from seven abstract
service databases. The tri-gram analysis technique was able to determine, in 94% of the
time, the error location in a misspelled word accurately within one character. However,

the used technique did not distinguish effectively between valid words and misspellings.

(Kernighan, Church, and Gale 1990) and (Church and Gale 1991) devised an algorithm
that corrects single-error misspellings by finding a set of candidate corrections that differ
from the misspelled word by a single insertion, deletion, substitution or transposition.
They implemented their algorithm into a program called CORRECT that uses a reverse
minimum edit distance technique to generate a set of candidate corrections. Bayesian
formula was used to rank the candidate suggestions. CORRECT was evaluated on a set of
332 misspellings from AP news wire text. Each of these misspellings had exactly two
candidate corrections. CORRECT and three human judges were asked to correct the
misspellings by choosing the best candidate. CORRECT agreed with at least two of the

three judges 87% of the time.

(Brill and Moore 2000) proposed an improved model for spelling correction using the
noisy channel model and Bayes’ rule. The model used dynamic programming algorithm
for finding edit distance between a misspelled word and a dictionary word. A 10,000
word corpus of common English spelling errors, paired with their correct spelling was

used. Different context window sizes were used to evaluate the proposed model. The
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model achieved 93.6%, 97.4% and 98.5% accuracy in the best one, two and three word
candidates respectively. The model gave better results when extended by using a tri-gram

language model.

(Lehal 2007) designed and implemented a Punjabi spell checker that detects and corrects
non-word errors. He first created a lexicon of correctly spelled words in order to check
the spellings as well as to generate suggestions. All the possible forms of words of
Punjabi lexicon were sorted then partitioned into sixteen sub-dictionaries based on the
word length. Secondly, dictionary lookup technique was used to detect misspelled words.
After identifying the misspelled words, reverse minimum edit distance between a
misspelled word and a dictionary word was used to generate a list of candidate words.
Moreover, words which are phonetically similar to the misspelled words were added to
the suggestion list. After that, the suggestion list is sorted based on phonetic similarity
between the error word and the suggested word, word frequency of the suggested word,
and the smallest minimum edit distance between the misspelled word and the suggested
word. The spell checker was evaluated on a test set of 255 most commonly misspelled
words. The correct words were on the top of the presented suggestion list 81.14% of the

time and 93.4% of the time on the top 10 of the suggested words.

3.2 Real-Word Errors

Real-word errors are typing errors that result in a token that is a correctly spelled word,
although not the one that the user intended. Work on real-word detection and correction
began in the early 1980s (Kukich 1992). The Unix Writer’s Workbench package (L.

Cherry and N. Macdonalil 1983) represents one of the first efforts that addressed real
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word errors detection and correction in text. It flags common grammatical and stylistic

errors and suggests possible corrections (Kukich 1992).

The problem of real-word errors has been discussed in two different perspectives in the
literature. In the first one, researchers have considered this problem as the resolution of
lexical disambiguation. They used pre-established sets of words that are commonly
confused with each other called the confusion sets, like {58, < xS’} A word is simply
suspicious when a member of its confusion set better fits in its context. The correction is
made by selecting the most likely member in that set considering the context. The second
nature of research is not tied to predefined confusion sets as in the first one. They used
other methods that use the context to detect and correct real-word errors by applying

unsupervised techniques based on semantic, syntactic or probability information.

(A. Golding 1995) is the originator of lexical disambiguation using predefined confusion
sets. He used 18 confusion sets of commonly confused words provided by the Random
House Unabridged Dictionary (Flexner 1983). He used a Bayesian hybrid method for
real-word spelling correction by identifying the presence of particular words surrounding
the ambiguous word. He also used the pattern of words and part-of-speech (POS) tags
around the target word. He used these as features to train Bayesian classifiers to select the
correct target word. Decision lists are first used to choose the correct word from a
confusion set. Golding ran the same experiments with Bayesian classifiers and reported a

small improvement over decision lists.

(A. Golding and Schabes 1996) proposed a method called Tribayes. When an occurrence

of a word belonging to any of the confusion sets in the test set is examined, Tribayes
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substitutes each word from the confusion set into the sentence. For each confusion set
member, the method calculates the probability of the resulting sentence based on Part-Of-
Speech (POS) trigrams. It selects the word that makes the sentence having the highest
probability as a correction. A shortcoming in this method is that the confusion sets only
contains sets of words that are commonly confused because of meaning or form
similarity. Therefore, typing errors and uncommon errors are not considered. In addition
to the limitation of correcting only the limited type of errors described by the confusion
sets, this method has another disadvantage, the use of POS tri-grams does not help in case

of syntactical errors (i.e. when the words have the same POS tag).

(A. R. Golding and Roth 1996) explored a classification-based approach to the problem
of lexical disambiguation. They trained the classifiers to discriminate the intended
member of a confusion set by considering the context words around a member of that
confusion set. The classifiers were also trained to discriminate the POS tags of the
confusion set members. The downside with their approach is that they applied mistake-
based classification algorithms to this problem. This requires large amounts of memory

for the large features used and can be relatively expensive to train.

(Bergsma, Lin, and Goebel 2008) presented a method on Web-Scale N-gram Models for
lexical disambiguation. They used supervised and unsupervised systems that combined
information from multiple and overlapping segments of context. The method was used on
three tasks viz. preposition selection, context-sensitive spelling correction and non-
referential pronoun detection. They reported that the supervised system on the first two

reduces disambiguation error by 20-24% over the current state-of-the-art.
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Other research is not based on predefined confusion sets and they achieved less effective
results since the problem is more difficult. (Mays, Damerau, and Mercer 1991) used
dynamically created confusion sets for each word in their 20,000 word vocabulary; the
sets are varied in size. They used word tri-gram probabilities from the IBM speech
recognition project to capture semantic and syntactic errors. They randomly selected 100
correctly spelled sentences from the AP newswire and transcripts of the Canadian
Parliament. They generated 8628 sentences in error using the 100 sentences by
successively replacing each word with each member of its associated confusion set. Each
sentence contains only one error. By applying their proposed system they reported a
detection of 76% of the errors and a correction of 73%. The problem with their approach
is that the number of word tri-grams is enormous and it corrects only a single error per
sentence. Another limitation is that their errors are simple errors.

(Wilcox-O’Hearn, G Hirst, and A Budanitsky 2008) Analyzed the advantages and
limitations of (Mays, Damerau, and Mercer 1991) (MDM) described above, and re-
evaluated their method to be comparable with other methods. Then they compared it with
the WordNet-based method of (Graeme Hirst and Alexander Budanitsky 2005). Then the
vocabulary of the tri-gram model was increased to make it more realistic. In addition, it
was applied with a smaller window of the sentence and correcting multiple words within
a sentence. The used data is more natural than that of MDM, and the work has good
analysis of the implementation factors. The results they reported showed that MDM
performs better than their optimized approach, as they got poorer results with multiple

corrections. The limitation of their method is addressing only simple errors.
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(Fossati and Eugenio 2007) proposed a method of mixed tri-grams model that combines
the word-tri-grams model and POS-tri-gram model. They defined confusion sets for all
words in the vocabulary using minimum edit distance. The good side of their work is
using POS-tri-gram model which solves the data sparseness problem. The limitation of
their approach is the lack of using a good smoothing technique for assigning probabilities

of unseen tri-grams and the skipping of words with less than three characters.

(Aminul Islam and Diana Inkpen 2009) presented a method for detecting and correcting
multiple real-word spelling errors. They presented a normalized and modified version of
the string matching algorithm, Longest Common Subsequence (LCS), and a normalized
frequency value. Their technique is applied using Google web 1T 3-gram dataset. The
proposed method first tries to determine some possible candidates and then sorts them
based on string similarity and frequency value in a modified version. Then it selects the
best one of these candidates. They stated that Google 3-grams proved to be very useful in
detecting and correcting real-word errors. They reported that their proposed method
achieved a detection recall of 89% and correction recall of 76%. The used data consists of
500 articles from the 1987-89 Wall Street Journal corpus (approximately 300,000
words). However this data is not enough for such type of analysis. In addition, there is no

run-ons nor split errors.

(Verberne 2002) proposed a tri-gram-based method for real-word error detection and
correction, using the British National Corpus. The used technique assumes that if a word
tri-gram is not in the British National Corpus then it has an error, otherwise it is

considered correct without using the probability information of the tri-gram. However,
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not every seen tri-gram in the training set is correct; there could be some cases in which

the tri-gram is not correct in a given context.

(A. Islam and D. Inkpen 2011) proposed an unsupervised text correction approach that
can deal with syntactic and semantic errors in English text using Google Web 1T data set.
A limitation of their proposed approach is the dependence on the availability of adequate

n-grams.
3.3 Arabic spell checking and correction

Research on spell checking of Arabic language increased dramatically in recent years due
to the increased demand for Arabic applications that require spell checking and correction
facilities. Few Arabic spell checking research has been reported on non-word error
detection and correction and fewer on real-word error detection and correction. In this

section, we present some work on Arabic spell checking.

(Haddad and Yaseen 2007) presented a hybrid model for non-word Arabic detection and
correction. Their work was based on semi-isolated word recognition and correction
techniques considering the morphological characteristics of Arabic in the context of
morpho-syntactical, morphographemic and phonetic bi-gram binary rules. Their hybrid
approach utilized morphological knowledge in the form of consistent root-pattern
relationships and some morpho-syntactical knowledge based on affixation and

morphographemic rules recognize the words and correcting non-words.

(A. Hassan, H. Hassan, and Noeman 2008) proposed an approach for correcting spelling
mistakes automatically. Their approach used finite state techniques to detect misspelled

words. They assumed that the dictionary is represented as deterministic finite state
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automata. They build a finite state machine (FSM) that contains a path for each word in
the input string. Then the difference between generated FSM and dictionary FSM is
calculated. This resulted in an FSM with a path for each misspelled word. They created
Levenshtein-transducer to generate a set of candidate corrections with edit distances of 1
and 2 from the misspelled word. Confusion matrix was also used to reduce the number of
candidate corrections. They selected the best correction by assigning a score to each
candidate correction using a language model. Their prototype was tested on a test set
composed of 556 misspelled words of edit distances of 1 and 2 in both Arabic and
English text and they reported an accuracy of 89%. However, using the finite-state

transducers composition to detect and correct misspelled word is time consuming.

(C. Ben Othmane Zribi, Mejri, and M. Ben Ahmed 2010) proposed a method for
detecting and correcting semantic hidden errors in Arabic text based on their previous
work of Multi-Agent-System (MAS) (Ben Othmane Z C Ben Fraj F 2005). Their
technique is based on checking the semantic validity of each word in a text. They
combined four statistical and linguistic methods to represent the distance of each word to
its surrounding context. These methods are co-occurrence-collocation, context-vector
method, vocabulary-vector method and Latent Semantic Analysis method. They
compared this representation with the ones obtained from a textual corpus made of 30
economic texts (29,332 words).They assumed that there is only one error in each sentence
and based on that they used a voting method to select one from the suspected errors found
by each method. Once an error is detected, all candidate suggestions of one minimum edit
distance are generated in order to correct the error. A list of all candidates is maintained

and substituted with the erroneous word forming a set of candidate sentences. Sentences
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with semantic anomalies are eliminated from the list using the detection module of the
system. The remaining sentences are then sorted using combined criteria of classification
namely, typographical distance, proximity value and position of error. The system was
tested on a test set of 1,564 words and 50 hidden errors in 100 sentences and a result of
97.05% accuracy was reported. The limitation of their work is assuming that a sentence
can have a maximum of one error. In addition, the corpus used in training phase is small

and the number of errors in testing is limited.

(Shaalan, Aref, and Fahmy 2010) proposed an approach for detecting and correcting non-
word spelling errors made by non-native Arabic learners. They utilized Buckwalter’s
Arabic morphological analyzer to detect the spelling errors. To correct the misspelled
word, they used the edit distance techniques in conjunction with rule-based
transformation approach. They applied edit distance algorithm to generate all possible
corrections and transformation rules to convert the misspelled word into a possible word
correction. Their rules were based on common spelling mistakes made by Arabic
learners. After that, they applied a multiple filtering mechanism to reduce the proposed
correction word lists. They evaluated their approach using a test data that is composed of
190 misspelled words. The test set was designed to cover only common errors made by
non-native Arabic learners, such as Tanween errors, Phonetic errors and Shadda errors.
They evaluated their system based on precision and recall measures for both spelling
error detection and correction to measure the performance of the system. They achieved

80+% recall and a 90+% precision as reported.

(Alkanhal et al. 2012) presented a stochastic-based technique for correcting misspelled

words in Arabic texts, targeting non word-errors. They also considered the problem of

24



space insertion and deletion in Arabic text. Their system consists of two components, one
for generating candidates and the other for correcting the spelling error. In the first
component, the Damerau—Levenshtein edit distance was used to rank possible candidates
for misspelled words. This component also addresses merged and split word errors by
utilizing the A* lattice search and 15-gram language model at letter level to split merged
words. For the split words the component finds all possible merging choices to produce
the correct word. In the second component they used the A* lattice search and 3-gram
language model at the word level to find the most probable candidate. They reported that

their system achieved 97.9% F; score for detection and 92.3% F; score for correction.

(C. Ben Othmane Zribi and M. Ben Ahmed 2012) proposed an approach for detecting
and correcting real-word errors by combining four contextual methods. They used
statistics and linguistic information to check whether the word is semantically valid in a
sentence. They implemented their approach on a distributed architecture with reported
precision and recall rates of 90% and 83%, respectively. They focused only on errors that
cause total semantic inconsistencies; this can be considered as a limitation as they ignored
partial semantic inconsistencies and semantic incompleteness errors. In addition they
assumed that a sentence can have one error at most. Moreover, the used corpus is
relatively small (1,134,632 words long) containing only economics articles (i.e. no

variations in topics).
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CHAPTER 4

DATA COLLECTION AND PREPARATION

A dataset is an essential resource that is used in spell checking research. In this chapter
we will describe the used data in this thesis. The used data set passed through two main
phases, the first phase is data collection and preparation in which we collected the corpus
and made the preprocessing needed; the second phase is building the language models,

dictionary generation, and collecting the confusion sets.

4.1 Corpus Collection and Preparation

We are not aware of any benchmarking Arabic dataset for spell checking and correction.
Hence, a collection of Arabic text is very important for building well-trained n-gram
language models to get best results and good performance in the detection and correction

phases for spell checking and correction.

Manual collection of data is time consuming and error prone, hence we developed
Crawler. Crawler is a program that is able to collect a huge amount of data from web
sites. In our project we choose Al-Riyadh newspaper because it has many topics in
different fields. One can get those topics by easily going directly to the archived library
of the web site. The topics of the collected dataset are sport, health and economics.

Moreover, our Crawler is able to fetch data from other sources if needed.

A large corpus was collected from Al-Riyadh newspaper on three topics, namely health,

economic and sport of (4,136,833), (24,440,419) and (12,593,426) words each, taken

26



from (7,462), (49,108), (50,075) articles respectively. We will assume that this data is
error free and address this issue by taking words with above a minimum number of
occurrences. The Crawler was used to extract the body texts automatically (i.e. only the
articles body texts were extracted without the articles titles). The total sizes for the
Health, Economic and Sport corpora are 42 MB, 261 MB and 131 MB, respectively.

Table 4.1 shows the statistics of our Al-Riyadh newspaper corpus for the three topics.

We added to our corpus another smaller corpus that was collected in (Mahdi 2012). This
corpus consists of Arabic texts collected from different subjects such as news, short
stories, and books. In addition, Arabic Gigaword Third Edition, a rich corpora compiled
from different sources of Arabic newswire, Corpus of Contemporary Arabic (CCA), a
corpus collected by Latifa AlSulaiti in her master thesis (Al-Sulaiti 2004), and Watan-
2004 corpus which contains about 20000 different articles from different topics were
also used. In addition, the text of the Holy Quraan was added to the corpus in estimating
the n-gram models to correct errors in writing Ayahs of Quraan. These corpora were
combined and added to form one complete corpus of 10,820,312 words of total size of
124 MB. For more details about this added corpus reference may be made to (Mahdi

2012).

All these corpora are combined into a single comprehensive corpus of size of 508 MB; it
is the largest corpus for Arabic text to our knowledge. The corpus is normalized by
removing diacritics, numbers, symbols and punctuation marks, English letters were also
removed from the corpus. Detailed information for each corpus is shown in Table 4.1.
Figure 4.1 shows the number of words in each topic in the corpus. Table 4.2 shows a

sample of the number of words' occurrences in the corpus sorted in a descending order.
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Table 4.1: Statistics of our collected corpus

Topic NIUTIES @1 Num_ber & Size on disk Source
words articles
Health 4,136,833 7,462 42 MB Al-Riyadh
Sport 12,593,426 50,075 131 MB Al-Riyadh
Economic 24,440,419 49,108 261 MB Al-Riyadh
News 9,025,403 NA 69.7 MB (Mahdi 2012)
Stories 106,185 NA 5.1 MB (Mahdi 2012)
Medicine 612,824 NA 5.4 MB (Mahdi 2012)
History 236,370 NA 2.76 MB (Mahdi 2012)
Varity of topics 750,131 NA 4.8 MB (Mahdi 2012)
General 51,990,990 NA 508 MB All previous
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Figure 4.1: Number of words in each corpus
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Table 4.2: Sample of number of words' occurrences in the corpus

Word Count Word Count Word Count
< 352127 BN 3726 Jaliall 689
e 282292 il gl 3708 Shall 688
e 155428 aal 3662 F 687
o 153057 dalia ) 3654 LY 687
Al 119263 EEENGIEN| 3631 dlacy) 687
A 69378 danl 3614 3 &) 687
e 55429 FIA] 3603 Gl 686
Al 45094 [ 3598 2l 685
& 43445 <l 3598 adny 685

4.2 Dictionary Generation

In this phase we generate dictionaries of words from our collected corpus. We extracted
all the words from the corpus and counted their occurrences. Then the words were sorted
in a descending order based on their number of occurrences. Different dictionaries with
different sizes were generated from these distinct words with respect to the number of
occurrences as shown in Table 4.3. For instance, the total number of words in dictionary
5 is 88,645, each word is repeated at least 20 times. Naturally the dictionary size
decreases as the minimum number of occurrences increases. For example, dictionary 1 is
larger than dictionary 2 and so on. However, the correctness of words in the smaller
dictionaries is higher than that in the larger ones. For instance, the words ‘& laww’ in
dictionary 1 and the word ‘,¥ 2.’ in dictionary2 are mistyped although we assumed that

the corpus is error free. Using dictionaries with higher word occurrences results in
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reduced spelling errors. Figure 4.2 shows a graph representation of the dictionaries and

their sizes.
Table 4.3: Statistics of the dictionaries
. Minimum # of .. .
Dictionary I ——— Dictionary size
Dictionary 1 1 576,793
Dictionary 2 2 324,456
Dictionary 3 5 187,312
Dictionary 4 10 128,684
Dictionary 5 20 88,645
Dictionary 6 50 52,754
Dictionary 7 100 34,461
Dictionaries Sizes
Dictionary 7
Dictionary 6
'3 Dictionary 5
@
_5 Dictionary 4
.g Dictionary 3 H Dictionary size
Dictionary 2 w
Dictionary 1 m
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Number of words in 1000's

Figure 4.2: Sizes of the dictionaries constructed

30




4.3  Statistical Language Models

Statistical language models are used in many natural language processing applications
such as speech recognition, machine translation, part-of-speech tagging, parsing and
information retrieval. Such models try to capture the properties of the language, and may

be used to predict the next word in a sentence.

Many language model (LM) toolkits are used to build statistical language models. Among
these is the SRILM Toolkit!, which is a toolkit for building and applying statistical
language models (LMs). SRILM was primarily used for speech recognition, statistical
tagging and segmentation, and machine translation (Stolcke 2002). It has been under

development in the SRI Speech Technology and Research Laboratory? since 1995.

Using the SRILM Toolkit, we generated the n-gram language models of our corpus. The
language models consist of uni-grams, bi-grams and tri-grams. SRILM was also helpful
in generating the dictionaries for the corpus as it counts the number of words'

occurrences.
4.4 Confusion Sets

A collection of confusion sets is normally used in addressing real-word errors in case of
supervised learning techniques. There are several ways to obtain the confusion sets. One
way is to find words from dictionary that have one letter variation from others (Mays,

Damerau, and Mercer 1991) . {‘~=’, ‘~%’} is an example of this type of confusion sets.

! http://www.speech.sri.com/projects/srilm/
2 http://www.speech.sri.com/
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Another way to find such sets is to gather words that have the same pronunciation (A.

Golding 1995) (A. R. Golding and Roth 1996). For example, {‘s_=l’, ‘s LU},

In our work we collected sets from both types, in two ways. In the first type we used
words recognized wrongly by an Arabic OCR system (i.e. words that are recognized as
correctly spelled words by the OCR system while they were not the same words in the
original text). Table 4.4 shows a sample of the confusion sets wrongly recognized by the
OCR system. We excluded the corpus taken from (Mahdi 2012) as it contains the text of
the Holy Quran and we don’t want to manipulate the words of Quran. Our Al-Riyadh
newspaper corpus was used to extract the confusion sets. Note that not all confusion sets
in the Table are used in our experiments, some are ignored because there are no sufficient
occurrences for one of the confusion set words as in {‘as)i°, ‘4L )"}, where the word
‘4l J)” has not occurred in the collected corpus. The same case for {‘cuax? ‘cdax} jn

which the word ‘a3 occurred only once in the corpus.

In the second type, we obtained the confusion sets by gathering words that have the same
sound; we collected a set of the most common confused words made by non-native
Arabic speakers. Table 4.5 shows some common spelling mistakes committed by non-
native Arabic speakers. At the beginning of this list, we include misspelling generalities
that should be stated. These words were collected and classified into groups according to
their sounds (place of articulation), resulting from the nearness of some letters sounds
which cause confusion with other words of different meanings. Another group is
changing one character that results in changing the word meaning with no similarity
between letters in sound, this is known in the science of rhetoric as anagram, for instance
‘GEAY Ay and ‘M | fadiy,
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Table 4.4: The eighteen collected confusion sets misrecognized by the OCR

Confusion Set No. of occurrences | No. of occurrences
of each word in the corpus

ae — s 667 - 6544 7211
da il - 4de 188 - 797 985
pa ) — ol 2749 - 1091 3840

Jds — 11641 - 3267 14908
S — A& 52 -177 229
Jue — Jue 803 - 327 1130

GOY) — Goall — 5,4l 470 - 109 - 9959 10538
Aa il — dle )l 854 -0 854
4y jall — dagiall 480 - 23 503
CalAy) — Cuidys 129 -1 130
Jaay) — Jigy) 211 -519 730
Ooa — (s 647 - 511 1158
ey — pany 206 - 20 226
s~ —QBse 60 - 66 126
LBk — e 5-768 773
Olss — Ol s 108 - 5 113
PRSI TON 4-1116 1120
o — oy 5605 -12 5617

A sample of nineteen confusion sets from non-native Arabic speakers is chosen in our
experiments. Table 4.6 shows the confusion set of this type. More words may be added to

this list in the future.

Moreover we obtained additional sets generated by non-word Arabic spell checker that

corrects non-words to real-word errors not intended by the user.
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Table 4.5: Common spelling mistakes committed by non-native Arabic speakers

Original letter | Replaced Letter Examples

BJLA.G BJLA“

. i fe »
o= =
(b)) e o sl

3 3

< * EEPIEN 4sla

3 s 3 ea

k| ok

& o ol o
Al BE]

B o s @l
S Sl

‘)M )LQJA

U‘ha L Jl J (f'bJ (-.,5'3.’)
Jselall BELS\

) o =l o))
1 - oAl ol
Jshuse S

kY 2 a8y 2diy
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Table 4.6: Nineteen confusion sets from non-native Arabic speakers

Confusion Set

No. of occurrences of

Total No. of occurrences

each word in the corpus
S — S 7203 - 25366 32569
ol — pea 803 - 989 1792
S el 139 - 3713 3852
5kl — 3 jlac 1526 - 310 1836
s — (3 27 - 1225 1252
Sl — e 27930 - 465 28395
el — s 48 - 1648 1696
el — ) 570 - 278 848
Dselall — sl 825 - 359 1184
Lols _dyga 349 - 25 374
) — s 204 - 36 240
ORas — e 660 - 23 683
Liga _ dina 1147 - 29 1176
ey — e 540-5 545
ale .l 2291 - 1392 3683
il — ) 2819 - 4250 7069
sl = GaY) 7140 - 4950 12090
DS - Rl 2581 - 3387 5968
Al — 455 89 - 2204 2293
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CHAPTER 5
REAL WORD ERROR DETECTION AND CORRECTION

USING N-GRAM LANGUAGE MODELS

Language modeling is used in many natural language processing applications such as
speech recognition, machine translation, part-of-speech tagging, parsing and information
retrieval to name a few. To the best of our knowledge, there is no completely
unsupervised approach or method that corrects text containing real-word errors in Arabic

text, either using syntactic or semantic information of the language.

In this chapter we address the problem of real-word errors in Arabic text using an
unsupervised technique in which n-gram language models are used to detect and correct

real-word errors.
5.1 Introduction

N-gram statistical language models try to capture the properties of a language and to
predict the next word in a sentence. They assign probability to a sequence of n words
P(w1,W,,...,wy) by means of probability distribution.

In a tri-gram model, the probability of a sequence of n words {w;,ws, ...,wn} is given by:

P(S) = P(wy) P(wz|wy) P(W3|w w3)... P(Wy|Wy_oWy_q) = 1_[ P(wilw;_ow;_1) (5.1)
i=1

Where P(s) is the probability of the sentence, P(w;) is the probability of wy, P(w;|wy) is
the probability of w, given wi, and so on.

36


http://en.wikipedia.org/wiki/Probability

We are going to use the tri-gram model to calculate the likelihood that a word sequence
would appear. Using the tri-gram model, we will be able to detect as well as to correct
words in error in a given context. For instance, if the word ‘ >3’ is replaced with the
word ¢ 1’ we will be able to detect this error as the tri-gram < _»al 2 1l (<P is more likely

to appear than 3l 2 ) Jsi,

Building well trained language models requires a huge corpus to capture the language
properties and to estimate the probabilities of the n-grams. The general corpus that
combines all the collected texts is used in building the language models (LMs). Details on
the corpus are discussed in detail in chapter 4. LMs statistics of the corpus are shown in

Table 5.1.

Table 5.1: LMs statistics of the corpus

Number of
words

51,990,990 576,796 13,196,695 | 30,587,630

Uni-grams Bi-grams Tri-grams

We proposed and implemented a new method for real-word error detection and correction
for Arabic text in which N-gram language models (from uni-grams to tri-grams) are used.
Our method consists of two main modules, the first module detects real-word errors in a

context; the second module corrects the errors detected by the error detection module.

5.2  Error Detection Module

We are proposing an algorithm for detecting real-word errors using the n-grams language
models. The algorithm finds suspicious words in a given text by checking the availability

of the tri-grams in a sentence.
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To detect suspicious words in a sentence, the algorithm checks for the presence of the tri-
grams {wi.,, Wi_1 , Wi} to validate w; in the target sentence by looking it up in the tri-gram
language model. We assume that the first word in the sentence is correct and there should
be at least three words in each sentence to be treated. If the tri-gram is not found, the
algorithm further checks for the availability of the two bi-grams { wi.1, w;i } and { w;,
Wi } in the bi-gram language model, if both of them are not found, provided that w;.; and
Wi are not frequent words (i.e. frequent words have high possibility to come with many

words) in this case, then w; is considered suspicious.

Once all suspicious words are flagged, the second step is to verify whether they are true
errors or not. For each suspicious word s, we find all its spelling variations {v,va,..., Vq}.
We define the spelling variations of a word w to be the words in the dictionary that are
derived from w by insertion, deletion, or replacement of one character, or the
transposition of two adjacent characters. Dictionary 7 is used to find the spelling
variations for a suspicious word®. Each time the suspicious word s is replaced by one of
its spelling variations v; and its probability is calculated. Five words are actually
considered in the sentence, two words to the left of the word (wi., ,wi.1), the word itself
and two words to the right (wi+1 , Wis+2). For example, if v; is one of the suspect word
variations, the three tri-grams that make the difference in calculating the probability are
considered which are {wi.2 ,Wi.1, Vi}, {Wi.1 ,Vi, Wi+1}, and {v; ,Wj+1, Wi+2}. We add the log
probabilities of these three tri-grams to calculate the probability of the five words
sequence. The same is done for all w; variations. In case that the tri-gram is not found, bi-

grams back off is used. For instance if the tri-gram {wi.1 ,vi, Wi+1} is not found we back

® Details of Dictionary 7 can be found in chapter 4.
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off to the two bi-grams {wi ,vi} and {vi, wi+1}, and if a bi-gram is not found we further
back off to the uni-grams of each word in that bi-gram. For example, if the latter bi-gram
is not found, the two uni-grams w; and w;.; are considered in the calculation. The highest
probability obtained by the most probable spelling variation in the context is compared
with the probability of the original word (i.e. the suspicious word). If the probability of
the former is higher than the later, we take this as an indication that the variation is more
likely to be the intended word and the suspicious word is raised as a detected real-word

error.

Input: Normal text

Output: Detected real-word errors
Begin

For each sentence
1. For each tri-grams in the sentence

If tri-gram {wi.2, wi.1, Wi} is not found, then
If both bi-grams {w;.1, wi} ,{ wi, wi+1} are not found, then
wi; is considered suspicious.
End if
End if
2. For each suspicious word W,
Find all of its spelling variations
For each variations W,
1. Replace Wswith W,
2. Calculate the new sentence probability
3. If the formed sentence probability is greater than the original, then

The original word is raised as an error

End

Figure 5.1: Error Detection Algorithm
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This module is used to correct the errors detected by the error detection module. In order
to correct a misspelled word, the correction module: (1) generates a list of candidate
words; (2) generates candidate sentences using the candidate words; (3) ranks the
candidate sentences; and (4) possibly replaces the sentence with a candidate with the

highest probability.

5.2.1 Generate candidate words

Once a word has been detected as an error, candidate correction words are generated in
order to correct it. Quite a few algorithms have been used for finding candidate
corrections in the literature. The minimum edit distance is by far the most popular one.
The minimum edit distance is the minimum number of editing operations (i.e. insertions,
deletions, substitutions and transposition) required to transform one string into another.
(Damerau 1964) implemented the first minimum edit distance based spelling correction
algorithm based on the first three types of character transformation, (Levenshtein 1966)
developed a similar algorithm for correcting deletions, insertions and transpositions.
(Wagner and Fischer 1974) generalized the technique to cover also multi-error

misspellings.

To correct a detected error, we look for the spelling variation of that error which would fit
better into the context than the original word. All word variations for each detected error
(i.e. words that have a minimum edit distance of one from the erroneous word) are
fetched from the dictionary. These variations are considered as candidate corrections for

the erroneous word. For example, in the sentence:
Al ddaall () el dyaa iy & N S LAl s 2
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The word ‘4.~ is erroneous and its variations in the dictionary are shown in Table 5.2.

(From now on we refer to the detected errors by the detection module as erroneous word).

Table 5.2: The word ‘4’ variations

:‘:‘M} :‘\S:\M :XA.IM
Aol PPN (ea
3 -

5.2.2 Generate candidate sentences using the candidate words

After generating candidate words, new sentences are formed by replacing each erroneous
word by all of its variations. The probabilities of the new sentences in addition to the
original sentence are calculated. The sentence that gives the highest probability is
considered as the correct one. We take this as an indication that the word variation in that
sentence is a better fit to the context and hence more likely to be the intended word; this
is the case of fully automated system. Five words are actually considered in the sentence,
as in the detection phase, for example, if w; is the erroneous word, the three tri-grams that
make the difference in calculating the probability are considered (viz. {w;-2 ,wi.1, Wi}, {wi.
1,Wi, Wiz}, and {wi ,Wi+1, Wis2}). We add the log probabilities of these three tri-grams to
calculate the probability of the five word sequence. The log of probability is used to
avoid underflow and to save computation time by using addition instead of
multiplication. The same is done for all w; variations. If the tri-gram is not found, bi-
grams back off is used. For instance if the tri-gram {wi.1 ,w;, wi+1} is not found we back

off to the two bi-grams {w;.; ,wi} and {w;, wi+1}, and if a bi-gram is not found we further
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back off to the uni-grams of the words of that bi-gram. For example, if the latter bi-gram

is not found, the two uni-grams w; and wj.; are considered in the calculation.

For the previous example ‘Al Lbaail) i Gual dina iy 8 GO @S il <dd s with a
suspicious word ‘4~=’, the three tri-grams which make the difference in the probability

calculation are:

The probability for the original sentence is calculated. Then the erroneous word ‘4=’ is
replaced each time with one of its variations, in this case twelve variations for the word
‘“4aa’ resulting in twelve different sentences. For instance, the suspect word ‘“4sas’ is
replaced with word ‘s’ forming a new sentence © (el duaia il 8 O IS il cilld
Aiaalil) Adaail) 7,

Because the remaining words are the same, their probabilities will be the same. Hence,

the calculation is done only for the following three tri-grams:
A clily S
el Apan by
The same is done for all variations in Table 5.2. The variation that gave the highest

probability is ‘4sésa’ which was the correct replacement for the erroneous word ‘d~s’;

therefore the correct sentence is:

“Aigalil) ddaaill () (el dpdaa by 8 DA IS L 5
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5.2.3 Ranking candidate corrections

In the case of interactive systems, the list of candidate words is ranked such that the most
probable one comes first (considering the context). The user is provided with the top n

suggestions for choosing the most suitable one.

If the top two choices have equal probabilities; ranking could be based on a similarity
measure, like minimum edit distance between the suggestions and the erroneous word. In
other words, the candidate correction that has the smallest minimum edit distance with
the erroneous word will have the highest rank and will be put at the top of the suggestion
list. Ranking could also be based on suggested word n-gram frequencies. For example,
the frequency of ‘u-’ is higher than the frequency of ‘cie’, so ‘w«’ is ranked higher than

‘d—"“,‘

Minimum edit distance and word n-gram frequency could be combined together. In case
of equal minimum edit distance, the most frequent will be considered highest or they

could be interpolated to rank the candidates.

5.2.4 Correct Error Words

In the case of fully automatic system, the detected error words are replaced with the
words given in the sentence with the highest probability. However, in the case of
interactive system the top n candidate words for each suspicious word are suggested to

the user to choose the best correction from.

In a fully automatic system, which we follow in this thesis, the variation that gives the

highest probability in the context is compared with the original suspect word. If the
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variation probability in the context is higher than the original probability (with respect to
a threshold value) as in Equation 5.2, then the variation is more likely to be the intended
word and the original word is replaced with that variation. We tried different threshold

values of 0, 0.1, 0.2 and 0.3. Figure 5.3 shows our proposed method.

Probabilityy, iation — ProbabilityOriginal

T 2
Probabilityyariation > Threshold (5.2)

Input: Text with detected errors

Output: Corrected text
Begin

For each detected error W,
1. Find all spelling variations of W,
2. For each spelling variation W,
i Replace e with W,
ii. Calculate the new sentence probability
3. Save the sentence with maximum probability with its variation
4. If the maximum sentence probability is greater than the sentence with
the original word, then
The variation with the maximum probability is considered the

correction for the erroneous word

End

Figure 5.2: Error Correction Algorithm
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Figure 5.3: Proposed method for real-word error detection and correction



5.3 Experimental Results

In this section our experimental results using the unsupervised N-gram technique are

presented.

5.3.1 Testing Data

To create realistic test sets that have real-word errors, we chose 75 articles from the Al-
Arabiya website, 25 for each subject (health, sport and economic), then we automatically
induced real-word errors in these articles by randomly replacing one word by one of its
spelling variations (i.e. one of its confusion set members) in approximately 1 and 2
percent of total words in the text file. Figure 5.5 shows some examples of the induced
errors in the test sets. Dictionary 7 is used to find words' variations in the error inducing
process*. The process of inducing errors is done six times, three times with 1% error rate
and three with 2% error rate, resulting in six different test sets, three for each error rate.
We defined a spelling variation to be a single character insertion, deletion, replacement,
or the transposition of two adjacent characters that results in another real word. Table 5.3

shows the statistics of the test sets.

Table 5.3: Statistics of the test sets

Number of errors
Total
number of Average
words words in Sets (1%) | Sets (2%)
each article
27,115 362 233 509

* Details on Dictionary 7 are presented in chapter 4.
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Input: Normal text

Output: Text with errors
Begin

1. Select a word randomly from the input text;

2. Find all variations of the selected word from the dictionary;

3. Select one variation randomly from the fetched variations;

4. Replace the original word with the selected variation.

5. Repeat 1 to 4 until the number of errors to be induced is reached.
End

Figure 5.4: Error Generating Algorithm

 Claslad) BAS (5 iae e (5305 B (530 e SUU ALl Y1 pe 4T he (S @
Ledd 5

S — AiSusaag el dby Dbk Ll panaddl)

Jalaill — Jaladll axy 3) jlaall 80 5al) e | alE (S

kil el il 3 il el 3 8 a b Sl e 5 e S
G g el o e (Sl allall S e 5yl 18,1 s

Figure 5.5: Examples of inducing errors
5.3.2 Performance Measures

The prototype is evaluated on the test sets, and we measured the performance by means

of detection and correction recall and precision.

Detection recall is defined as the fraction of induced errors correctly detected (i.e. the
number of correctly detected errors divided by the number of errors that should have been
detected). Detection precision is defined as the fraction of detections that are correct (i.e.

the number of correctly detected errors divided by the number of all detected errors).
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Correction recall is defined as the fraction of errors correctly amended (i.e. the number of
correctly amended errors divided by the number of errors that should have been
corrected). Correction precision is defined as the fraction of amendments that are
correct (i.e. the number of correctly amended errors divided by the number of all
corrected errors). Fl-measure is also used in measuring performance and can be
interpreted as a weighted average of both precision and recall. Equations 5.3 and 5.4
show the recall measure while Equations 5.5 and 5.6 show the precision measure. Fi-

measure is shown in Equation 5.7.

Number of actual detected misspelled words
Recall = - - (5.3)
Number of all misspelled words in the data

true positives
Recall = — - x100 (5.4)
(true positives + false negatives)

p . . Number of actual detected misspelled words 5 5
rectsion = Total number of detected words -5

L. true positives
Precision = — — x 100 (5.6)
(true positives + false positives)

F _ 2 * Precision * Recall 100 5 7
1T measure = = cision + Recall .7)

Figure 5.6 shows some examples of successful corrections, false positive, false negative

and true positive detection, false positive correction.
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SUCCESSFUL
CORRECTION

QLAA‘ ‘;L:_ﬂ Baxall 134 & L}ﬁgw u\ b\kiuﬂ ‘;\j\ Lﬂ.ﬁ}\ dj.ﬂ La.a‘gm;
[Janall] Jarall — Adlall Lealillaia

838 ) Lo Sall ad 5 3 ALYl s Gayall (sae e daial 5 AV J
[5855] o5« Ol sall ae Il iall 55

FALSE
POSITIVE

AEYL QL e aeea lo Al LUk e Juladig
[;\.A.L:s.\j\] ‘\..\....;s.\l".~ “\(—Q\;—LA;‘}“}

] Amlall  Aallal) S el e LAD 1 i (S5 Al o)
[fallal)

o Gaadl e U AR la ) ae Ll Ul ) gt
[pei ] peis

skl (A lab Oge ol BN (8 Gl gl ol 8 aa gl
['&Uﬁ\] sladll e@;ﬁ\)g

FALSE
NEGATIVE

O (1 A el 3030 A8y oW1 A sall (8 agiaal )3 )5 5 O sinly (ali
Tm e S8 (5 sSs el yaall asall Yl SEYI el Cuatia i il
[ell] bt

551m Sl Ly 3o 0 L 3 sl ) g5 S () oty
[oebl ] e

CM JeLll e}@i.d\ :\Ala.m} ey Ul ﬁluj\ Lg‘)ﬁﬂ\ djal.d\j
[es ]

TRUE POSITIVE
DETECTION,
FALSE
POSITIVE
CORRECTION

Ll aalll b ApLesll ol gall G S) (5 sine 25y Al Al iy
[ sl Al e (i pall Blay ] e 53

5805 Adsadll 8 Leanl Qi B30 i jen Lty Qs Gl e andh
r@).«}.)j\ u;x.\ln\}al\ EQAUJAS@L»; PRrS ;u\};éc ﬁu)a“
[SY] ) peilllaia

Bl ) oSy il sl) by il 55 Lk Ay S8 il
[aisall Juaisall «— Hall zlul jaidll

Figure 5.6: Examples of different corrections

Table 5.4 shows an example of true positives (TP), false negatives (FN) and false
positives (FP) in a test set with 233 total errors. Table 5.5 shows the average results of all

test sets for different threshold values. Detection and correction recall, precision and F;
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measure are presented in the Table. 60.5% to 76.2% of all real-word errors were detected
using our prototype, 56 % to 70.7% of the detected real-word errors have been correctly
amended. Unfortunately, precision is very low, only 7.8% to 12.3 of total detected errors

are rightly detected. This point is addressed below.

The table shows low precision rates that are caused by the large number of false positive

detections. Table 5.6 shows some examples of false positives with their causes.

Table 5.4: Example of TP, FN and FP in a test set with 233 errors

Detection Correction
TP 168 134
FN 65 99
FP 2436 2470

Table 5.5: Results on the test sets

Detection Correction
Threshold
R P F R P F
0 76.2% | 7.8% | 13.9% | 70.7% | 6.0% | 10.9%

0.1 66.5% | 10.8% | 18.1% | 61.4% | 8.9% | 15.0%

0.2 63.2% | 11.7% | 19.4% | 58.4% | 9.7% | 16.4%

0.3 60.5% | 12.3% | 20.2% | 56.0% | 10.4% | 17.3%

We noticed that some of the false positives are non-word errors that were detected and
corrected by our prototype. Although we assumed that the test sets are non-word error
free, but there were some of these errors. For example, ‘sl =2l was replaced with

‘@l 5 pmall” and “alel 3l 1ul 5 was corrected by Al aui N sai s’ These were correctly
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detected and corrected by our prototype, so that is a proof that our method can work with

non-word errors as well.

Other false positives are proper nouns that are replaced based on their high probability;
replacing ‘ases<’ With ‘2=ss’ is an example of this proper noun false positive, another
example is replacing ‘ssesi” with ‘Laesi”. Grammatical false positive errors are also

detected as in ‘435¥)” which was replaced with the word 45V,

There are also some real-word errors in the original text that were detected by our
prototype as in ‘¢’ which is actually a real word error; the intended word was ‘s, A
run on error was also detected ‘2 5= in which the typist missed a space in between the
two word ‘_i=% and ‘»’. The prototype treated it as an error and replaced it with the

word ‘s_ia?’,
Limitations of our method:
We believe that our method lacks the following:

1- Although the used corpus is large, it is still not large-enough for such type of
applications. There are always many correct tri-grams in a text that are not in the
tri-gram database, this is known as data sparseness problem. The larger the corpus
the better the expected results. We believe if Google lunched the 1T n-grams for
Arabic as it did for English languages (Thorsten and Alex 2006) and other
European languages like Czech, Dutch and Spanish (Thorsten and Alex 2009),
Arabic Google 1T n-grams will help as Google has huge resources for Arabic texts.

2- We found that our method does not work well with proper nouns as shown.

3- Large space is needed to store the language models. An efficient way
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Table 5.6: Different cases of false positives

False Positive |  Amending Interpretation
lasa gl [EXPRY Proper noun
OsShul) OsSabu) Proper noun
L) Ll Proper noun
&l ) yadl) Gl 5 il Non-word error
ke Jhle Grammatical error
slas Uas Real-word error
o B Proper noun
(A iad o ytind Run on error
RTPL KYPRe Different pronoun
O s O sty Non-word error
ol ol Proper noun
4 gY) Y Non-word error
Ol Ohaidl Proper noun
(saanl) AN Proper noun
ddaal Al Kashida
J gana APEDY Proper noun

5.3.3 Performance Comparison

The experimental results of the prototype showed promising correction recall. However,
it is not possible to compare our results with other published works as there is no
benchmarking dataset for real-word errors correction for Arabic text. Most of the research
has been done to English language, we will view some of the results obtained in English

context-sensitive spell checking in this section, although it is not a fair comparison.

Low performance problem, especially low precision rate problem, in the unsupervised

approaches is not only a problem we faced, this problem is reported by many researchers.
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In (G. Hirst and Budanitski 2001), the performance of the system that detects and corrects
malapropisms in English text was measured using detection recall, correction recall and
precision. They reported a detection recall varying from 23.1% to 50%, a correction

recall varying from 2.6% to 8% and a precision varying from 18.4% to 24.7%.

(Verberne 2002) developed a word-tri-gram method that, she considered a tri-gram to be
probably wrong if and only if it does not occur in the British National Corpus. Her
evaluation of the method showed a recall of 51% of detection recall of 33% for correction

at the price of a precision of only 5%.

(St-Onge 1995) developed a method for detecting and correcting malapropisms in
English text. He also measured the performance of his method using detection recall,
correction recall and precision. A detection recall of 28.5% was reported, the correction

recall obtained was 24.8% and the precision was 12.5%.

(Mays, Damerau, and Mercer 1991) used a tri-gram model to detect and correct real-word
errors. However, the test data they used to measure the performance of their spell
checking prototype was not realistic as they induce errors in the sentences they chose for
testing. They knew in advance that the sentence has only one error. For that reason, we
cannot really compare their results to ours. The detection recall they reported was 76%

and the correction recall was 74%.

(Wilcox-O’Hearn, G Hirst, and A Budanitsky 2008) re-evaluated the method of (Mays,
Damerau, and Mercer 1991) to make it comparable with other methods. Then they

compared it with the WordNet-based method of (Graeme Hirst and Alexander
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Budanitsky 2005). They obtained a detection recall of 30.6%, a correction recall of 28.1%

and a precision of 20.7%.

All these studies show that our unsupervised method performs relatively well if we bear
in mind the inflectional property and the problem of words similarity in Arabic language

as discussed in section 2.3.
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CHAPTER 6
REAL WORD ERROR DETECTION AND

CORRECTION USING SUPERVISED TECHNIQUES

Ambiguity between words can be detected by the set of words surrounding them. For
instance, if the target word is ambiguous between ‘<~ and ‘<, and we observe words
like ‘anll”, <l e *) “adny? and “4eladl” nearby, this indicates that the target word should
be ‘<. On the other hand, words such as ‘a2, ‘45’ and ‘4é=le’ in the context more
probably imply ‘us«w’. This observation is the idea behind the method of context words,
which is also known as word co-occurrence. ‘<=’ and ‘<3 are called a confusion set.
Each word w; in the confusion set has a characteristic distribution of words that occur in
its context. In order to judge an ambiguous word, we look at the set of words surrounding

it, then we see which wj's distribution the context most closely follow (A. Golding 1995).

In this chapter we address the problem of detecting and correcting real-word errors in a
context using two supervised methods, namely the word co-occurrence method and the n-
gram language models. Word co-occurrence method uses the context words surrounding
the target words from predefined confusion sets. The n-gram language models method is

explained in detail in the previous chapter.
6.1 Introduction

In order to address real-word errors, information from the surrounding context is used for

detecting the erroneous words as well as to correct them. We need to identify words that
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are semantically unrelated to their context. Afterwards, we need to find out which of the
word variations is more related to that context and could be the best replacement for the
erroneous (suspicious) word. Relatedness of a word to its context is determined by a

measure of semantic distance initially proposed by (Jiang and Conrath 1997).

A collection of confusion sets is used in addressing real-word errors using the
surrounding context. We chose twenty eight confusion sets to be used in our experiments.
These confusion sets are chosen from the different types of confusion sets mentioned

early in chapter 4 based on their availability in our corpus.

6.2 The Baseline Method

The baseline method disambiguates words in the confusion set using the Maximum
Likelihood Estimate (MLE). It selects the word most encountered in the training corpus
and simply ignores the context information (i.e. words are predicted by their prior
probabilities). For instance, in the confusion set {‘Jwe’, ‘Jue’}, ‘e’ occurred more
often than ‘dw<’ in the training corpus. Using MLE, the method predicts every occurrence

of ‘due’ or ‘due’ in the test corpus as ‘£ as it is more probable in the training corpus.

Table 6.1 shows the performance of the baseline method for 28 confusion sets. This
collection of confusion sets will be used for evaluating the remaining methods with the
same training and testing sets. Each row of the table gives the results for one confusion
set: the words in the confusion set; the number of occurrences of all words in the
confusion set in the training and in the test sets; the word in the confusion set that
occurred most often in the training corpus along with the number of instances; and the

prediction accuracy of the baseline method for the test set. Prediction accuracy is the
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number of times that the method predicted the correct word, divided by the total number
of test cases. For example, the members of the confusion set {*_<S”, < xS} occurred 2770
times in the test corpus; out of which ‘xS occurred 2183 times and S occurred 587
times. The baseline method predicts ‘xS’ each time, and thus is right 2183 times, 2183 /
2770 = 0.788, therefor the accuracy is 78.8%. The baseline method will be used for

comparison with other methods.

6.3 Context Words Co-occurrence Method

Given the context words c; where j is from 1 to n using a k-word window of the target
word. We need to find out the proper word w; from the confusion set that is most
probable to that context. Figure 6.1 shows an example of predicting a word from the
confusion set {‘se’, ‘<3’}, given a context window size of £3 words. The probability of
each word w; in the confusion set is calculated using Bayes' rule:

p(C_j,--€—1,€1,-Ck|Wi)Pp(W;)
p(c—kl"'C—llcli"'ck)

p(w;lc_y,...C_1,€q, ...Cx) = (6.1)

74
Gz 2 & . a @ C
o e o P 4B ) g (e AT (e g ?“d\ JalS pll)
L] -
W

Figure 6.1: Example of context words
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Table 6.1: Baseline method prediction accuracy on the test set for the 28 confusion sets

Confusion Set No. of training Most frequent word No. of test Baseline
sentences (No. of sentences) sentences  Accuracy %

JES — S 6463 =S (5080) 2770 78.8
Dl — ypa 1241 s (671) 532 54.1
&l — bl 2567 ol (2469) 1100 96.9
5ok — 3l 1179 5_ll (988) 505 81.2
O — O 861 o< (839) 369 98.7
5 olaY) — 5 jlesll 283 sl (472) 284 74.3
By —Bs 537 55 (326) 230 57.4
Gl — LY 348 Y (281) 149 79.2
s — e 1310 s (1017) 562 74.9
Dl — et 6805 el (6580) 2916 96.1
da il - de 610 ic il (505) 262 77.9
gl — 2l 1919 a1 (1231) 823 62.2
Ju—da 9785 J (7647) 4193 78.8
G — Gk 160 G (123) 69 87.3
Sue — Jut 654 Jut (435) 281 705
bl — 867 s (837) 351 95.4
Dl — )l 587 Jlwal (397) 250 66.8
sl — ) a3l 766 Lsell (563) 327 75.2
Lgla —dysla 220 44 (204) 94 90.4
Gl — Gl 152 <l % (128) 65 83.1
hae — paa 471 nas (458) 202 95.6
ga — dina 734 g (711) 315 98.1
Gy — oy 377 Cuay (373) 161 99.4
e Al 2388 ale (1487) 1023 63.7
ol = pxdl 4023 el (2627) 1724 65.8
caall — )Y 5206 o=l (3056) 2231 59.6
SN - Sl 3472 S (1766) 1488 50.5
Al — 453 1539 4335 (1471) 660 96.2
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It is difficult to estimate the probability p(c_g, ... c_1, ¢, ... ¢ |w;) due to data sparseness.
Instead, we assume that the presence of a word in the context is independent from the

presence of the others. By this assumption the estimated probability is calculated as:

p(c_p - €1, €1, . CilWy) = Hje—k,...,—l,l,...,k p(cjlwy) (6.2)

We use the MLE to estimate the probabilities of the context words surrounding w;. We
count the number of occurrences of a word c; within the context of each w; that occur
within £k words window in the training corpus. For each context word c;, we calculate
the probability p(c;|w;) by dividing its number of occurrences by the total number of w;

occurrences.

Once we observe a word in the confusion set within a sentence in the correction phase,
we look for the words within the same window. Based on the probability, we classify the
word to be any of the confusion set members. The probability is calculated as follows: if
a word is observed within the context of the word w;, in the training phase, we sum the
log probability of that word given w;. The probabilities of the sentences for every word w;
in the confusion set are calculated. The log of probability is used to avoid underflow and
to save computation time by using addition instead of multiplication. The word in the
confusion set with the highest probability is chosen. Figure 6.2 shows the proposed

algorithm for the training and the testing phases.
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Training phase

For each word in the confusion set:
(1) Extract all words in a £k window.
(2) Count the number of occurrences for each context word.

(3) Store context words along with their statistics.

Testing Phase

For any encountered word in the confusion set,
(1) Extract the words c; in a £k window.
(2) If the word c; is encountered during the training phase, then
a) Calculate its probability.
b) Calculate the cumulative probability summing up log probabilities of all
encountered context words.
(3) Repeat (1) and (2) for all confusion set members
(4) The word of the sentence with the highest probability is considered as the best fit in

that context.

Figure 6.2: Training and testing phases.

6.4 N-Gram Language Models

N-gram language models is a supervised technique used for real word error detection and
correction. The same mechanism in the unsupervised method is followed when detecting
and correcting real-word errors. The target words here are the words belonging to any of

the confusion sets.

To detect or to predict the proper word of the confusion set in the tested sentence, we use
the same procedure followed in the unsupervised case. For each target word w; in the

confusion set, the four words surrounding it are utilized to predict the proper word in that
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sentence. For each word in the confusion set, a new sentence is generated by placing the
confusion set word in the target word. The probabilities of all the sentences with respect
to the confusion set words are calculated. Three tri-grams are considered viz. {wj.; ,Wj.1,
Wi}, {Wi-1 ,Wi, Wi}, and {w; ,wi+1, Wis2}. In case that the tri-gram is not found, bi-grams
back off is used and uni-gram back off is used when a bi-gram is not found. The sentence
that gives the highest probability is considered as the correct one indicating that the
confusion set member in that sentence is a better choice and hence more likely to be the

correct word.

For example, in the sentence ‘ludall G ) sall dds il &3 S jall e jual ol aje &5 @lld 2y g
the word ‘_»=¥ is the target word. The probability is calculated for three tri-grams:
weal ol (ym o
Soall g pal
The same is done for the other member of the confusion set ‘<’ the sentence that
gives the highest probability is considered the correct one and the confusion set member

is considered the best replacement.

6.5 Experimental Results

In this section, the experimental results using the above two techniques are presented.

Our Al-Riyadh newspaper corpus mentioned in chapter 4 is used in our experiments.
Only sentences that contain words from the confusion sets are extracted and divided into
70% for training and the remaining for testing. Statistics for confusion set sentences are
shown in detail in Table 6.1 above. Note that some sentences for some confusion sets are
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reduced because they have many occurrences. For instance, the words of the confusion
set {<_wS’, Y occurred in the corpus 32,569 times but only 9,233 of sentences that
contain words from this confusion set are used. Moreover we encountered some short
sentences of length three or less, these sentences seem to be sub titles within the articles.

These sentences are also excluded from the sentences used in the experiments.

6.5.1 Word Co-occurrence

For word co-occurrence, we experimented with window sizes of (2, 3, 5, 7, 12, and 20)
where k is half the window size. Table 6.2 shows the results of each window. Each row in
the table shows the results for one confusion set, it shows the number of context words
for each word in that confusion set in the training phase. It also shows the correction
accuracy for each window size. There are three rows for each confusion set, in the first
we consider all the surrounding words, in the second the function words are ignored,
while in the third row we follow the standard deviation approach by (C. Ben Othmane
Zribi and M. Ben Ahmed 2012). The results show that the best average accuracy was
achieved when k = 3. This confirms the results of (A. Golding 1995) and contradicts with
the conclusion of (C. Ben Othmane Zribi and M. Ben Ahmed 2012) that the longer the
context the better the correction accuracy. We repeated the experiments ignoring the stop
(function) words (the results of the second row). The results show that ignoring the
function words does not improve the correction rate. This may be due to the nature of
Arabic language and the way in which words co-occur with certain function words (i.e.
some words are recognized easier if a specific function word precedes or comes after
them). Our results for k =3 are better than the results obtained in (C. Ben Othmane Zribi

and M. Ben Ahmed 2012) for all window sizes. Table 6.3 compares between the baseline
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method and the word co-occurrence method for a window of +3, the table shows that the
co-occurrence method on the average of (91.5%) is better than the baseline method
(76.6%). Table 6.4 shows the confusion matrix of the words in the confusion sets using

the word co-occurrence method for the same window size.

Golding (A. Golding 1995) pruned context words that have insufficient information, by
ignoring context words that occur less than 10 times within the context of the confusion
sets. We pruned such words from the context obtained in the training phase but the
accuracy rate dropped, we then ignored words that occurred 10 and 5 times but the
accuracy always got worse as the number goes larger i.e. 10 in this case. We think that

each word in the context is useful in the discrimination process.
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Table 6.2: Context words method for different values of k using whole words, ignoring stop word and standard deviation used by Bin Othman.

Confusion # of co- w2 # of co- w3 # of co- w5 # of co- w7 # of co- w12 # of co- w20
Sy | ol |G| Tl || G| Crrs || cam | s | cse | s || csge || s | e
1 2 1 2 1 2 1 2 1 2 1 2
12553-4731 82.1 18091-7422 80.7 26369-11808 78.2 32590-15230 77.9 43603-21413 77.3 54476-27597 77.3
12053-4454 80.4 17489-7038 78.9 25651-11320 78.0 31805-14680 77.9 42708-20757 77.8 53490-26860 77.6
12553-4731 74.9 18091-7422 70.2 26369-11808 69.5 32590-15230 70.5 43603-21413 72.7 54476-27597 | 70.1
1296-900 89.5 1951-1466 88.7 3080-2403 84.2 4013-3171 79.7 5819-4745 74.4 7722-6430 73.3
ua- yuad 1131-758 85.7 1753-1290 84.6 2823-2179 82.0 3704-2921 77.6 5443-4439 73.9 7284-6080 72.2
1296-900 89.6 1951-1466 87.6 3080-2403 84.9 4013-3171 81.0 5819-4745 77.8 7722-6430 78.3
3073-249 96.6 4601-373 97.6 6983-610 975 8864-818 97.2 12355-1234 97 1729-16004 96.8
bl &) 2834-208 97.3 4297-310 96.6 6584-519 97.4 8443-696 96.8 11831-1065 97 15401-1544 97
3073-249 87.7 4601-373 82.0 6983-610 71.6 8864-818 72.1 12355-1234 71.6 1729-16004 72.6
355-1079 95.8 562-1804 95.1 937-2986 935 1279-3987 92.9 1965-5999 925 2786-8187 90.5
b ke - 5 k) 291-966 95.8 482-1656 95.5 820-2790 94.1 1136-3755 93.3 1786-5706 91.3 2565-7836 90.1
355-1079 94.7 562-1804 93.7 937-2986 94.3 1279-3987 91.3 1965-5999 89.9 2786-8187 91.3
1300-68 97.3 1932-99 98.4 2976-159 98.9 3860-218 99.2 5616-332 98.9 7689-470 98.9
S e 1158-50 99.5 1753-74 98.9 2739-124 98.7 3590-168 98.7 5285-267 98.9 7299-387 99.2
1300-68 98.9 1932-99 99.2 2979-159 99.5 3860-218 99.2 5616-332 98.4 7689-470 96.5
371-890 87.3 599-1319 87.3 1019-2030 92.3 1381-2618 92.3 2090-3770 90.5 2848-5021 89.1
b _jlanl) - 3 jLaY) 321-786 91.6 539-1200 93.3 925-1872 93.3 1268-2431 93.3 1935-3540 91.6 2659-4755 90.1
371-890 91.6 599-1319 90.9 1019-2030 89.1 1381-2618 88.0 2090-3770 87.3 2848-5021 88
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Confusion # of co- w2 # of co- w3 # of co- w5 # of co- w7 # of co- w12 # of co- w20
Set (w; Wy, occurrences | Accur | occurrences | Accur | occurrences | Accur | occurrences | Accur | occurrences | Accur | occurrences | Accur
wil—w2 acy% wil—w2 acy% wl-w2 acy% wl—w2 acy% wl-w2 acy% wl-—w2 acy%

708-430 78.7 1043-656 813 1593-1079 83.0 1441-2095 80.4 3134-2246 74.8 4337-3153 80.0

3955 B y48 600-361 77.4 903-567 82.2 1422-950 80.7 1886-1285 75.7 2883-2039 76.1 4035-2911 79.1

708-430 75.7 1043-656 7.4 1593-1079 76.1 1441-2095 71.3 3134-2246 64.4 4337-3153 65.2

406-162 85.9 568-247 85.9 882-378 85.9 1127-468 85.9 1593-663 86.6 2028-866 89.3

aN- Gl 327-132 82.6 461-208 85.2 751-321 87.9 976-400 85.2 1405-570 89.3 1716-755 91.3

406-162 85.1 568-247 83.8 882-378 84.5 1127-468 80.4 1593-663 84.4 2028-866 89.7

556-1434 84.5 773-2102 87.0 1138-3098 88.3 1464-3939 88.3 2086-5640 89.5 2774-7455 87.9

BV gV 499-1290 86.8 700-1925 88.3 1026-2867 89.0 1330-3680 87.7 1914-5320 88.8 2568-7093 87.7

556-1434 84.7 773-2102 81.1 1138-3098 77.2 1464-3939 76.7 2086-5640 77.6 2774-7455 75.3

415-4339 98.3 662- 6558 98.1 1072-9733 97.8 1454-12163 97.4 2194-16585 97.3 2991-21052 97.0

Dl sl 345-4064 98.3 567 - 6203 97.8 943 - 9306 97.6 1301- 11681 97.4 1998 - 16019 97.2 2757 - 20426 97.1

415-4339 97.6 662-6558 95.2 1072-9733 92.2 1454-12163 88.9 2194-16585 86.2 2991-21052 86.8

818-214 91.6 1203-316 93.5 1804-475 93.5 2273-615 95.0 3223-890 96.9 4253-1174 97.3

hflﬂ\ i 722-166 95.8 1076-259 95.4 1634-399 96.6 2081-522 96.9 2989-773 98.5 3980-1024 97.7

818-214 91.9 1203-316 94.2 1804-475 94.2 2273-615 931 3223-890 92.3 4253-1174 931

1471- 737 95.3 2132-1147 96.4 3178-1846 97.7 4048-2414 97.8 5618-3534 97.9 7214- 4683 97.5

el pa ) 1322-643 96.1 1947- 1017 97.6 2937 - 1683 98.2 3772 - 2215 98.5 5282 - 3292 97.9 6830 - 4391 98.2

1471-737 93.6 2132-1147 91.9 3178-1846 91.4 4048-2414 96.0 5618-3534 92.35 7214- 4683 95.0
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Confusion # of co- w2 # of co- w3 # of co- w5 # of co- w7 # of co- w12 # of co- w20
Set (w; Wy, occurrences | Accur | occurrences | Accur | occurrences | Accur | occurrences | Accur | occurrences | Accur | occurrences | Accur
wil—w2 acy% wil—w2 acy% wl-w2 acy% wl—w2 acy% wl-w2 acy% wl-—w2 acy%
7204-1625 93.8 10744-2582 92.2 15935-4254 91 19940-5609 90.3 27378-8094 89.8 35033-10652 89.5
Jle- Sl 6868-1440 91.7 10313-2355 91.2 15388-3952 90.4 19322-5272 89.63 26635-7688 89.4 34209-10185 89.3
7204-1625 76.0 10744-2582 60.0 15935-4254 47.2 19940-5609 44.4 27378-8094 42.4 35033-10652 42.0
111-244 92.8 157-416 89.9 250-700 81.2 327-954 79.7 524-1466 78.3 732-2100 76.8
A 3o 73-187 50.7 107-331 56.5 186-580 69.6 252-814 75.4 423-1273 75.4 609-1872 79.7
111-244 89.9 157-416 84.1 250-700 82.6 327-954 85.5 524-1466 81.2 732-2100 79.7
599-406 925 978-607 94.0 1686-984 94 2231-1323 915 3291-2004 915 4338-2707 91.1
Ju - Jus 515-343 93.2 874-523 95.0 1540-867 93.2 2062-1185 92.5 3071-1820 90.8 4083-2481 90.75
599-406 92.9 978-607 94.7 1686-984 93.6 2231-1323 92.9 3291-2004 94.7 4338-2707 91.1
1214-80 94.6 1887-116 96.5 3219-185 96.5 4370-242 96.5 6475-347 96.5 8860-443 96.5
ol jual 1062-58 96.0 1665-85 96.5 2941-143 97.0 4040-188 97.0 6080-267 97.0 8395-343 97.3
1214-80 96.2 1887-116 97.0 3219-185 97.0 4370-242 97.0 6475-347 96.0 8860-443 96.2
435-684 85.6 643-1075 85.6 1051-1780 86.4 1392-2404 81.2 2079-3619 80.8 2918-5009 97.2
Iwil- ) pal 363-579 85.6 545-945 82.8 907-1598 80.8 1223-2186 81.2 1857-3351 80.0 2643-4697 78.0
435-684 81.2 643-1075 68.8 1051-1780 59.6 1392-2404 55.6 2079-3619 58.0 2918-5009 61.6
464-968 88.1 699-1507 89.0 1116-2477 89.6 1442-3255 91.4 2092-4846 91.7 2821-6583 91.7
2sA 3 sedal) 402-845 91.7 620-1339 90.2 1014-2252 92.0 1314-3003 91.4 1923-4522 94.2 2618-6201 91.7
464-968 86.9 699-1507 84.1 1116-2477 82.3 1442-3255 79.8 2092-4846 78.9 2821-6583 81.0
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Confusion # of co- w2 # of co- w3 # of co- w5 # of co- w7 # of co- w12 # of co- w20
Set (w; Wy, occurrences | Accur | occurrences | Accur | occurrences | Accur | occurrences | Accur | occurrences | Accur | occurrences | Accur
wil—w2 acy% wil—w2 acy% wl-w2 acy% wl—w2 acy% wl-w2 acy% wl-—w2 acy%

50-258 93.6 75-372 93.6 124-573 93.6 171-745 92.6 275-1125 92.6 407-1568 91.5

g dgla 41-209 90.4 61-302 91.5 99-486 93.6 137-646 96.8 22-997 94.7 336-1423 93.6

50-258 91.5 75-372 91.5 124-573 92.6 171-745 90.4 275-1125 90.4 407-1568 90.4

73-277 93.8 109-396 92.3 176-621 84.6 242-823 84.6 382-1229 86.2 561-1675 86.2

Gl o= il g 48-231 89.2 75-330 89.2 123-530 86.2 180-714 86.2 298-1094 87.7 450-1507 87.7

73-277 95.4 109-396 90.8 176-621 87.7 242-823 86.2 382-1229 84.6 561-1675 81.5

45-919 95.0 67-1351 94.1 102-2096 96.0 136-2757 96.5 212-4048 96.0 313-5550 96.0

JbA- puaa 36-804 95.0 51-1195 95.5 80-1889 95.0 105-2522 95.0 167-3756 95.5 253-5204 95.0

45-919 96.5 67-1351 96.0 102-2096 96.0 136-2757 96.0 212-4048 96.0 313-5550 95.5

74-1257 97.1 107-1904 98.4 174-2971 98.1 232-3849 98.4 362-5604 98.1 519-7587 98.1

diaa- diga 52-1102 99.0 79-1710 97.8 138-2729 98.7 184-3566 98.7 299-5259 98.4 443-7192 98.1

74-1257 98.4 107-1904 98.4 174-2971 98.1 232-3849 98.1 362-5604 98.1 519-7587 98.1

15-549 99.4 22-913 98.8 35-1625 99.4 44-2249 99.4 65-3443 99.4 97-4850 99.4

G- 7-460 99.4 13-796 99.4 24-1459 99.4 28-2050 99.4 42-3194 99.4 66-4554 99.4

15-549 99.4 22-913 99.4 35-1625 99.4 44-2249 99.4 65-3443 99.4 97-4850 99.4

1319-2335 84.8 1970-3558 84.3 3071-5554 85.2 3957-7196 84.1 5540-10312 85.2 7197-13700 84.4

(Ai- als 1155-2096 84.9 1763-3259 83.8 2821-5190 84.2 3661-6777 84.0 5173-9821 85.6 6780-13145 84.7

1319-2335 82.9 1970-3558 82.1 3071-5554 77.5 3957-7196 75.1 5540-10312 4.7 7197-13700 76.4
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Confusion # of co- w2 # of co- w3 # of co- w15 # of co- w7 # of co- w12 # of co- w+20
Set (wy Wy, occurrences | Accur | occurrences | Accur | occurrences | Accur | occurrences | Accur | occurrences | Accur | occurrences | Accur
wl—w2 acy% wl—w2 acy% wl—w2 acy% wl—w2 acy% wl—w2 acy% wl—w2 acy%
2798-2023 91.8 4072-2915 94.0 5975-4294 95.8 7522-5398 96.3 10441-7288 96.8 13478-9126 96.5
) ) 2524-1844 934 3749-2694 94.4 5571-4006 96.2 7087-566 96.6 9937-6884 97.2 12911-8682 96.6
2798-2023 87.4 4072-2915 87.8 5975-4294 88.5 7522-5398 88.1 10441-7288 90.1 13478-9126 91.8
3301-3592 84.8 4911-5290 85.5 7605-7853 84.7 9739-9912 84.9 13678-13701 83.8 17913-17640 84.0
oasd)- ga ) 3050-3328 83.5 4602-4990 84.1 7206-7499 83.9 9283-9506 84.5 13141-13220 84.1 17298-17084 84.0
3301-3592 81.8 4911-5290 79.7 7605-7853 76.9 9739-9912 78.8 13678-13701 80.5 17913-17640 81.6
1969-1497 96.8 2970-2406 97.8 4590-3910 98.3 5898-5144 98.1 8149-7629 97.6 10404-10451 97.1
DS sy 1774-1336 96.1 2717-2191 97.2 4273-3631 97.8 5540-4818 97.6 7722-7221 97.2 9923-9983 96.8
1969-1497 95.6 2970-2406 93.3 4590-3910 90.5 5898-5144 89.0 8149-7629 89.4 10404-10451 90.6
198-1539 97.0 279-2198 97.6 447-3492 98.3 608-4722 98.0 939-7127 97.3 1297-9755 97.1
A5 s 163-1410 97.4 234-2036 97.7 380-3256 97.9 530-4453 97.7 829-6793 97.3 1167-9336 97.0
198-1539 97.0 279-2198 96.8 447-3492 96.7 608-4722 96.4 939-7127 93.6 1297-9755 90.3
Average
SIS 91.5 915 91.1 90.7 90.3 90.3
W“CV%‘;L?OP 91.0 90.1 90.8 90.5 90.4 90.1
Bin Othman 86.3 81.7 77.6 73.6 76.1 76.2
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Table 6.3: Comparison between the baseline method and word co-occurrence method with a window size of £3.

Baseline Word Co-occurrence

Confusion Set
Accuracy % k =3 Accuracy %

S S 78.8 80.7
mald — ypa 54.1 88.7
G — bl 96.9 97.6

B lal— 5 jlac 81.2 95.1
O — OAl 98.7 98.4
5y —5 jlaxll 74.3 87.3
55 —b g 57.4 81.3
Gl —5Y 79.2 85.9
an — gy 74.9 87.0
BEVEE 96.1 98.1
As il de yal) 77.9 93.5
aw )l —aa I 62.2 96.4
Ju —Ja 78.8 92.2
B Gk 87.3 89.9
Jue S 70.5 94.0
el — 95.4 96.5
Dl sl — ) ) 66.8 85.6
Dselall — ) 58 3l 75.2 89.0
Lsls A sla 90.4 93.6
Al 83.1 92.3
s — e 95.6 94.1
Lga —Aina 98.1 98.4
ey 99.4 98.8
oo 63.7 84.3
el — el 65.8 94.0
Al — )Y 59.6 85.5
Sl — Sl 50.5 97.8
Ll — AN 96.2 97.6
Average 76.6 91.5
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Table 6.4: Confusion matrix between words in the confusion sets using context words method for k =3.

Confusion set Word Accuracy% Total
accuracy%o
S8 — s e 1901 272 875 80.0
B 282 315 52.8
S — s . 244 31 88.7 85.9
s 44 213 82.9
‘ ‘ oy S
il L 1060 22 08 97.6
iy 4 12 75.0
BJLAJ SJLAQ
=0 Y 406 21 95.1 95
e 4 74 94.9
O Con
Ot — O i 361 3 99.2 %84
S 3 2 40
o 55 o3
3% — By .
8,8 70 15 82.4
858 28 117 80.7
B)LA:}” EJLA,J\
P =B - 192 17 91.9 87.3
e 19 56 74.7
G M| 2 S 85.9
A0 — 3 , >
@Y 113 16 87.6
Gl 5 15 75
).AA.A ).AA
s~ pa 87
s 388 40 90.7
e 33 101 75.4
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‘ ‘ e e
S — e ) 98.1
B 2796 50 98.2
B 6 64 914
) ) ic il da i
da il _de Al 93.5
ie 198 11 94.7
ia gl 6 47 88.7
pet ) — aa i) 96.4
p 501 19 96.3
sl 11 292 96.4
Jda Je
Ju—Jda 922
Ja 3170 191 94.3
J 135 697 83.8
: B G
Ao — @ 89.9
B 11 3 78.6
B 4 51 92.7
e — Ju 94
RS 189 8 95.9
s 9 75 89.3
el — il 96.5
s 353 11 97
o 2 5 71.4
| ) — ) ) Jo= o 85.6
Il — ol .
) puaal 153 22 87.4
BN 14 61 81.3
|| Al
el — a3l L Lt 89
ekl 232 22 91.3
o 14 59 80.8
) . EERIEN 4sla
Lga_ g ’ > 93.6
ALga 83 4 95.4
il 2 5 71.4
Gl — Gl o ol <l s 92.3
ol 51 2 96.2
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l 3 9 75
‘);I.AAA ‘):D.AA
AL — 94.1
s 188 7 96.4
e 5 2 28.6
Liga — dina 98.4
4 307 3 99
Lise 2 3 60
ey — — — 98.8
ey 159 1 99.4
Gl 1 0 0
; e i
ale _ali 84.3
ale 570 79 87.8
All 82 292 78.1
. e el
) — ) 94
el 1087 57 95
il 47 533 91.9
. gl N
sl a ) o = 85.5
oa 1189 184 86.6
o=y 140 718 83.7
. g <4l
Sl — Sl 97.8
Sl 729 9 98.8
< 23 727 96.9
FORS TG 97.6
e 633 14 97.8
FW 2 11 84.6
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6.5.2 N-gram Language Models

Unlike the unsupervised method, the n-gram models in supervised method are built using
only the sentences that contain the words from the confusion sets. The seventy percent
training sentences for each of the twenty eight confusion sets are used to build the
language models. Table 6.5 shows the statistics of the language models for the N-gram

supervised method.

Table 6.5: Statistics of the language models for the training sentences in the supervised method

No. of words | Uni-grams Bi-grams Tri-grams

3,131,258 138,108 1,425,641 2,395,324

The experiments were run on the remaining thirty percent sentences of each of the
confusion sets. The steps in testing are explained in detail in section 6.4. Table 6.6 shows
the comparison between the baseline and the N-gram methods.

The results show that the n-gram language models scores an average of 95.9% accuracy

compared with an average accuracy of 76.6% for the baseline method.

We ran other experiments using separate language models built for each confusion set
training sentences; we refer to it as Separate LMs. The same procedure is applied to the
test sentences as only the language models for that confusion set is used. The average
accuracy obtained from the Separate LMs is 94.7%. Table 6.7 shows the results for the
Separate LMs and compares them with the results obtained by the other techniques. This

indicates that there is no advantage of using separate language models.
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Table 6.6: Comparison between the baseline and the N-gram methods

Confusion Set Baseline N-Gram No. of test
Accuracy % Accuracy % sentences
RS S 78.8 97.1 2770
mal — yra 54.1 93.4 532
Gl — b 96.9 98.6 1100
5 )3 jlac 81.2 97.6 505
O — (S 98.7 99.5 369
3Ly 5 jlaall 74.3 90.5 284
5y —Bg 57.4 80.4 230
Goall —auY) 79.2 87.1 149
as — pias 74.9 92.5 562
Dbasd — ] 96.1 99.3 2916
da @l de 3l 77.9 86.8 262
a1 —aa M) 62.2 96.6 823
Jde —ds 78.8 98.5 4193
B —Oo= 87.3 87.0 69
Jue —Jue 70.5 94.7 281
ol — 95.4 95.7 351
)yl — ) ) 66.8 85.2 250
Dselall — yea 3l 75.2 89.0 327
Asla a5l 90.4 94.7 94
Gl bl 83.1 89.2 65
e — e 95.6 97.0 202
Hga — Adaa 98.1 98.7 315
Chay — 99.4 99.4 161
ale — Al 63.7 92.1 1023
il el 65.8 92.3 1724
Ul a3y 59.6 92.3 2231
Sl sl 50.5 97.6 1488
Al — 235 96.2 99.6 660
Average 76.6 95.9
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Table 6.7: Comparison between the baseline, the separate LMs and the N-gram methods.

Confusion Set Baseline N-Gram Separate LMs  No. of test
Accuracy % Accuracy %  Accuracy % sentences
oS — S 78.8 97.1 95.3 2770
Dbl yia 54.1 93.4 92.8 532
Gl — b 96.9 98.6 98.9 1100
5kl 3 jlac 81.2 97.6 96.4 505
O — (A 98.7 99.5 99.5 369
3l 5 jlaall 74.3 90.5 91.6 284
3By 57.4 80.4 83.5 230
Soall 5 )Y 79.2 87.1 88.4 149
as — pias 74.9 925 91.1 562
Dlad — el 96.1 99.3 99.3 2916
da jdllde gl 77.9 86.8 92.6 262
g ) —aa 62.2 96.6 94.9 823
Jdle —dls 78.8 98.5 98.6 4193
A& —3R 87.3 87.0 84.1 69
Jue —Jue 70.5 94.7 93.6 281
mall — 95.4 95.7 96.2 351
Dl =) 66.8 85.2 88.8 250
Dseall — ) 30 75.2 89.0 91.1 327
A Aodla 90.4 94.7 90.4 94
T [T e 83.1 89.2 84.6 65
Dae — e 95.6 97.0 96.5 202
Hga —Alaa 98.1 98.7 53.0 315
Chay 99.4 99.4 99.4 161
ale Al 63.7 921 91.7 1023
el - el 65.8 92.3 91.3 1724
syl — Y 59.6 92.3 89.7 2231
Kl ) 50.5 97.6 97.0 1488
D — AN 96.2 99.6 97.3 660
Average 76.6 95.9 94.7
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6.5.3 Combining Methods

We combined the word co-occurrence method and the N-gram language models method
in our experiments. The combination method checks the decisions made by the two
methods, if they agree on a decision, either correct or incorrect, this decision is
considered as the decision of the combined method. If the two methods do not agree on a
decision, the method uses the difference of the probabilities for each method to decide
which decision to choose, the one with the highest difference probability will be
considered as the taken decision. The difference probability for each method is shown in

Equations 6.3.

Probabilit — Probabilit
Difference = Yword1 — Ywordz (6.3)
Probability,,,,q1

where: Probability,,,-q1 = Probability,,, 4>

The results of the combining methods with comparison the other methods results are
shown in Table 6.7. In some confusion sets, the combined method scored a better
accuracy rate than the other method. However, with average accuracy rate of 95.9%, the
N-gram language method scored the best results among all methods presented in this

chapter. Table 6.8

76



Table 6.7: Comparing the baseline, context-words, N-gram, and combined methods.

Confusion Set Baseline Word Co- N-Gram Combined
Accuracy % occurrence Accuracy % Accuracy %
Accuracy %
JES— S 78.8 80.7 97.1 92.2
ead e 54.1 88.7 925 91.3
Gl 96.9 97.6 98.6 98.5
3kl b _les 81.2 95.1 96.8 97.3
Oams — (e 98.7 98.4 99.5 99.7
3 Y) 5 lanll 74.3 87.3 90.5 91.6
)53 0 57.4 81.3 70.4 87.0
Gl —GY) 79.2 85.9 77.6 87.1
ran — s 74.9 87.0 82.0 92.2
Dl — 96.1 98.1 99.3 99.1
A il de 77.9 93.5 86.8 94.2
ps ) —aa M) 62.2 96.4 89.2 97.8
Jue—Ja 78.8 92.2 97.0 97.1
G Gk 87.3 89.9 81.2 84.1
Jue — e 70.5 94.0 84.3 95.7
bl — 95.4 96.5 95.7 96.2
Dlsal — )l ) 66.8 85.6 85.2 86.0
Dseall — 58 30 75.2 89.0 87.8 89.0
Lgls A da 90.4 93.6 91.5 94.7
ST 83.1 92.3 89.2 89.3
bas — e 95.6 94.1 96.5 97.0
Liga i 98.1 98.4 98.7 99.1
Chay o 99.4 8.8 99.4 99.4
ale Al 63.7 84.3 90.2 91.5
il — el 65.8 94.0 90.8 95.2
ol Y 59.6 85.5 88.8 92.3
Sl — Sl 50.5 97.8 97.6 98.5
Ll — A5 96.2 97.6 99.6 97.4
Average 76.6 91.5 95.9 95.4
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We reduced the error rate in the combination method by rejecting the unmatched
decisions made by the two techniques. In other words, if the two methods agree on a
decision, this decision is considered as the decision of the combined method, otherwise
we reject the decision. Previously the error rate was 4.6% without using the rejection
scheme. Although the accuracy rate reduced, however, after applying the rejection
scheme the error rate dropped to 1.8% , that is about 61% of the combined method errors
has been reduced using the combination with rejection. Table 6.8 shows the reduction of

error rate using the rejection scheme.
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Table 6.8: Reducing error rate in the combination method using rejection.

) Without rejection Using rejection
Confusion Set

Accuracy % Error rate % Accuracy % Error rate %  Rejection%

S — S 92.2 7.8 78.0 2.0 20
pal — jpua 91.3 8.7 83.1 3.8 13.2
G b 98.5 1.5 97.2 0.9 1.9
3kl 6 les 97.3 2.7 93.7 1.0 5.3
Oams — (s 99.7 0.3 98.1 0.3 1.6
5y 5 jlaall 91.6 8.4 56.0 3.2 40.8
35 —b 87.0 13.0 71.3 9.1 19.6
Gl —3.Y) 87.1 12.9 82.3 8.8 8.8
ran — s 92.2 7.8 83.3 3.6 13.2
Dbl — il 99.1 0.9 97.8 0.5 1.8
da allde gl 94.2 5.8 89.5 2.0 8.6
ps Y —aa ) 97.8 2.2 94.4 1.5 4.1
Je—Ja 97.1 2.9 91.7 1.0 7.3
BU& —( R 84.1 15.9 81.2 4.3 14.5
Jue —Jut 95.7 4.3 89.7 1.0 9.3
sl — e 96.2 3.8 95.2 3.0 1.9
Dl ) — ) 86.0 14.0 56.0 6.0 38.0
el — 58 3l 89.0 11.0 82.6 4.6 12.8
Lgls Al 94.7 5.3 92.6 4.3 3.2
Gl 89.3 10.7 80.0 1.5 18.5
bas — yhae 97.0 3.0 94.0 3.0 3.0
Lige —dina 99.1 0.9 97.8 0.6 1.6
Chay 99.4 0.6 99.0 0.5 05
ale Al 91.5 8.5 79.7 3.3 17.0
el — el 95.2 4.8 88.6 2.3 9.1
ol —= Y 92.3 7.7 80.9 3.1 16.0
oSl sl 98.5 1.5 95.2 0.4 4.4
Ll — A5 97.4 2.6 70 0.5 29.5
Average 95.4 4.6 87.8 1.8 10.4
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

This chapter summarizes our major contributions in this thesis. The goal of this research
is to design and implement a prototype for automatic context sensitive spell checking and
correction of Arabic text. This chapter also discusses the limitations of our work with

possible enhancements and future research directions.

7.1 Conclusions

Spell checkers are important tools for document preparation, word processing, searching
and document retrieval. Spelling errors that result in a real word in the dictionary cannot
be detected by conventional spell checkers. In this thesis, we designed and implemented
different techniques for spell checking and correction that are able to detect and correct

real-word errors in Arabic text automatically.

A corpus of Arabic text was collected from different resources. This corpus was used to
build different language models for spell checking and correction. Different dictionaries
with different sizes were also built using the collected corpus. In addition, we collected
confusion sets from different resource, like OCR misrecognized words and others from

the most common mistakes committed by non-native Arabic speakers.

We implemented an unsupervised model for real-word error detection and correction for
Arabic text in which N-gram language models are used. The unsupervised model uses the
probabilities from the language models to detect as well as to correct real-word errors.
Language models can handle different types of errors and not only restricted to specific
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types (semantic or syntactic) of errors or predefined sets of errors (confusion sets).

However, the technique requires large memory size to store the language models.

Different supervised models were also implemented that use confusion sets to detect and
correct real-word errors. A window-based technique was used to estimate the
probabilities of the context words of the confusion sets. N-gram language models were
also used to detect real-word errors by examining the sequences of n words. The same

language model was also used to choose the best correction for the detected errors.

The experimental results of the techniques show promising correction accuracy,
especially the supervised methods. However, it was not possible to compare our results
with other published works as there is no benchmarking dataset for real-word errors

correction for Arabic text.

The unsupervised approach discussed in chapter 5 is a general method that can detect and
correct different kinds of errors and not only restricted to a set of predefined errors. The
method was able to detect 60.5% to 76.2% of all real-word errors, with different
threshold values, using the n-gram probability information. 56% to 70.7% of the detected
real-word errors have been correctly amended. Unfortunately, precision rate is too much
low. Only 7.8% to 12.3 of total detected errors are rightly detected, the others were false

positives. Published work suffers from the same problem of low precision rates.

Supervised learning methods using confusion sets scored better accuracy than the
unsupervised method. These methods have several advantages. They can handle errors
caused by common confused words in an easy way, simply by considering the predefined

confusion sets. They are also not restricted to spelling variations with only one character
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difference. In addition, they require less memory space. The downside with supervised
methods, however, is that all the confusion sets must be defined in advance. These
methods can only detect specific errors that are predefined ahead of time in a form of
confusion sets. Thus the word will be checked for being an error or not only if it is a

member of any of the predefined confusion sets.

We therefore see supervised methods based on confusion sets as complementary to the
unsupervised method based on language models and vice versa. Each method is
appropriate for a particular type of error. We believe that a spell checker that uses both
methods will be a comprehensive spell checker and will be capable of detecting and

correcting errors efficiently.

7.2 Future Directions

The methods used in this thesis have some limitations that need to be enhanced and
problems that need to be resolved. In this section, we are suggesting some solutions that

could be used to improve the methods' performance.

e To resolve the problem of false positives, the system may be made interactive; the
detected errors are flagged as suspicious words with their possible corrections. Then
it is the user’s job to recognize whether the original word or one of its candidate
suggestions is what was intended.

e A good lemmatizer could be an enhancement that may resolve the problem of false
positives as most of them has the same lemma. We think if a good lemmatizer is

involved, it would be able to check whether the suspicious word has the same lemma
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with the suggested candidate correction. If so, we can easily ignore these suspicious
words, however this might still raise some false negatives.

The use of Part-Of-Speech (POS) n-grams and possibly mixing them with the words
n-grams is expected to reduce the false positives and may solve data sparseness
problem. However, POS n-grams may not solve the problem of proper nouns false
positives as nouns have the same POS tag.

The language models require large memory size, which limits the practicality of the
system especially when the language models are very large. This problem could be
resolved by making the system online. The system might be installed in a dedicated
server so that the user can access the spell checker via an online service. The
language models, dictionary and all other data would be stored in the server. We
think this solution may solve the memory space problem.

We think a spell checker will perform better when it is targeted to a specific subject.
Language models can be built using a corpus with specific topics. For example,
when building a medical context sensitive spell checker, the vocabulary would be
smaller and therefore the n-gram language models would be smaller as well. Only
words that are likely to be used by doctors could then be suggested.

Supervised methods can be improved by increasing the number of confusion sets that
cover most of the errors. Clearly, not all errors are covered by the stated confusion
sets in this thesis. We created confusion sets that are driven from the dictionary that
groups words with a minimum edit distance of one. The number of sets was huge and
the sets have large number of words (sometimes it exceeds 30 words in a set). As a

future work, we plan to create more realistic confusion sets that contain words driven
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from the dictionary with minimum edit distance of one given that the different
characters are neighbors in the keyboard. This reduces the number of words in each
confusion set. The sets will also be more realistic as a user may type one word for

another, in the same set, because of keyboard slips.

The methods of detecting and correcting real-word spelling errors that we have presented
in this thesis need to be integrated with a conventional spell checker for non-word errors.
Integrating the presented methods with a conventional spell checker with a suitable user
interface for a word processor results in a spell checker that can be tested on more

realistic data.
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