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 هلخص الرسالت

زروـؤاد الـفـؤاد راشذ ف  الاسن : 

 عنىاى الرسالت : تقنياث فعالت للكشف والتخفيف هي أحذاث جىدة الطاقت

كهربائيتالــهنذست الــ  التخصص : 

م 1022حزيراى   تاريخ التخرج : 

 

وظمةةت زُع ةةط قة الةةت قةيٍ ااحدةةت قةمل عةةت زهةةما طاةة  أبٍةةة  قة الةةت قة ل اةةت َقة ةة  ز يةةُن إن أ

, ََبةةةُ  قزبٍةةةة  زعقدةةةل أوظمةةةت قة ُع ةةةطاهةةةيا قيايةةة  زةةةه أبٍةةةة  قةي  َودةةةت زمةةةا عق  زةةةه 

قزةي  َودةةت  ةة  وظةةاز قة ُع ةةط أسةة  اهةةيا يةةا   طاةة  بةةُ   قة الةةت قةيٍ ااحدةةت قةةة   ةةل زٍل ةةل 

 قي ق قر قةىظاز قةيٍ ااح  َقزل صا  قةُطى .

ٌةةةاي قزط َ ةةةت زٍةةةلي قةةةة  زىندةةةا َ ز  دةةة  وظةةةاز ز قل ةةةت بةةةُ   قة الةةةت  ةةة  قةُلةةة  قةمقدقةةة  

كدةةةةت ةا  ندةةةةك زةةةةه زهةةةةاكا بةةةةُ   قة الةةةةت قة ةةةة   ةةةة   كهةةةةنٍا َ ةةةةة  َاىةةةةات قيةةةة  قزد دا   

 .ااي  لقز ق لث قزبٍة  َقة قىدا  قةمس  لزت    زعاة ت قزشارق  قةيٍ ااحدت

طمةةا زسةةب أ اةة  شةةازا طةةه أوظمةةت ز قل ةةت بةةُ   قة الةةت قةيٍ ااحدةةت زةة  قلأط َ ةةت  ةة  ٌةةاي َ

ز ةةةُ   وظةةةاز االإضةةةا ت قةةةة   ةةةة  زةةة  َقزبٍةةةة  َقة قىدةةةا  َقة ةةة قزم قةمسةةة  لزت  ةةة   ةةةة . 

ز قل ةةةةت قة ةةةةُ   ةا الةةةةت قةيٍ ااحدةةةةت َقيةةةة  قزد دت قةةةةة مي  لأبٍةةةةة  ز ندةةةةك زهةةةةاكا بةةةةُ   

َ ةةة  ٌةةةةاي قة الةةةت قةيٍ ااحدةةةت ة مقدةةة  زُسُلدةةةةت َبةةةُ   طاةدةةةت ةمصةةةلر قة الةةةةت قةيٍ ااحدةةةت. 

 زصةةةةمد  قيةةةة  قزد دا  قةةةةة مي  لأبٍةةةةة  ز ندةةةةك زهةةةةاكا بةةةةُ   قة الةةةةتقة يةةةةاةت زةةةة  أ  ةةةةا  

 ةةةة   زةةةة  ز  دقٍةةةةا قةيٍ ااحدةةةت. قة ةةةة ر قةمق   ةةةةت ةم قل ةةةةت َز ااعةةةةت بةةةةُ   قة الةةةةت قةيٍ ااحدةةةةت

 ةةةار زهةةة دا قةىظةةةاز قةمق ةةة ت  ةةة  قةُلةةة  قةمقدقةةة  َق   , َزةةة قة الةةةت قةيٍ ااحدةةةت بةةةُ   زعمةةةا

 ط َ ت.  ىار ٌُا  قةمعل  ة مقد  أٌلقي قلأ ا قةى احم ةاسد اطاد ً َ أ

 في العلىم الهنذسيت  الذكتىراهدرجت 

 جاهعت الولك فهذ للبترول والوعادى

 الوولكت العربيت السعىديت –الظهراى 

م 1022حزيراى    
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CHAPTER ONE 

INTRODUCTION 

1.1 BACKGROUND 

Power quality (PQ) is nowadays an important issue that involves electrical energy 

producers and consumers, and electrical equipment manufacturers. The widespread 

use of electronic equipment, such as computers, information technology equipment, 

power electronics devices such as drivers, controllers, and energy-efficient lighting, 

led to a complete change of electric loads nature. The increasing use of power 

electronics devices contributes further to the arising PQ problem that is becoming 

more and more a serious problem, and has been a great threat to the safety of electric 

power systems and the national economy as a whole [1].  

There are numerous types of PQ problems which might have varying and diverse 

causes such as impulses, oscillations, sags, swells, interruptions, under-voltages, 

over-voltages, DC offset, harmonics, inter-harmonics, notches, noise, flicker, and 

frequency variation [2]. 

In order to understand the PQ problems better, developing a comprehensive 

monitoring system which integrates the effective measurement, control, 
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communication and supervision of PQ is important. Monitoring can serve as a vital 

diagnostic tool and help to identify the cause of PQ disturbances and even makes it 

possible to identify problem conditions before they cause interruptions or 

disturbances. 

The international organizations working on PQ issues include the Institute of 

Electrical and Electronic Engineers (IEEE), International Electro-technical 

Commission (IEC). Standards IEEE-519 and IEC-61000 impose that electrical 

equipment and facilities should not produce harmonic contents greater than specified 

values, and also specify distortion limits to the supply voltage [3], [4]. They also 

recommended guidelines for PQ monitoring that were discussed in Standard IEEE 

1159 and IEC-61000-4-30 classifying various electromagnetic phenomena in power 

systems voltage [4], [5]. 

Along with technology advance, all over the world there are many companies where 

PQ problems must be minimized or eliminated in order to increase productivity. The 

most affected areas by PQ problems are the continuous process industry and the 

information technology services. When a disturbance occurs, huge financial losses 

may happen, with the consequent loss of productivity and competitiveness. 

Given this brief background, this dissertation proposes new and efficient techniques 

using the wavelet multiresolution analysis and rms calculation method to develop and 

test a prototype for a real time power quality monitoring system via LabVIEW 

software, advanced digital signal processors, and data acquisition modules.  

Furthermore, a control strategy of the Distribution Synchronous Static Var 
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Compensator (DSTATCOM) and shunt active power filter (SAPF) were designed and 

simulated. 

1.2 DISSERTATION MOTIVATION  

The motivation of this dissertation work is inspired by some of the non-resolved 

issues in the related work on the problems of characterization, feature extraction, and 

classification. There is always some detection delay due to the effect of the window 

size and the sliding window method used to calculate the detection index using rms 

method. Solving this problem is one of the motivations of this dissertation work. 

From the literature, it has been observed that there are available signal processing 

techniques which can be used for feature extraction and classification of power 

system disturbances. However, most of them are not suitable for on-line processing. 

Also, there is a drive  to apply the latest technology for data acquisition and advanced 

signal processing tools (Wavelet transforms) using high level programing language 

(LabVIEW) to build complete monitoring system . 

To conclude, all the problems mentioned show that research in this area is very 

challenging but promising. A system which is able to automatically monitor and 

efficiently analyze and classify disturbances is desired to cope with the era more 

complex power systems. 
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1.3 DISSERTATION OBJECTIVES  

This dissertation aims at proposing, developing, and implementing new real time 

techniques to monitor, track, and identify PQ problems. Additionally, it aims at 

designing and simulating control strategies for PQ problems mitigation. Problems 

under investigations will include: voltage sag, voltage swell, voltage momentary 

interruption, and harmonics since these problems are the most severe PQ problems in 

the electrical distribution network and their presence greatly affect the reliability and 

efficiency of the network.  

The specific objectives of the dissertation are: 

1) Developing and implementing real time monitoring, tracking, and classification 

system for PQ problems in electric power distribution networks. 

2) Designing and simulating control strategies for PQ problems mitigation 

systems. 

3) Testing experimentally the proposed techniques for monitoring and 

classification of PQ problems. 

1.4 METHODOLOGY OF THE DISSERTATION 

The work of this dissertation involves theoretical investigation, laboratory 

implementation, and experimental investigation. The execution of this dissertation 

consists of five phases as follow:  
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1) Comprehensive literature review of: PQ events, monitoring, detection, tracking, 

classifying, and mitigation of PQ events. Literature review was also carried out for 

wavelet transforms application in power systems; rms calculation methods; intelligent 

techniques for optimal harmonics estimation as well as standards associated with PQ 

and harmonics in power systems. 

2)  Building a monitoring and tracking module: developing detection and 

classification techniques for PQ problems using wavelet multiresolution analysis and 

rms-based method, and then coding the proposed techniques via LabVIEW software. 

Further, implementing and testing the proposed techniques in real-time. 

3)   Design a control strategy for the mitigation device: developing and simulating 

control strategies for DSTATCOM and SAPF. 

4)   Building the complete prototype in the laboratory: interfacing the monitoring 

workstation, the signal processor and modules with the simplified model of the 

distribution network. 

5) Experimental investigation of the prototype under different operating 

scenarios: experimental investigation of the prototype in dealing with various 

disturbances in the electric distribution network. 

1.5 FINDINGS AND CONTRIBUTIONS  

The main contribution of this dissertation is proposing new efficient techniques for 

real time detection and classification of voltage events in electrical distribution 

networks. Furthermore, rebuild a detection and classification system of PQ problems 

using the proposed methods in a laboratory.  
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The specific dissertation contributions are:  

 Two new methods based on wavelet multiresolution analysis and rms calculation 

have been developed for real time detection and classification of voltage events.  

 A prototype detection and classification system for PQ problems has been built in 

the laboratory using the developed methods, as well as using the conventional 

methods. 

 A separable least square (SLS) algorithm has been developed for on-line optimal 

harmonics estimation in electrical power. The simulation results are compared 

with the results of other intelligent techniques to evaluate the efficiency of 

proposed SLS.  

 Control strategies for DSTATCOM and SAPF devices have been designed and 

simulated.  

1.6 DISSERTATION ORGANIZATION 

This dissertation contains seven chapters as follows: besides the introduction of this 

dissertation. The second chapter presents a comprehensive literature review of the PQ 

problems, PQ monitoring, detection and classification systems, the DSTATCOM 

application in voltage regulation and SAPF for harmonics compensation. Chapter 3 

presents intelligent computing techniques for optimal harmonics estimation in 

electrical power systems. The proposed work for the PQ problem detection, 

estimation and classification using rms-based methods and wavelet multi-resolution 

analysis are presented in Chapter 4 and Chapter 5, respectively. Chapter 6 presents 
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the proposed work for the mitigation of PQ problems and the control strategies of the 

DSTATCOM and SAPF. Finally, conclusions and suggestions for future work are 

pointed out in Chapter 7.  

  



8 

 

CHAPTER TWO 

LITERATURE REVIEW 

This chapter presents a comprehensive literature review of power quality events 

monitoring, tracking, classification, and characterization as well as control strategies 

of mitigation devices for power quality events. In addition, this chapter contains 

literature review of optimal harmonics estimation using several intelligent techniques. 

2.1. OVERVIEW 

The term ―Power Quality‖ is, in general, a broad concept and is associated with 

electrical distribution and utilization systems that experience any voltage, current, or 

frequency deviation from normal operation. For ideal electrical systems, the supplied 

power should have perfect current and voltage sinusoidal waveforms, and should be 

safe and reliable. However, the reality is that the electric utilities control the voltage 

levels and quality but are unable to control the current, since the load profile dictates 

the shape of the current waveform. Thus, the utility should maintain the bus voltage 

quality at all times [6]-[11]. Figure 2.1shows this schematically.  
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Figure 2.1: The power quality diagram. 

 

 

Modern electric power systems with new distributed renewable power sources such 

as wind power and solar power have seen the participation of a large amount of new 

power electronic devices. The recently developed technology related to the concept 

―smart grid‖ in power systems also contributes to make the system more complex. 

The increasing use of power electronics devices contributes further to the growing 

power quality problem [1]-[2], [12]-[18]. 
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2.2. POWER QUALITY EVENTS MONITORING, 

TRACKING AND CHARACTERIZATION 

Accurate monitoring and tracking of PQ events improve the characterization and 

localization of PQ phenomena and enhance mitigation solutions. Pre-processing is 

needed for any automated PQ analysis. 

2.2.1 Signal De-noising  

 The signal under investigation is often distorted by noises, especially the ones with 

high frequency that are mounted on the signal.  The performance of detection 

techniques of PQ events would be greatly low, due to the difficulty of distinguishing 

the disturbances and noises. The elimination of the high frequency noise overlaps 

with the signal will lead to accurate localization and detection of PQ events. The 

wavelet transform can be utilized effectively for de-noising the signal to enhance the 

capability of the PQ monitoring system in a noisy environment [19]-[26].    

2.2.2 Detection and Tracking of Power Quality Events  

Detection technique of the existing PQ instruments is based on point-by-point 

comparison of two adjacent power cycles. The detection of an event is achieved when 

certain threshold is reached. This method is sensitive to the selected threshold value 

and insensitive to harmonics. To overcome these drawbacks, several techniques have 

been proposed in the literature for the detection of PQ problems.  The Teager energy 
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operator (TEO), based on instantaneous energy extraction, has good capability for 

extracting the short time energy of the signal. A detecting method depends on fractal 

number computation integrated with moving average technique. However, both 

methods are sensitive to noise [27], [28].  

The best technique for frequency-domain analysis is the Fourier transform (FT). 

However, it is impossible to tell when a particular event took place. The FT is not a 

suitable technique for non-stationary signals. To resolve this problem (Shortcoming), 

short-time Fourier transform (STFT) is capable of providing the time and the 

frequency information of the signal simultaneously. However, it has uniform time and 

frequency resolutions. Many signals require a more flexible approach. The wavelet 

transform (WT) has flexible time and frequency resolutions that allow detecting PQ 

disturbance accurately [29]-[33].  

Figure 2.2 shows the Comparison of time and frequency resolutions for STFT and 

DWT. The selection of the most appropriate wavelet function depends on the type of 

disturbance to be detected and analyzed. In general, shorter wavelets are best suited 

for detecting fast transients, while slow transients are better detected using longer 

wavelets. 
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               (a) Short-time Fourier transforms.                       (b) Discrete wavelet transforms.  

Figure 2.2: Comparison of time and frequency resolutions. 

 

However, WT capabilities are greatly degraded in real practice in a noisy 

environment. On the other hand, the S-Transform has the ability to detect PQ events 

correctly in the presence of noise. However, the S-Transform does quite satisfy the 

real-time requirement [34].  

The wavelet packet transform (WPT) can be used to obtain uniform frequency 

splitting of the input signal as in the Fourier transform. In WPT, the details as well as 

the approximations coefficients can be further split to produce new coefficients [35]. 

WPT satisfies well the harmonics estimation and detection. 

The detection stage is necessary in order to trigger the tracking and classification 

algorithms. There are several techniques for real time tracking of PQ problems based 

on Kalman filter [36], adaptive linear neuron [37], and Hilbert transform [38].  



13 

 

2.2.3 Classification of Power Quality Events  

The classification of the PQ events is important in identifying the event type.  

Recently, many algorithms have been designed for the classification of PQ events. 

Typically, they are based on the FT or WT for feature extraction [39]-[41]. This 

allows obtaining unique signal characteristics that are classified according to their 

magnitude and duration. Artificial neural networks [42]-[44], support vector machine 

[45]-[46], Fuzzy logic [47], Fuzzy expert systems [48], or nearest neighbor [49] have 

all been used for classifying PQ events.  

The challenge in the PQ events classification is the non-uniform time constancy 

between the test signal and the pre-stored feature which may lead to degradation of 

the classification robustness. In view of the different durations, frequencies, and 

magnitudes for each PQ event type [50]-[51].  

2.3. APPLICATION OF WAVELET TRANSFORMS IN 

ELECTRICAL POWER SYSTEMS 

 The wavelet transform is a mathematical tool that cut up data into different frequency 

components, and then study each component with a resolution matched to its scale. It 

uses wavelets (small waves) which are functions with limited energy and zero 

average. Wavelet analysis plays the same role as the sine and cosine functions in the 

Fourier analysis. They have advantages over traditional Fourier methods in analyzing 

non stationary signals. WTs are distinguished from other transformations in that they 
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not only dissect signals into their component frequencies; they also vary the scale at 

which the component frequencies are analyzed [52]-[64].  

The wavelet coefficients represent the information contained in the different 

decomposition levels of a distorted power signal. The most common distinguishing 

features for the detection, localization and classification of voltage events in power 

quality are the magnitude, the average value, the standard deviation, the distribution 

of energy pattern or the entropy of these coefficients at the different resolution levels 

[65]–[81].  

Electrical power systems parameters, independently of the nature of the signal 

(stationary or not), need to be constantly measured and analyzed for reasons of 

control, protection, and supervision. Many of these tasks need specialized tools to 

extract information in time, in frequency, or both. Therefore, the WT has become an 

interesting, important and useful computational tool for evaluating the signal 

characteristics simultaneously in the time and frequency domains. The WT can be 

categorized as discrete wavelet transforms (DWT) or continuous wavelet transforms 

(CWT). CWTs operate over every possible scale and translation, whereas DWTs use 

a specific subset of scale and translation values or representation grid [82]-[86]. 

The CWT has been proposed to detect and analyze PQ disturbances like voltage sag 

and transients [87]. On the other hand, The CWT is not suitable for online analysis 

applications. The CWT adds excess redundancy and is computationally intensive. 

Furthermore, CWT does not provide the phase information of the analyzed signal, for 

that reasons, it’s not suitable for reconstructing the original signal.   
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Recent advances in WT provide a powerful tool for PQ disturbances detection, 

localization, and classification. The dyadic-orthonormal wavelet transform has been 

utilized to detect and localize various types of PQ disturbances including harmonics 

[88]-[93].  

The wavelet multiresolution analysis (MRA) is an attractive technique for analyzing 

power quality waveform, particularly for studying disturbance or transient waveform 

where it is necessary to examine different frequency components separately. This can 

be attributed to its ability in segregating a signal into multiple frequency bands with 

optimized resolutions. MRA is capable of revealing aspects of data that other analysis 

tools would miss, like trends, discontinuities, breakdown points, and self-similarity. 

MRA has proven to be efficient in feature extraction from PQ disturbance data [94]-

[105]. 

The delta standard deviation MRA has been proposed to classify PQ problems [106]. 

In addition, the inductive inference approach and self-organizing learning array 

system based on WT have been proposed to classify PQ disturbances [107]-[108]. On 

the other hand, the wavelet networks are proposed to be a classifier for PQ 

disturbance [109].  

The MRA is the most powerful tool for detection, localization, and classification of 

PQ disturbances as mentioned above. However, MRA is sensitive to high frequency 

noises are superimposed on the signal. Also MRA needs complete information for all 
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the decomposition levels to calculate the rms value of the power signal. This will take 

a long time relatively to accomplish the rms calculations.  

2.4. CHARACTERIZATION OF SHORT-DURATION 

VOLTAGE EVENTS 

Short-duration voltage variations are interruption, sag (dip) and swell. Such events 

are always caused by fault conditions, energization of large loads that require high 

starting currents, or intermittent loose connections in power wiring. Voltage 

interruption occurs when the supply voltage decreases to less than 10% of nominal 

rms voltage for a time period not exceeding 1.0 min. Voltage interruptions are usually 

associated with power system faults, equipment failures, and control malfunctions. 

Voltage sag is a decrease in rms voltage to the range between 10% and 90% of 

nominal rms voltage for durations from 0.5 cycles to 1.0 min.  Voltage sags can be a 

result of system faults, switching heavy loads, starting large motors or large load 

changes. A voltage swell is the converse to the sag where there is an increase in rms 

voltage above 110% to 180% of nominal voltage for durations of 0.5 cycle to 1.0 min. 

Voltage swells are usually associated with system faults, Switching on capacitor 

banks and incorrect settings off-tap changers in power substations [1]-[5],[110]-[111]. 

According to IEEE Std-1159, the short-duration voltage variations are variations of 

the rms value of the voltage over short time intervals. Therefore, based on this 

concept, the characterization of short-duration voltage variations, such as the duration 

and amplitude, should be quantified using the rms voltage not the instantaneous 
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voltage. There are several protocols for the rms values calculation of a voltage 

waveform. 

In general, some PQ analyzers do not provide satisfactory results during testing, for 

several reasons [112]:  

 Calculation method of the rms voltages, which directly influences the 

calculation of the magnitude and duration of short-duration voltage variations. 

 The selected methodology for calculating voltage unbalance.  

 The calculation method used to determine average values, that is, mean square 

or arithmetic mean.  

But the rms-based methods suffer from the dependency on the window length and the 

time interval for updating the values. Depending on the selection of these two 

parameters, the magnitude and the duration of a voltage event can be very different 

[113]-[116].  

2.5. OPTIMAL HARMONIC ESTIMATION 

Harmonic distortion is one of the important problems that can significantly 

deteriorate the PQ in electrical power networks.  Harmonic distortion can be caused 

either by the presence of power electronics equipment or by connection of nonlinear 

loads in a power system [117]. The harmonics in a power system result in increasing 

of transmission losses, reducing of equipment efficiency as well as malfunctioning in 

electronic circuits and communication systems. To obtain a suitable control strategy 
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for harmonic mitigation, the amplitudes and phases of the harmonics are to be 

estimated accurately. This will be used to mitigate the harmonics by injecting the 

corresponding portion into a power system [118]-[119]. 

Many algorithms are available to estimate the harmonic parameters. These include 

least square (LS) regression widely used and effective technique to estimate the 

harmonics in the system whose characteristics are not well known [120]. In addition, 

fast Fourier transforms (FFT) and discrete Fourier transforms (DFT) [121] are used 

for harmonics detection. Other algorithms include, Kalman filter (KF) for estimating 

different states and parameters of the harmonics in an electrical signal.  However, KF 

cannot track sudden or dynamic changes of signal and its harmonics [122]-[123].To 

overcome this shortcoming, adaptive KF has been proposed for dynamic estimation 

of harmonic signals that is able to track dynamic and sudden changes of harmonics 

amplitudes [124]-[125]. 

 The wavelet packet transform (WPT) can be used for the measurement of harmonics 

in power supply. The WPT allows decomposing a power system signal into uniform 

frequency bands. With proper selection of the sampling frequency and the wavelet 

resolution levels, the frequency of harmonics can be picked to be in the center of each 

band in order to avoid the spectral leakage related with the imperfect frequency 

response of the filter bank utilized [126]-[128]. 

Developments of artificial Intelligent (AI) techniques have encouraged the 

researchers to use these methods for harmonics estimation to obtain accurate solution 

if the system structure is well defined. The genetic algorithm (GA) provides excellent 
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results. However a main drawback is long convergence time. To overcome this 

shortcoming, hybrid algorithms have been proposed such as genetic algorithm with 

least square (GA-LS), and particle swarm optimization with least square (PSO-LS) 

[129]-[131]. The harmonics estimation based on an adaptive bacterial swarming 

algorithm has been proposed in [132], which is adaptive to dynamic environment in 

which the fundamental frequency deviates with time. Additionally, approach 

combining both recursive least square and bacterial foraging optimization has been 

introduced for optimal harmonic estimation in power systems [133].  

2.6. MITIGATION DEVICES FOR POWER QUALITY 

PROBLEMS  

2.6.1. Distribution Synchronous Static Compensator  

The distribution synchronous static compensator (DSTATCOM) is becoming the 

trend of the reactive power compensation and the power quality control in distributing 

networks at the present time [135]-[145].    

With the technology development of self-commutating controllable solid state 

switches such as gate turn-off thyristor (GTO) and insulated gate bipolar transistor 

(IGBT) and so on, it has declared voltage source inverter (VSI), known as DC to AC 

converter, is the backbone of the DSTATCOM. The DSTATCOM has several major 

attributes as compared to the conventional Static Var Compensator (SVC) using 

thyristor technology. It has fast response time, less space requirement, can produce 
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reactive power at low voltage, flexibility and excellent dynamic characteristics under 

different operating conditions [146]-[155].  

The control strategy is the heart of the DSTATCOM controller for dynamic control of 

reactive power in electrical distribution system. The control methodology for 

DSTATCOM operated with pulse width modulation (PWM) mode employs control of 

phase angle ( ) and modulation index (m) to change the inverter AC voltages 

keeping Vdc constant [156]-[160].  

For voltage regulation, two control-loop circuits are employed in DSTATCOM power 

circuit:  

1. Inner current control loop produces the desired phase angle difference of the 

converter voltage relative to the system voltage. 

2. Outer voltage control loop generates the reference reactive current for the 

current controller of the inner control loop.  

The proportional and integral (PI) control algorithms have been implemented in this 

control methodology [161]-[166]. 

 The voltage events detection and tracking technique is the core of mitigating control 

strategy of the DSTATCOM. Many techniques have been introduced in the literature 

to extract and track voltage events such as the FFT that can return magnitude and 

phase of the fundamental and harmonics component of the grid voltage. However, 

FFT takes at least one cycle of the fundamental when an event has commenced before 

information regarding the magnitude and phase angle can be assumed accurately. FFT 
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has low efficiency in tracking the signal dynamics and it relies on a uniform window, 

of the frequency components distribution [167].  

The Phase Locked Loop (PLL) technique has been often utilized to mitigate voltage 

events. This technique can be combined with any other technique to detect the 

magnitude of the voltage event [168]-[172]. The PLL technique does not yield 

accurate results if the voltage events are associated with a phase angle jump such as 

in unbalance voltage events [173]. 

The dq-transformation has been also utilized to extract the voltage events, but its 

results are not satisfactory for unbalanced voltage events, a ripple of double the grid 

frequency will occur in the dq-reference frame [174]-[175].  To overcome this 

problem the dq-components are obtained by the symmetrical components using the 

Least Squares (LS) algorithm instead of the direct dq-transformation [176]. The 

instantaneous power theory (pq-theory) has been also used to extract voltage sags 

[177], but it does not give accurate results for non-pure voltage and current sinusoidal 

waveforms [178]. The KF has been used in building the control strategies of the 

DSTATCOM, and it gives accurate results for signal tracking [179]-[181].  

2.6.2. Active Power Filter 

The normal passive filter (PF) is the first option to mitigate current harmonics. PF is 

LC series circuits. However, these PFs may have some important drawbacks as 

follows [214]-[218]. 

1. Filtering characteristics are strongly affected by the source impedance. 
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2. The parallel resonance between the source and the PF may cause 

amplification of currents on the source side at specific frequencies.  

3. Excessive harmonic currents flow into the PF owing to the voltage distortions 

caused by the possible series resonance with the source. 

4. The ageing, deterioration and temperature effects may increase the designed 

tolerances and bring about detuning, although these effects can be considered 

in the design stage. 

5. For changing system conditions the PFs are not suitable. Since the 

characteristics of PF such as the tuned frequency and the size of the filter can’t 

be changed so easily.  

6. LC PFs represent capacitive loads for the utility grid. In general, the total 

fundamental frequency capacitive harmonic current delivered in the mains by 

PFs of 5
th

, 7
th

, 11
th

 and 13
th

 order, attached to a classical diode rectifier, 

represents 30–35% of the active rated current absorbed by the rectifier. This 

high percentage can be considered a drawback if there is no means to 

compensate the reactive power in the utility grid. 

Active compensators used in three-phase systems, including active power filter 

(APF), distribution static synchronous compensator (DSTATCOM) and thyristor 

controlled reactor (TCR). These devices have multiple compensation utilities and 

good transient performances [219]-[222]. Additionally, the single-phase APF is 

widely presented in the literature in recent years [223], [224]. 
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The use of an active power filter (APF) to mitigate harmonic problems has drawn 

much attention since the 1970s [225].  The shunt APFs (SAPFs) are in parallel with 

the loads. The SAPF can be used under non-sinusoidal supply voltages, where the 

voltages at the PCC of the filter are harmonics-polluted and are caused by harmonic 

loads in the SAPF application environment [225]-[231]. The SAPF systems are the 

optimum solution for harmonics mitigation [232]. In general, the ratings of SAPFs are 

based on the rms filter terminal voltage and the rms compensating current [231]-

[234]. 

SAPF is a power electronic converter that is switched to inject equal but opposite 

distorted current in the power supply line, connected to a nonlinear load. The APF 

injects the required compensation current to the system, and the amplitudes of 

characteristic harmonics are minimized in the supply current [232], [235]. Its 

switching, regulated by PWM, generates the harmonics and reactive power required 

to maintain the mains current sinusoidal and in phase with the mains voltage, 

irrespective of the load current. A number of methods exist for determining the 

reference switching current for the APF [232].  

The SAPF compensates the harmonic currents due to the nonlinear load. The heart of 

SAPF is a bridge converter having a capacitor on the dc side [232]-[236]. Various 

topologies of SAPF are reported and discussed [237]-[239]. Various control methods 

to ensure expected performance are also discussed [240]. Several works offer 

switched capacitor SAPF topology [241-244].  
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2.7. POWER QUALITY MONITORING AND CONTROL 

BASED ON LABVIEW AND EMBEDED SYSTEM 

LabVIEW software is a graphical programming language. It is a powerful analysis 

and presentation tools. It has been used in the literature to design live monitoring and 

control of PQ and the detection of PQ disturbances. A comprehensive monitoring and 

data capturing system are required to better understand and characterize the PQ 

disturbances. However, the LabVIEW software and reconfigurable embedded system 

can perform the required task. LabVIEW reduces development time and costs of 

design. With LabVIEW we can design higher quality products [182]-[183]. 

Real-time monitoring and analysis system based on LabVIEW software and NI 

hardware have been developed for frequency monitoring, voltage and current 

waveforms readings, and harmonics analysis [184]-[185]. A real-time data acquisition 

and instrumentation based on LabVIEW of renewable energy systems have been 

designed for providing real-time information about the system, such as direction and 

speed of wind, and readings of AC/DC voltage, current, and power [186]. The 

requirements of software and hardware for automatic measurements of electrical 

voltage and current based on virtual instruments have been described in [187]. 

PQ detection and analysis has been developed using LabVIEW platform for detecting 

and analysis the harmonics in voltage and current waveforms, as well as for detecting 

the voltage fluctuation, flicker, and unbalanced three-phase degrees [188]-[189]. 
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Remote PQ monitoring and analysis systems based on LabVIEW platform have been 

developed for remote data acquisition, detection of voltage sag and swell, transient 

detection, voltage unbalance, and sag characteristics detection [190]-[191].  

2.8. DISCUSSION 

This literature survey has revealed the following limitations in power quality 

detection and mitigation: 

 Most intelligent techniques proposed for harmonics estimation are not suitable 

for real-time applications, because they have long convergence time. 

 The conventional wavelet multiresolution analysis (MRA) satisfies well PQ 

events detection. However, the MRA requires complete information for all the 

decomposition levels to calculate the rms value of the power signal. This 

causes long processing time and limits its capability for real-time detection of 

PQ disturbance. 

 The standard methods for voltage events characterization are rms-based. They 

have limitations in detecting the start time, the end time, and the duration of 

the event. 

This dissertation addresses these limitations through the development of a detection, 

analysis, and classification system for power quality disturbances based on: 
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 A new intelligent technique using separable least squares, which has been 

utilized for online optimal harmonics estimation [134].   

 New rms-based methods. These methods need less memory and less 

processing time to accomplish the characterization of voltage events. They are 

perfect of suitable for real-time detection and monitoring applications. 

 A new method that utilizes only two decomposition levels for MRA to 

accomplish the rms calculations. This method saves the processing time, 

accurately characterize the event, and is suitable for real-time PQ monitoring. 

In this dissertation also, The National Instruments CompactRIO hardware, LabVIEW 

software, and power distribution network components have been utilized to 

implement the prototype system in the Laboratory environment. The developed 

system provides: 

 Voltage and current waveforms monitoring and analysis. 

 Voltage and current readings. 

 Harmonics analysis for voltage and current signals. 

 Power monitoring and readings. 

 Voltage events characterization based on efficient methods. 

 Data events logging.  

 Control of the operation of the devices on the networks,  

 Remote access to the system through a web server.   
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CHAPTER THREE 

HARMONIC ESTIMATION USING 

INTELLIGENT TICHNIQUES  

This chapter discusses several intelligent techniques for optimal estimation of 

harmonics. Furthermore, it introduces a new intelligent technique for optimal 

harmonics estimation using the separable least squares algorithm.  

3.1 OVERVIEW 

Harmonics results in increased transmission losses, reduced efficiency as well as 

causing malfunction in electronic circuits and communication systems. To obtain 

suitable control strategies for harmonics mitigation, the amplitudes and phases of the 

harmonics present in the system are to be estimated accurately, which will be possibly 

used to mitigate the harmonics by injecting the corresponding portion into a power 

system. Recent developments of artificial Intelligent (AI) techniques have encouraged 

the researchers to use these methods for harmonics estimation to obtain accurate 

solution if the system structures are well defined.  
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3.2 HARMONICS FORMULATION 

 The assumed signal structure is 

 ( )  ∑  

 

   

   (      )   ( ) (3.1) 

Where  

 n = 1,2,..,N represents the  harmonic order;  

 An : the amplitude of the n
th

 harmonic  

 ωn : the angular frequency of the n
th

 harmonic, and ωn = 2 π fn . 

 fn  :  the frequency of the n
th

 harmonic. 

    :  the phase angle of the n
th

 harmonic 

 v(t) : the additive noise. 

   

 The estimation signal structure is 

  ( )  ∑   
 

 

   

   (  
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Where   
    

        
  are the estimation of               respectively. 

 

 

 The objective function is 

  ∑( ( )    ( )) 
 

   

  (3.3) 
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Where K is the number of samples. The error minimization between actual and 

estimated signal is taken up as the objective function.  

The harmonics phases in the model are nonlinear and are limited in,      -. The 

recursive optimization algorithm is used to estimate the values of    as well as   . 

Once the phases and the frequencies are estimated in each iteration, the amplitude 

  
  is obtained by the least squares method. 

Sampling the signal   ( ) with K samples, the discrete linear model is given as 

 

 ( )   ( )     ( )           (3.4) 

 ( )  ,   (       )     (       )-  (3.5) 

        

Where  

 x(k) is the k
th

 sample of the measured values with additive noise v(k). 

 A=[A1 A2 … AN]
T
 is the vector of the amplitudes needing to be evaluated.  

 H is the system structure matrix.  

The target is to find out the best               which minimizes the difference 

between  ( ) and   ( )    ( )   . 

  ( ) can be calculated after the values of   
  and   

   are estimated using real coded 

genetic algorithm or particle swarm optimization technique. Assuming that    is a 

full-rank matrix, the estimation of    is be obtained via the LS method as 

   ,   
   -       

  (3.6) 
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          (3.7) 

This guarantees that the estimation of the signal is the best in the conditioned on 

  
  and   

 . 

3.3 INTELLIGENT TECHNIQUES FOR HARMONICS 

ESTIMATION 

3.3.1 Hybrid Real Coded Genetic Algorithm-Least Square 

The execution steps of the hybrid real coded genetic algorithm-least square (RCGA-

LS) technique can be described as follows: 

1. Load the data set of the distorted signal. 

2. Initialize number of parameters. 

3. Calculate H using (3.5) for each encoded chromosome.  

4. Estimate    using (3.6). 

5. Evaluate the performance criterion and decode it to chromosome space. 

6. Apply genetic operators, crossover, mutation, and reproduction based on the 

fitness values. 

7. Repeat steps three to six until the performance index is minimized or convergence 

is reached. 

Figure 3.1 shows flow chart of the execution steps of the hybrid genetic algorithm-

least square technique [200]. 
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Load data of the distorted waveform.

Initialize number of parameters

Estimate the amplitudes of the signal using LS method.

Evaluate the performance criterion and decode it to chromosome 

space.

Apply genetic operators, crossover, mutation and reproduction based 

on the fitness values. 

the 

performance 

index is 

minimized or 

convergence is 

reached

End

NO

Yes

   Use (3.5), for each encoded chromosome.

 
 

Figure 3.1: The flowchart of the RCGA-LS. 

3.3.2 Hybrid Particle Swarm Optimization-Least Square 

Particle Swarm Optimization (PSO) is initialized with a group of random solutions 

and then searches for the optimal solution by updating generations. Each particle is 
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updated by following two best values in every iteration. The first one is the local best 

(pbest), the second one is the global best (gbest). After finding the two best values, 

the particle updates its velocity and positions with following equations 

v[ ] =v[ ]+c1*rand( ) * (pbest[ ] - present[ ]) + 

                              c2 * rand( ) * (gbest[ ] - resent[ ])                  

(3.8) 

present[ ] = present[ ] + v[ ]   (3.9) 

Where, v[ ] is the particle velocity;  present[ ] is the current particle solution; pbest[ ] 

and gbest[ ] are defined as stated before; rand( ) is a random number between {0, 1}. 

c1 and c2 are learning factors and usually c1 = c2 = 2. 

The application procedures of the particle swarm optimization with least square 

(PSO-LS) technique are described in Figure 3.2, [201]. 
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Load data of the distorted waveform.

Initialize number of parameters

   Use (3.5), for each encoded particle.

Estimate the amplitudes of the signal using LS method.

Calculate particle velocity and update every particle using (3.8) and (3.9).

the 

number of 

generations or 

the final 

convergence is 

reached

End

NO

Yes

 
 

Figure 3.2: The flowchart of the PSO-LS. 

 

3.3.3 Harmonic Estimation Using Adaptive Linear Neural Network 

The adaptive linear network (Adaline) is utilized for harmonics estimation.  By 

Fourier analysis the periodic signal can be expanded as the summation of the sine and 

cosine frequency components [202]. 

The periodic signal can be modeled as follow [203]: 
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Where, Xn and Yn are the amplitudes of the cosine and sine frequency components of 

the n
th

 order harmonic. 
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(3.13) 

 

The sampling time of the signal is   , so that the time value of the k
th

 sample is     

with k = 0, 1, 2, ... . W
T
 is the weights vector of the Neural network. After the initial 

estimation, Adaline updates the weights so that the convergence becomes better.  

The network topology and the algorithm of updating weight are shown in Figure 3.3. 
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Figure 3.3: Adaptive linear neural network topology. 

 

Where 

  (   ) : represents the actual signal at time     .  

  (   ) : represents the base signal model at time     .  

     (   ): represents the estimated signal at time    .  

      (   ) is the difference between  (   ) and  (   ). 

Number of inputs for the Adaline is the double of the number of harmonics to be 

estimated. Since each harmonic order requires two inputs, one for sine component 

and other for cosine component. 
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3.4 THE PROPOSED INTELLIGENT TECHNIQUE FOR 

HARMONICS ESTIMATION   

The separable least squares (SLS) algorithm has been utilized for optimal harmonic 

estimation. SLS utilized specifically to estimate the amplitudes and phases of the 

harmonics to minimize the error between the actual signal and the estimated signal. 

The minimization of the sum of the squares of the residuals is the target when the 

least square method is utilized instead of solving the equations exactly [204]-[206]. 

Let t be the independent variable and let y(t) represents an unknown function of t that 

is to be estimated or approximated.  

      (  )             (3.14) 

Where m represents the number of observations. The objective is to model y(t) by a 

linear combination of n basis functions as follows: 

 ( )        ( )          ( ) (3.15) 

In matrix-vector notation, the model is 

     (3.16) 

        (  )      (3.17) 

Where X represents the design matrix, it usually has more rows than columns. 
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The basic functions   ( )  can be nonlinear functions of t, but the unknown 

parameters,     , appear in the model linearly.  

                        (3.18) 

The system of linear equations as in (3.18) is over determined if there are more 

equations than unknowns. The basic functions might also involve some nonlinear 

parameters;         the problem is separable if it involves both linear and nonlinear 

parameters [204]: 

 ( )        (   )          (   )                     (3.19) 

       (    )                    (3.20) 

The residuals are the differences between the observations and the model: 

         

      ∑    (    )           

 

 

 
(3.21) 

Or, in matrix-vector notation, 

     ( )  (3.22) 

        (3.23) 

The simulation results are presented to demonstrate the suitability of the utilized 

technique for online harmonics estimation. 
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3.5 SIMULATION RESULTS 

The simulation module is shown in Figure 3.4 for a simple power system consisting 

of a two bus three phase system with a full wave six-pulse bridge rectifier at the load 

bus [207].   Test signal, denoted as   ( ), is a distorted voltage signal taken from the 

load bus in the test system and it is shown in Figure 3.5. The frequencies and phases 

of the harmonics of the test signal are listed in Table 3.1.  

The test signal is sampled 100 samples per cycle from a 60-Hz voltage signal. A 

Gaussian noise is employed in simulation studies with several signal-to-noise ratios 

(SNR). Furthermore, at the end of this section, the results of all considered algorithms 

have been tabulated in terms of processing time and percentage of error. 

                          

                Generator

Transfer  Impedance

6-Pulses Rectifier

L
o
a
d
                 

Load Bus

 

Figure 3.4: Simple power system, two-bus architecture with six-pulse full-wave bridge 

rectifier supplying the load. 

 

 

TABLE 3.1 

 HARMONIC CONTENT OF THE TEST SIGNAL. 

Harmonic Order Amplitude (p.u.) Phase (rad) 

Fundamental (60 Hz) 0.950 -0.03 

5
th

 (300 Hz) 0.090 1.43 

7
th

 (420 Hz) 0.043 0.14 

11
th

 (660 Hz) 0.030 -2.57 

13
th

 (780 Hz) 0.033 2.84 
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Figure 3.5: Sample distorted signal. 

 

3.5.1 The Hybrid RCGA-LS Technique 

In hybrid RCGA-LS, a variable size is selected as 5 genes. To estimate 5 variables the 

chromosome size is taken as 50. The RCGA-LS is run for a maximum of 200 

generations. However, it is observed that the algorithm converged to the final solution 

in less than 200 generations with mutation probability 10% and crossover probability 

80%. 

The waveform is reconstructed using the obtained results and then compared with the 

actual waveform. The results of these graphical comparisons are depicted in Figure 

3.6. The estimated and actual signals are almost identical even with a high noise. The 

performance index of RCGA-LS for the objective function is shown in Figure 3.7. 

The performance index indicates that the convergence occurs after approximately 50 

iterations.  
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(a) 

 

(b) 

 

(c) 

Figure 3.6: The actual and estimated waveforms for all harmonics using RCGA-LS.  

 (a) No noise. (b) SNR=40 dB. (c) SNR=30 dB. 
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(a) 

 

(b) 

 

(c) 

Figure 3.7: Performance index of objective function for RCGA-LS technique. 

(a) No noise. (b) SNR=40 dB. (c) SNR=30 dB. 
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3.5.2 The Hybrid PSO-LS Technique 

The parameters of this technique are chosen as follows: population size is 50, number 

of iterations is 200, and inertia weight is 0.98. The waveform reconstructed from the 

estimated harmonics is compared with the actual waveform and the results are shown 

in Figure 3.8. As can be seen from Figure 3.8, the reconstructed waveform is almost 

corresponding to the original signal shape for all considered conditions. Figure 3.9 

shows the fitness curves of the hybrid PSO-LS technique for the objective function, 

the convergence occurs after 30 iterations approximately. The convergence of hybrid 

PSO-LS technique is faster than the convergence of hybrid RCGA-LS technique. 

3.5.3 The Adaline Technique 

The results of harmonics estimation via the adaptive neural network are used to 

reconstruct the waveforms. The graphical comparisons between the original test 

signal and the estimated signal are depicted in Figure 3.10. The estimation of 

waveform with the adaptive neural network gives accurate results even in the 

presence of noise.  

3.5.4 The Proposed Algorithm 

The results of the proposed SLS algorithm for optimal harmonics estimation are 

compared with original test signal graphically as shown in Figure 311. The results 
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show that, the proposed algorithm can maintain the identical shape of the original 

signal under all considered conditions. 

3.5.5 Discussion of the Results  

The results of the four tested techniques are compared together in terms of the 

computation time and the accuracy. The results show that, the fastest technique in the 

harmonics estimation is the proposed one as listed in Table 3.2.   

The proposed technique provides results with excellent accuracy for estimating the 

harmonics even in noisy environment as listed in Tables 3.3 and 3.4. Figure 3.12 

shows the graphical comparison between the actual harmonics magnitude and the 

estimated magnitude using the SLS technique. 

The simulation results demonstrate the suitability and capability of the proposed 

technique for online harmonics estimation. The simulation work is carried out on a 

PC with processor Intel Core 2 Duo CPU 2.66 GHz, RAM 2 GB, and 32-bit operating 

system.  

 

TABLE 3.2  

COMPARISON OF THE COMPUTATION TIME OF COMPUTING TECHNIQUES. 

 

Technique Computing Time (s) 

RCGA-LS 6.516 

PSO-LS 2.781 

Adaline 0.780 

SLS 0.474 
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(a) 

 

(b) 

 

(c) 

Figure 3.8: The actual and estimated waveforms using PSO-LS algorithm. 

 (a) No noise. (b) SNR=40 dB. (c) SNR=30 dB. 
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(a) 

 

(b) 

 

(c) 

Figure 3.9: Performance index of objective function for hybrid PSO-LS. (a) No noise. (b) SNR=40 dB. 

(c) SNR=30 dB. 
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(a) 

 
(b) 

 
(c) 

 
Figure 3.10: The actual and estimated waveforms using Adaline. 

 (a) No noise. (b) SNR=40 dB. (c) SNR=30 dB. 
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(a) 

 

(b) 

 

(c) 

Figure 3.11: The actual and estimated waveforms using SLS algorithm. 

 (a) No noise. (b) SNR=40 dB. (c) SNR=30 dB. 
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TABLE 3.3  

COMPARISON OF THE ERRORS IN THE RESULTS OF COMPUTING TECHNIQUES. 

 

 RCGA-LS PSO-LS Adaline SLS 

No noise 0.001 0.000 0.000 0.000 

With SNR = 40 dB 0.029 0.001 0.001 0.002 

With SNR = 30 dB 0.043 0.017 0.009 0.011 

With SNR = 20 dB 0.268 0.376 0.433 0.109 

 

 

TABLE 3.4  

 ESTIMATED HARMONICS CONTENTS USING THE PROPOSED SLS TECHNIQUE 

Harmonic 
Order 

Actual Estimated 

A 
pu 

Φ 
rad 

Without 
noise 

With 
SNR=40dB 

With 
SNR=30dB 

With SNR=20dB 

A 
pu 

Φ 
rad 

A 
pu 

Φ 
rad 

A 
pu 

Φ 
rad 

A 
pu 

Φ 
rad 

Fundamental 
(60 Hz) 

0.95 -0.03 0.95 3.10 0.95 3.10 0.95 3.10 0.93 3.08 

5
th

 (300 Hz) 0.09 1.43 0.09 1.43 0.09 1.44 0.09 1.41 0.11 1.29 

7
th

 (420 Hz) 0.04 0.14 0.04 3.27 0.04 3.22 0.04 3.22 0.05 3.36 

11
th

 (660 Hz) 0.03 -2.57 0.03 3.71 0.03 3.73 0.03 3.70 0.03 3.37 

13
th

 (780 Hz) 0.03 2.84 0.03 2.83 0.03 2.85 0.04 2.94 0.04 2.65 
 

 

 

Figure 3.12: The actual and the estimated harmonics amplitude using SLS.  
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CHAPTER FOUR 

RMS-BASED METHODS FOR POWER 

QUALITY MONITORING  

In this chapter, several rms-based calculation methods are proposed and utilized to 

detect and track the voltage events. The accuracy and efficiency of different rms 

voltage calculation methods have been investigated. Several cases for voltage events 

are considered to examine the effectiveness of the proposed methods. The simulation  

and experimental results of the proposed methods are compared with those of the 

conventional methods. 

4.1 CONVENTIONAL RMS CALCULATION METHODS 

Generally, the rms value can be calculated if the waveform is sampled as follows.  

                  √
 

 
∑  

 

 

   

   (4.1) 

Where N is the number of samples per cycle and vi is the sampled voltages in time 

domain. 
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The following approaches can be used to calculate the rms value of a voltage 

waveform: 

 rms value calculation using one cycle sampling windows of the voltage waveform 

with different sliding window methods. 

 rms value calculation using half-cycle sampling windows of the voltage 

waveform with different sliding window methods. 

Figure 4.1 shows the calculation methods of rms values using N samples per-cycle 

with different refresh rates. These rates are: every sample, every half cycle, and every 

one cycle.   

 

RMS # Window size ( N sample per cycle)  

RMS #1 1 2 3 … N/2 … N-2 N-1 N 

RMS #2 2 3 4 … N/2 +1 … N-1 N N+1 

RMS #3 3 4 5 … N/2 +2 … N N+1 N+2 

… … … … … … … … … … 

RMS #N N N+1 N+2    2N-2 2N-1 2N 

… … … … … … … … … … 

(a) 

RMS # Window size ( N sample per cycle) 

RMS #1 1 2 3 … N/2 … N-2 N-1 N 

RMS #2 N/2 N/2 +1 N/2 +2 … N … 3N/2 -2 3N/2 - 1 3N/2 

RMS #3 3N/2 3N/2 +1 3N/2 +2 … 2N … 2N -2 2N -1 2N 

… … … … … … … … … … 

(b) 

RMS # Window size ( N sample per cycle) 

RMS #1 1 2 3 … N/2 … N-2 N-1 N 

RMS #2 N N+1 N+2 … 3N/2 … 2N -2 2N - 1 2N 

… … … … … … … … … … 

(c) 

 Figure 4.1: Sliding window methods for calculating the rms values with sampling window N samples. 

(a) Sample to sample sliding, (b) Half- cycle sliding and (c) One cycle sliding. 
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Figure 4.2 shows the calculation methods of rms values using N/2 samples each half 

cycle with different refresh rates like each sample or each half cycle. 

The methods of sliding window and the sampling windows size have an important 

effect in calculating and updating the rms values. Most of the existing monitoring 

devices obtain the magnitude variation from the rms value of voltages [196]-[197]. 

 

RMS # Window size ( N/2 sample per ½ cycle) 

RMS #1 1 2 3 … N/4 … N/2 -2 N/2 -1 N/2 

RMS #2 2 3 4 … N/4 +1 … N/2 -1 N/2 N/2+1 

RMS #3 3 4 5 … N/4 +2 … N/2 N/2 +1 N/2 +2 

… … … … … … … … … … 

RMS #N N/2 N/2 +1 N/2 +2  3N/4   N-2 N-1 N 

… … … … … … … … … … 

(a) 

RMS # Window size ( N/2 sample per ½ cycle) 

RMS #1 1 2 3 … N/4 … N/2 -2 N/2 -1 N/2 

RMS #2 N/2 N/2 +1 N/2 +2 … 3N/4 … N -2 N - 1 N 

… … … … … … … … … … 

(b) 

Figure 4.2: Measuring rms values with Half-cycle sample window, 

(a) Sample to sample sliding and (b) Half-cycle sliding window. 

 

4.2 THE PROPOSED QUADRATURE METHOD 

Similar to the conventional methods, the proposed quadrature method calculates the 

rms value based on the sampled time-domain voltage. However, it uses only two 

samples per half cycle with 90 degrees shift between them as shown in Figure 4.3. 

This is done by using the following equations [198], [199]. 
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 ( )        (  ) (4.2) 

 

         ( ) (4.3) 

 

         (    ⁄ ) (4.4) 

 

         ( ) (4.5) 

 

  
    

    
 (    ( )      ( )) (4.6) 

 

√  
    

  √  
  (4.7) 

 

√  
    

     (4.8) 

 

      
  

√ 
  

√  
    

 

√ 
 

(4.9) 

 

v(t), Vp and Vrms  are instantaneous, peak, and rms values of the voltage waveform. S1 

and S2 are the 1
st
 and 2

nd
 samples, respectively.  
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Figure 4.3: Two samples per half-cycle used by the proposed method. 

 

The proposed approach has been implemented in Matlab and LabVIEW to 

demonstrate its effectiveness.  

4.3 SIMULATION RESULTS AND DISCUSSIONS 

To examine the effectiveness and robustness of the proposed quadrature method 

for estimating the magnitude and duration of the voltage events, three voltage events 

have been considered: sag, interruption and swell. The results of the proposed method 

are compared with the conventional rms calculation methods. In this study, a 6-cycles 

event is applied. The sampling rate considered is 166 samples per cycle: 

4.3.1 Case1: Voltage Sag Event 

As per IEEE definition [110], Voltage sag occurs when rms voltage decreases to 

value between 10% and 90% of nominal rms voltage for duration from 0.5 cycles to 

1.0 min. A 50% reduction in the voltage magnitude is considered in this study. For 
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the testing purposes of the proposed quadrature method, sample to sample sliding 

window method has been used to calculate the rms values of the voltage waveform. 

Figure 4.4 shows the performance of the proposed method at zero time. In this case, 

the detected duration by the proposed method is 101.34 ms with deviation of 1.34 ms 

from the exact duration of 100 ms. 

For comparison purposes, the conventional sliding window methods shown in 

Figure 4.1, have been employed to calculate the rms values of the voltage waveform 

for the same event. Figure 4.5 presents the results obtained by N samples per cycle 

with various sliding window sizes. It was observed that the best result was achieved 

for the case of sample to sample sliding window where the duration of the event is 

estimated as 108.24 ms. This gives rise to an error 8.24 ms which is too high as 

compared to that of the proposed quadrature method.  

 

 

Figure 4.4: rms voltage using Quadrature method with sample to sample sliding method. 
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It is obvious that the proposed method is much more accurate than the conventional 

methods. The best accuracy of rms value calculation is achieved with sliding window 

of sample-to-sample for all sampling windows. Table 4.1 presents the performance of 

the methods presented with all possible starting times of the sag event. 

The results given in Table 4.1 demonstrate clearly that the best results are achieved 

by the proposed method for any expected starting time of the voltage sag. The 

average error observed is 1.39 ms and standard deviation equals to 0.05 which 

demonstrate the robustness of the proposed quadrature method. The performance of 

different methods is compared in Figure 4.7. It can be seen that the proposed method 

has the best performance in terms of detection accuracy. 

 

 
Figure 4.5: N sample per cycle method: (a) sliding window of each sample, 

(b) Half- cycle sliding window and (c) a cycle sliding window. 
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Figure 4.6: rms value calculation using N/2 sample per half- cycle: (a) sliding window of each sample 

and (b) Half-cycle sliding window. 

 

 

The results of the half cycle sliding window and the complete cycle sliding window 

methods are less accurate as the estimated duration of the event is 108.34 ms and 

116.67 ms respectively. Figure 4.6 presents the results obtained by N/2 sample per 

half-cycle method with various sliding windows. It was observed that the best result 

was achieved for the case of sample to sample sliding window where the duration of 

the event is estimated as 105.65 ms with an error of 5.65 ms. 
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TABLE 4.1 

COMPARISON BETWEEN THE ACHIEVED RESULTS OF THE METHODS FOR VOLTAGE SAG. 
 

 

Electrical degrees from 

cross zero point 

of instantaneous 

voltage waveform 

rms calculation methods 

Proposed 

Quadrature 

(ms) 

N/2 samples per 

half-cycle 

(ms) 

 

N samples per 

cycle 

(ms) 

 

0 101.34 102.09 108.20 

15 101.34 102.13 108.20 

30 101.34 102.09 108.24 

45 101.39 102.18 108.24 

60 101.44 102.64 108.24 

75 101.44 105.84 108.29 

90 101.44 106.07 109.08 

105 101.44 105.79 108.29 

120 101.44 102.64 108.24 

135 101.39 102.18 108.24 

150 101.34 102.13 108.24 

165 101.34 102.13 108.24 

180 101.34 102.09 108.20 

195 101.34 102.13 108.20 

210 101.34 102.09 108.24 

225 101.39 102.18 108.24 

240 101.44 102.64 108.24 

255 101.44 105.84 108.29 

270 101.44 106.07 109.08 

285 101.44 105.79 108.29 

300 101.44 102.64 108.24 

315 101.39 102.18 108.24 

330 101.34 102.13 108.24 

345 101.34 102.13 108.24 

Best 101.34 102.09 108.20 

Worst 101.44 106.07 109.08 

Average 101.39 103.16 108.31 

Standard Deviation 0.05 1.63 0.24 

 

 

 



58 

 

 
(a) 

 

 
(b) 

 

Figure 4.7: rms value calculation methods with sample sliding approach for voltage sag. (a) 

Instantaneous waveform, (b) rms voltage track 
 

 

4.3.2 Case 2: Voltage Interruption Event 

Voltage interruption occurs when the rms voltage decreases to less than 10% of 

nominal rms value, for time period not exceeding 1.0 min. In this work, the voltage 

interruption event considered has amplitude zero. Table 4.2 presents the results of all 

methods considered with sample sliding window for all possible starting times of the 

voltage interruption event. The best result was achieved by the proposed method for 
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any expected starting time of the voltage interruption. The average error observed for 

duration of the event is 1.85 ms with a standard deviation of 0.03 which confirms the 

superiority and robustness of the proposed method. It can be seen also that the 

average error in other methods is much higher than that of the proposed method. In 

addition, Figure 4.8 shows that the performance of the proposed method is much 

superior compared to conventional methods in terms of the high speed response in 

identifying the event. 

TABLE 4.2 

COMPARISON BETWEEN THE ACHIEVED RESULTS OF THE METHODS FOR VOLTAGE INTERRUPTION 

 

 

Electrical degrees from 

cross zero point 

of instantaneous 

voltage waveform 

rms calculation methods 

 

Proposed 

Quadrature 

(ms) 

 

N/2 samples 

per half- cycle 

(ms) 

 

N samples 

per cycle 

(ms) 

 

0 101.81 102.83 109.31 

15 101.81 102.78 109.31 

30 101.85 102.83 109.35 

45 101.85 102.97 109.35 

60 101.85 105.65 109.49 

75 101.90 106.58 110.05 

90 101.90 106.72 113.01 

105 101.90 106.58 110.00 

120 101.85 105.60 109.49 

135 101.85 102.97 109.35 

150 101.85 102.83 109.31 

165 101.81 102.78 109.31 

180 101.81 102.83 109.31 

195 101.81 102.78 109.31 

210 101.85 102.83 109.35 

225 101.85 102.97 109.35 

240 101.85 105.65 109.49 

255 101.90 106.58 110.05 

270 101.90 106.72 113.01 

285 101.90 106.58 110.00 

300 101.85 105.60 109.49 

315 101.85 102.97 109.35 

330 101.85 102.83 109.31 

345 101.81 102.78 109.31 

Best 101.81 102.78 109.31 

Worst 101.90 106.72 113.01 

Average 101.85 104.26 109.76 

Standard Deviation 0.03 1.73 1.03 
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(a) 
 

 
(b) 

Figure 4.8: rms calculation methods with sample sliding approach for voltage interruption. (a) 

Instantaneous waveform, (b) rms voltage track 

 

 

4.3.3 Case 3: Voltage Swell Event 

Generally, the voltage swell occurs when the rms voltage increases above 110% 

and less than 180% of the nominal rms value for durations of 0.5 cycles to 1.0 min. A 

150% increasing in the voltage magnitude is considered. Table 4.3 presents the results 

of the discussed methods with all expected starting time of the voltage swell event. 
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The best results are obtained with the proposed method for any expected starting time 

of the voltage swell. 

The average error in estimation of the event duration is 0.19 ms with a standard 

deviation of 0.04. Comparing with conventional methods results, the proposed 

method is far accurate, superior, and robust. Figure 4.9 shows the performance of all 

methods. It can be seen that the proposed method is the fastest to identify the event. 

TABLE 4.3 

COMPARISON BETWEEN THE ACHIEVED RESULTS OF THE METHODS FOR VOLTAGE SWELL. 

 

 

Electrical degrees from 

cross zero point 

of instantaneous 

voltage waveform 

rms calculation methods 

 

Proposed 

Quadrature 

(ms) 

 

N/2 samples 

per half- cycle 

(ms) 

 

N samples per 

cycle 

(ms) 

 

0 100.14 100.42 103.38 

15 100.14 100.42 103.38 

30 100.14 100.46 103.29 

45 100.19 100.46 100.97 

60 100.23 100.51 100.74 

75 100.23 100.60 100.70 

90 100.23 102.97 100.60 

105 100.23 100.60 100.70 

120 100.23 100.51 100.79 

135 100.19 100.46 101.02 

150 100.14 100.46 103.29 

165 100.14 100.46 103.43 

180 100.14 100.42 103.38 

195 100.14 100.42 103.38 

210 100.14 100.46 103.29 

225 100.19 100.46 100.97 

240 100.23 100.51 100.74 

255 100.23 100.60 100.70 

270 100.23 102.97 100.60 

285 100.23 100.6 100.70 

300 100.23 100.51 100.79 

315 100.19 100.46 101.02 

330 100.14 100.46 103.29 

345 100.14 100.46 103.43 

Best 100.14 100.42 100.60 

Worst 100.23 102.97 103.43 

Average 100.19 100.69 101.81 

Standard Deviation 0.04 0.70 1.30 
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(a) 
 

 

 
       

    (b) 

 

Figure 4.9: rms calculation methods with sample sliding approach for voltage swell. (a) Instantaneous 

waveform, (b) rms voltage track. 
  

 

Table 4.1 shows that the worst performance of the proposed method occurs if the 

voltage sag event starts close to the positive or negative peaks of the voltage 

waveform. Figure 4.10(a) shows the performance of the proposed method if the event 

starts at the positive peak of the waveform. It was observed that there are some 

ripples in rms calculation at starting time and end time of the event. However, these 

ripples have limited impact on voltage characterization as the error in the estimated 

duration is only 1.44 ms. Figure 4.10(b) shows the performance of the proposed 
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method if the event signal contains harmonics such as 11
th

 and 13
th

 orders with 

amplitude around 3% of the fundamental component. As can be seen from Figure 

4.10(b) there are ripples in the rms tracking voltage by the three considered method, 

these ripples constitute around 2% of the rms value of the signal. 

 

 
Time (s) 

 

(a) 

 

 

 
(b) 
 

Figure 4.10:  Minor limitation on the quadrature method. (a) Event starts at any point of the voltage 

waveform; (b) The event signal contains harmonics. 
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4.4 EXPERIMENTAL SETUP 

The experimental setup diagram including all components is shown in Figure 4.11. 

Furthermore, the experimental setup as carried out in a power quality laboratory is 

shown in Figure 4.12.  

The complete setup structure of the developed PQ monitoring and controlling 

system is shown in Figure 4.13. The setup consists of: 

1. The workstation running LabVIEW software for data acquisition, 

monitoring, and analysis. 

2. The National Instruments  CompactRIO which is the heart of the system 

containing the real-time processor, FPGA chassis, and I/O modules.  

3. The power interface containing the measurement transformers (CTs) and 

control switching circuit (relays). 

4. The power distribution network components containing programmable AC 

power source, programmable electronic loads, static and dynamic loads, 

and a mitigation device. 

Appendix A gives more details about each component of the developed system 

and the developed graphical user interface as well. 
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Figure 4.11: The experimental setup diagram. 

 

 

 
 

Figure 4.12: The experimental setup in a power quality laboratory. 
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Figure 4.13: Overall structure of the proposed detection and mitigation system 

 

4.5 EXPERIMENTAL RESULTS 

Experimental implementation has been carried out to verify the effectiveness of the 

proposed rms-based method,. The test signal that utilized to evaluate the experimental 

real-time performance of the proposed technique was generated by the programmable 

AC power source. The test signals consist of 12 cycles with a rated voltage of 220V, 

60Hz and sampling frequency of 10 kHz (166 sample/cycle). The event duration for 

each considered voltage events is 6 cycles (100 ms) starting at 50 ms and ending at 

150 ms.  
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Experimentally, the results of the proposed quadrature method with a half-cycle 

sliding window have been compared with the results of the two most common 

methods that utilize the rms voltage to detect the voltage events. i.e. 

1. IEEE method that utilizes the rms voltage measured over one cycle, commencing 

at a fundamental zero crossing, and refreshed each half cycle [110].  

2. The method used until now in the majority of PQ-instruments utilizes rms voltage 

measured over one cycle and refresh each cycle [210].  

Similar to the simulation, the voltage sag, interruption, and swell events are examined 

experimentally as follow: 

4.5.1 Case 1- Voltage Sag Event 

Figure 4.14 shows the experimental real time results of the voltage sag detection and 

characterization based on rms voltage values utilizing the three considered methods. 

Figure 4.14 (a) shows the instantaneous waveform of three phase voltage sag. The 

tracking rms voltage using the proposed method, IEEE method and the commercial 

method are shown in Figure 4.14 (b) to Figure 4.14 (d), respectively. While Figure 

4.14 (e) shows the results of the three methods.  

The voltage sag occurs at 50 ms and ends at 150 ms, the estimated start time and end 

time of the voltage sag using the proposed and commercial methods are almost the 

same which are 51ms and 157ms respectively, while the estimated start time using the 

IEEE method is 45ms and the end time is 154 ms. 
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(a) 

 

 
(b) 
 

 
(c)  

 

 
(d) 

 

 
(e) 

 

Figure 4.14:  Voltage sag results, (a) instantaneous three phase waveform, (b) rms voltage track via 

quadrature method, (c) rms voltage track via IEEE method, (d) rms voltage track via commercial 

method, (e) rms voltage track via the three methods. 
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4.5.2 Case 2- Voltage Interruption Event 

The instantaneous voltage interruption waveforms as well as the real-time tracking 

rms magnitudes of the event using the considered methods are shown in Figure 4.15. 

The results of the three methods for trending the voltage interruption and the 

reference voltage of detecting the voltage interruption that is 0.1pu (22V) are shown 

in Figure 4.15 (e).  The estimated start time of the voltage interruption using the three 

methods is almost the same, it is 58 ms. The estimated end time using the IEEE 

method is 141ms whereas the estimated end time using the proposed and commercial 

methods is the same, it is 150 ms. 

4.5.3 Case 3- Voltage Swell Event 

Figure 4.16 shows the instantaneous voltage swell waveforms and the real-time 

results of the three considered methods for detecting and localizing the voltage swell. 

Figure 4.16 (e) shows the results of the considered methods for detecting the voltage 

swell and the reference voltage of detecting the event that is 1.1pu (286V). The 

estimated start time of the voltage swell using the IEEE method is 47 ms, using the 

proposed method is 52 ms, and using the commercial method is 54 ms. The estimated 

end time using the IEEE method is 153ms, whereas the estimated end time using the 

proposed and commercial methods is 155 ms and 166 ms respectively. 

The proposed method with half-cycle sliding window gives encouraging results 

comparing with the results of the other two methods as can be observed from the real-

time results of the all considered cases. 
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(a) 

 

 
(b) 

 

 
(c) 
 

 
(d) 

 

 
(e) 

Figure 4.15:  Voltage Interruption results, (a) instantaneous three phase waveform, (b) rms voltage 

track via quadrature method, (c) rms voltage track via IEEE method, (d) rms voltage track via 

commercial method, (e) rms voltage track via the three methods. 
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(a) 

 

 
(b) 

 

 
(c) 
 

 
(d) 

 

 
(e) 

Figure 4.16:  Voltage swell results, (a) instantaneous three phase waveform, (b) rms voltage track via 

quadrature method, (c) rms voltage track via IEEE method, (d) rms voltage track via commercial 

method, (e) rms voltage track via the three methods. 
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4.5.4 Case 4- Multiple Power Quality Events 

The proposed method has been examined to characterize multiple voltage events that 

can occur simultaneously.  In this case, double line to ground fault is applied on the 

distribution system model.  The result is a temporary voltage rises on the unfaulted 

phase, whereas the voltages decrease on the faulted phases, which last for the 

duration of the fault that is 10-cycles as shown in Fig. 4.17(a). As it can be seen from 

Fig. 4.17 (b), the proposed method detected the start time and end time for each event 

with high accuracy as well as it estimated the duration. The results show the 

capability of the proposed method for real time detection of multiple voltage events 

simultaneously.  

 

 
(a) 

 

 
(b) 

Fig. 4.17:  Voltages during double line to ground fault,  

(a) Instantaneous three phase waveform, (b) tracking rms voltage using the quadrature method. 
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Table 4.4 shows the comparison between the simulation and experimental results of 

the quadrature method. However, all rms-based detection method has shortcoming, 

for that reason the research starting using others techniques for voltage event 

detection such as wavelet multiresolution analysis. 

 

 

TABLE 4.4 

THE PERFORMANCE OF THE QUADRATURE METHOD 

 

Experimental Result 

(ms) 

Simulation Results 

(ms) 

Actual Duration 

(ms) 
The Voltage Event 

106 101.4 100 Sag 

103 100.2 100 Swell 

92 101.9 100 Interruption 
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CHAPTER FIVE 

POWER QUALITY DETECTION USING 

WAVELET ANALYSIS  

This chapter introduces a new detection and classification method for voltage events 

based on wavelet multiresolution analysis. This chapter also compares the results of 

the proposed method with that of the conventional method in terms of processing 

time and percentage error. Furthermore, the experimental results of the proposed 

method are presented in this chapter. 

 

5.1 INTRODUCTION 

In this section, the basic equations of CWT, DWT, and MRA that are used to 

formulate the proposed method have been described.  

5.1.1 Continuous Wavelet Transforms 

CWT, that is applied to the signal x(t), can be defined as, 
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 (   )   
 

√ 
 ∫  ( )    (

   

 
)

 

  

    

 

(5.1) 

 

Where 

 a is the dilation factor. 

 b is the translation factor.  

 ψ(t) is the mother wavelet.  

 1/√a is an energy normalization term that makes wavelets of different scale 

have the unit of energy. 

There are several different wavelet families: Haar, Daubechies, Biorthogonal, 

Coiflets, Symlets, Morlet, Mexican Hat, and Meyer. Wavelets are classified within a 

family most often by the number of vanishing moments [53]-[54]. 

5.1.2 Discrete Wavelet Transforms 

The DWT is considerably easier to implement in practical applications when 

compared to the CWT [55]-[57], [192]. DWT is implemented by using discrete values 

of the scaling parameter      
  and translation parameter         

  , then 

    ( )     
   ⁄   (  

       ) (5.2) 

Where m indicates frequency location and n indicates time location. The simplest 

choice of a0 and b0 are a0 = 2 and b0 = 1 to provide a dyadic-orthonormal wavelet 

transform and the basis for MRA. The number of decomposition levels depends on 

the number of samples taken by the sampling window, such as     , where N and s 
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are the number of samples taken in the sampling window, and the highest scaling 

level, respectively. 

5.1.3 Multiresolution Analysis 

In MRA, signal x(t) is decomposed in terms of approximations and details that are 

provided by a scaling  function     ( ) and a wavelet     ( ), respectively 

    ( )    (  )⁄   (      ) (5.3) 

    ( )    (  )⁄   (      ) (5.4) 

The scaling function is associated with a low-pass filters (with filter coefficients h(n)) 

and the wavelet function is associated with a high-pass filters (with filter coefficients 

g(n) ) , so that 

 ( )   √  ∑ ( )  (    )

 

 (5.5) 

 ( )   √  ∑ ( )  (    )

 

 (5.6) 

 

There are some important properties of these filters, including 

∑  ( )        and     ∑  ( )        (5.7) 

 

∑  ( )    √     and      ∑  ( )      (5.8) 
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Filter g(n) is an alternating flip of filter h(n) and there exists an odd integer N such 

that 

 ( )    (  )   (   ) (5.9) 

The low-pass filter produces the approximations Aj (low frequency) while the high-

pass filter produces the details Dj (high frequency) of the decomposition. First, the 

original signal is passed through the two filters producing the detail coefficient (D1 ) 

and approximation coefficients ( A1 ) for j = 1 (scale a = 2
1
). After down-sampling by 

a factor of 2, the approximation coefficients A1 are passed through the same filters 

again to obtain the coefficients for j = 2 (scale a = 2
2
). After another down-sampling, 

the approximation coefficients A2 are then filtered again to obtain the next level of 

coefficients as shown in Figure 5.1. 
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 Figure 5.1: DWT Decomposition. 
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The relationship of the detail and approximation coefficients between two adjacent 

levels are given as 

    ( )   ∑ (    )   ( )

 

 (5.10) 

    ( )   ∑ (    )   ( )

 

 (5.11) 

Where Aj and Dj represent the approximation and detail coefficients of the signal at 

level j respectively. k denotes the coefficient index at each decomposition level.  

The MRA decomposition in frequency domain for a signal sampled with 10 kHz can 

be demonstrated in Figure 5.2. On the right-hand side of Figure 5.2, the typical power 

quality phenomena of interested are listed [193]. 
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Figure 5.2: Frequency division of DWT filter for 10 kHz sampling rate. 
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During a transient disturbance, the distorted power signal will generate a 

discontinuous state at the start and end points of the disturbance duration. Through 

the first level decomposition of the MRA, will cause the wavelet coefficients D1 at 

the start and end points of the disturbance to generate severe variation. Therefore, the 

start time ( ts  ) and end time ( te ) of the disturbance duration from the variations in 

absolute wavelet coefficients D1 can be easily obtained, and then the disturbance 

duration ( tt  ) can be calculated as. 

            (5.12) 

The distribution of energy across the multiple frequency bands forms patterns that 

have been found to be useful for classifying PQ disturbances. The energy or norm of 

the signal can be partitioned according to the following: 

∫| ( )|     ∑|   ( )|
 

 

 ∑ ∑|  ( )|
 

     

   (5.13) 

These squared wavelet coefficients in the above multiresolution expansion (5.13) to 

be useful features for identifying PQ disturbances. 

5.2 THE PROPOSED METHOD 

Generally, a signal   can be decomposed into approximation and details components 

as follow: 

  ∑        

 

 ∑ ∑      

     

  (5.14) 

Where 
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   ( )        (      ) (5.15) 

    
( )         (       ) (5.16) 

 

ψ(t) and φ(t) represent the mother wavelet and the scaling function respectively. 

    ∫ ( )   ( )   (5.17) 

     ∫ ( )    
( )    (5.18) 

It is observed that coefficients corresponding to orthogonal signals are orthogonal 

sequences. Suppose     ̃ are orthogonal signals. i.e. 

〈    ̃〉         (∫  ( ) ̃( )     ) (5.19) 

Where 

   ∑                   ̃   ∑  ̃         

        

 (5.20) 

This yield 

   〈    ̃〉   〈∑          ∑  ̃         

        

〉 (5.21) 

 

   〈    ̃〉  ∑ ∑    

        

 ̃    〈          〉 (5.22) 

Since  
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〈         〉           (5.23) 

Therefore, 

    ∑   

  

 ̃      (5.24) 

According to Eqn. (5.24) (   ) and ( ̃    ) are orthogonal sequences. 

 

The following notations have been used: 

 : Pure signal. 

(   )     : Wavelet detail coefficients of the pure signal at the scale level j. 

   Disturbance signal which is zero outside Id, that is  ( )            . Id will be 

called the support of   . 

( ̃  )      
  Wavelet coefficients of the disturbance signal at the coarsest 

approximation level    over the disturbance interval Id, where 

   {              } (5.25) 

Therefore the pure sinusoidal signal is orthogonal to high frequency disturbances. The 

same argument is true about the wavelet coefficients. Thus, taking inner product of a 

pure signal (f) with one that has high frequency disturbance (g+h) eliminates the 

effect of the high frequency disturbance (h). Therefore, 

〈     〉   〈   〉  〈   〉  〈   〉  (5.26) 
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The voltage sag, swell, and interruption are scaled versions of the original pure signal 

over the disturbance period (Id). Therefore, they should correlate well over Id with the 

pure signal at the coarsest approximation level.  

To discriminate between the three types of considered disturbances the following 

procedure is proposed: 

 Compute 

‖(    )‖   

  ( ∑     
 

      

)

 
 

 (5.27) 

‖( ̃   )‖   

  ( ∑  ̃   
 

      

)

 
 

  (5.28) 

  

‖( ̃   )‖   

‖(    )‖   

  (5.29) 

 If (   )     (   ) then there is no event, (  is a preassigned threshold; 

assumed in this work       according to the threshold values of voltage sag, swell, 

and interruption). 

If     (   )  the disturbance corresponds to a swell.  

If      (   ) the disturbance corresponds to a sag. 

If      , then Compute    as 
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   ∑      ̃  

     

             (5.30) 

 Check the following condition, 

∑   
 

    

   

     (5.31) 

If satisfied then the disturbance corresponds to an interruption. Otherwise, it 

corresponds to some other high frequency disturbance.  

Figure 5.3 shows the flow chart of the proposed approach. 

 Apply Eqns. (5.27),(5.28), and (5.29)

If
0.9 ≤ r ≤ 1.1 No Event

Yes

No

If
 r  >  1.1  

Voltage 
Swell

Yes

If
0.1 ≤  r < 0.9

 
Voltage Sag

No

Yes

Apply 
Eqn.(5.30)

If 
Eqn. (5.31)

Satisfied

Voltage 
Interruption

High 
frequency 

Disturbance

Yes

No

No

 
r < 0.1

Real-time measurement of voltage signal

 
Figure 5.3: The flow chart of the proposed MRA method.  
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It is worth mentioning that the proposed approach employs Daubechies 6 (db6) as the 

mother wavelet to detect and classify all the transient disturbances in the distorted 

signal since it is the most appropriate mother wavelet used to detect the voltage 

events [194]-[195]. 

5.3 VALIDATION OF THE PROPOSED METHOD 

Conventionally, rms value of voltage can be calculated as follow 

      √   
  ∑   

 

    

  (5.32) 

Where the     is the rms voltage value of the coarsest approximation wavelet 

decomposition level   (lowest frequency subband) which includes the fundamental 

frequency and *  + are the set of rms voltage values of each  detail wavelet 

decomposition level j higher than or equal to    . The conventional method of rms 

voltage calculation based on DWT utilizes all the detail wavelet decomposition levels 

as well as the coarsest approximation wavelet decomposition level to calculate the 

rms voltage as given in (5.32).  

Unlike the conventional method, the proposed approach utilizes single level to 

accomplish the calculation of rms voltage which is the coarsest approximation level 

that includes the fundamental frequency. According to the execution manner of the 

proposed and the conventional methods, the proposed method has less complexity 

than the conventional methods. 
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The conventional method of  rms voltage calculation based on DWT has been applied 

on test voltage signal that consist of 12 cycles, with 60Hz, 220V and sampling 

frequency equals to 10 kHz (166 sample/cycle). The applied event is voltage sag with 

duration equals to 8 cycles (132.8 ms) that occurs at 33.2 ms and ends at 166 ms and 

its magnitude is 154Vrms. Figure 5.4 displays the first six decomposition levels of the 

test signal. According to (5.32),     represents the rms voltage of the sixth 

approximation level (A6) and *  + represents {VD1, VD2 …VD6}, therefore (5.32) can be 

rewritten as 

      √   
   ∑   

 

 

   

  (5.33) 

It is observed from the simulation results that the accuracy of the estimated voltage 

magnitude for different voltage events using the conventional and the proposed 

methods are almost the same. The Table 5.1 represents comparison between the 

conventional and the proposed methods for voltage events characterization in terms 

of the accuracy percentage. On the other hand, the average execution time for ten runs 

of the conventional method for analyzing data of one window (12 cycles) is 51 ms, 

while the average execution time for ten runs of the proposed method for analyzing 

the same data size is 11 ms. Hence, the proposed method will save more than 78% 

from the processing time to accomplish the analysis of the voltage events. This makes 

the proposed method more suitable for online implementation. 
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TABLE 5.1 

ACCURACY PERCENTAGE OF THE PROPOSED AND THE CONVENTIONAL METHODS 

FOR VOLTAGE EVENTS CHARACTERIZATION 

Event 

Characterization 

Voltage Event 

Interruption Sag Swell 

 Conventional Proposed Conventional Proposed Conventional Proposed 

The Start Time 99.8 99.8 99.8 99.8 99.8 99.8 

The Stop Time 99.7 99.7 99.7 99.7 99.6 99.6 

The Magnitude 98.7 99.2 99.9 99.8 98.8 99.9 

 

 

 
                 

             (a)                                                                    (b) 

Figure 5.4: The first six decomposition levels of the test signal. 

(a) The approximation levels, (b) The detail levels.  



87 

 

5.4 EXPERIMENTAL RESULTS 

The experimental setup for this method is the same setup in the previous chapter. The 

test signals consist of 12 cycles with rated voltage equals to 220V, 60Hz and 

sampling frequency equals to 10 kHz (166 sample/cycle). The event duration for each 

considered case is 8 cycles (132.8 ms) that occurs at 33.2 ms and ends at 166 ms. The 

experiments include the voltage interruption, sag and swell events. Each event has 

been carried out for three times with different values. The average results are 

discussed below. 

5.4.1 Case 1- Voltage Interruption Event 

Figure 5.5 shows the results of the voltage interruption, and the voltage value during 

the interruption is 11V (0.05pu). Figure 5.5 (a) shows the details of the voltage event 

that is detected, characterized, and classified by the proposed method. These details 

are: 1) the start time of the event that has been estimated at time equals to 33.24 ms 

with accuracy reach to more than 99.8%,  2) the stop time of the event that has been 

estimated at time equals to 166.49 ms with accuracy reach to 99.7%, 3) the event 

duration that is calculated with accuracy more than 99.6%, 4) the estimated 

magnitude of the voltage interruption event is  10.93V  that has been estimated with 

accuracy reach to more than 99.3%, and 5) the voltage event type.  

 

 Figure 5.5 (b) shows measured waveform corresponding to the monitoring system 

behavior in response to voltage interruption. The first and the second peaks of the 
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coefficients of the first detail level (D1) have been utilized to detect the details of the 

voltage events as shown in Figure 5.5 (c). The waveforms of the distorted and pure 

voltage signals within the event duration are shown in Figure 5.5 (d) and Figure 7.6 

(e) respectively. Figure 5.5 (f) and Figure 5.5 (g) show the coarsest approximation 

level (A6) of the distorted and pure voltage signals within the voltage event duration 

respectively.  

5.4.2 Case 2- Voltage Sag Event 

Figure 5.6 shows the results of the voltage sag with value equals to 110V (0.5pu). 

Figure 5.6 (a) shows the details of the voltage sag that has been estimated using the 

proposed method like the event start time is estimated at time equals to 33.24 ms, the 

stop time of the event that has been estimated at time equals to 166.49 ms, the event 

duration is 133.24ms, the estimated magnitude of the voltage sag event is 109.8V.All 

these details of voltage sag have been estimated using the proposed method with 

accuracy reach to more than 99.7%.  Figure 5.6 (b) shows measured waveform 

corresponding to the monitoring system behavior in response to voltage sag. Figure 

5.6 (c) to Figure 5.6 (g) show the waveforms that are used to characterize and classify 

the voltage sag. 

5.4.3 Case 3- Voltage Swell Event 

Figure 5.7 shows the results of the proposed method for detecting, characterizing, and 

classifying the voltage swell with value equals to 286V (1.3pu). Figure 5.7 (a) shows 
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the estimated details of the voltage swell such as the start time, the stop time and the 

duration are 33.24 ms, 166.53 ms, and 133.29 ms respectively. The   estimated 

magnitude of the voltage swell is 285.9 V. All these details of voltage swell have 

been estimated with an accuracy of more than 99.6%.  Figure 5.7 (b) shows measured 

waveform corresponding to the monitoring system behavior in response to voltage 

swell. While Figure 5.7 (c) to Figure 5.7 (g) show the waveforms that are used to 

characterize and classify the voltage swell. 

The simulation and experimental results of the proposed MRS for detection the event 

duration are listed in the Table 5.2. The experimental results showed the same general 

patterns as simulation results .The results demonstrate the superiority, suitability and 

capability of the proposed method for real time applications. 

 

TABLE 5.2 

DETECTION OF VOLTAGE EVENT DURATION USING THE PROPOSED MRA 

 

Voltage Event 
Actual 

(ms) 

Simulation 

(ms) 

Experimental 

(ms) 

Interruption 132.80 133.11 133.24  

Sag 132.80  133.14 133.24 

Swell 132.80  133.18 133.29 
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Figure 5.5: Experimental results for detecting and classifying voltage interruption: 

(a) Voltage interruption details, 

(b) Voltage interruption waveform, 

(c) The first detail MRA level (D1) for (b), 

(d) Voltage interruption waveform within the disturbance period, 

(e) Nominal voltage waveform within the disturbance period, 

(f) The coarsest approximation MRA level (A6) for (d), 

(g) The coarsest approximation MRA level (A6) for (e). 
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Figure 5.6: Experimental results for detecting and classifying voltage sag:  

(a) Voltage sag details,  

(b) Voltage sag waveform,  

(c) The first detail MRA level (D1) for (b),  

(d) Voltage sag waveform within the disturbance period,  

(e) Nominal voltage waveform within the disturbance period,  

(f) The coarsest approximation MRA level (A6) for (d), 

(g) The coarsest approximation MRA level (A6) for (e). 
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Figure 5.7:  Experimental results for detecting and classifying voltage swell:  

(a) Voltage swell details,  

(b) Voltage swell waveform,  

(c) The first detail MRA level (D1) for (b),  

(d) Voltage swell waveform within the disturbance period,  

(e) Nominal voltage waveform within the disturbance period,  

(f) The coarsest approximation MRA level (A6) for (d), 

(g) The coarsest approximation MRA level (A6) for (e). 
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CHAPTER SIX  

MITIGATION OF POWER QUALITY 

PROBLEMS  

This chapter presents the proposed mitigation techniques for PQ events on power 

distribution networks. Voltage regulation at the point of common coupling (PCC) 

using distribution synchronous static compensator (DSTATCOM) and harmonics 

mitigation using shunt active power filter (SAPF) are proposed. The simulation 

models and results of DSTATCOM and SAPF are discussed.   

6.1 DISTRIBUTION STATIC SYNCHRONOUS 

COMPENSATOR  

6.1.1 Overview 

The DSTATCOM is a shunt compensator that is suitable for distribution networks. It 

has been widely used since the 1990s to precisely regulate system voltage at the PCC 

by absorbing or generating reactive power. 
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From the viewpoint of device topology, DSTATCOM is identical with STATCOM. 

The difference between them is the location of installation. A DSTATCOM is 

installed on the distribution network whereas a STATCOM is installed on the 

transmission system [208]. 

6.1.2  Topology of DSTATCOM 

The DSTATCOM consists mainly of:  

1. A voltage source converter (VSC) connected to the distribution network through 

a transformer. VSC converts an input DC voltage into a three phase AC output 

voltage at fundamental frequency. The active power flow is controlled by the 

angle between the PCC voltage and VSC voltage. On the other hand, the reactive 

power flow is controlled by the difference between the magnitudes of these 

voltages.  

2. A DC link voltage is provided by the capacitor (Cdc) which is charged with 

power taken from the network.  

3. A control system that ensures the regulation of the bus voltage and the DC link 

voltage. The controller continuously monitors the voltages and currents at the 

PCC and determines the required amount from reactive power by the grid for 

mitigating the disturbance.   

4. Coupling transformer and line AC filter. 

Figure 6.1 shows the general structure of the DSTATCOM connected to 

distribution system.  



95 

 

 

Nonlinear

 Load`

PCC

Reference 

Values
Line Filter

IGBT Inverter Controller

Measured 

Variables

DC Bus

Coupling 

Transformer

D
S

T
A

T
C

O
M

R L

Cdc

PCCV 

iV 

m



thV
thZ SI LI

DI

 
Figure 6.1: Schematic diagram of DSTATCOM.  

6.1.3 Parameters Design and Characteristics of DSTATCOM 

The DSTATCOM function in this work is to regulate the bus voltage during the swell 

and sag conditions by absorbing or generating reactive power at PCC. The center part 

of the DSTATCOM is a voltage-source pulse width modulator (PWM) converter.  

The adopted schematic diagram of the DSTATCOM connected to PCC is illustrated 

in Figure 6.2. The design and selection of the DSTATCOM components such as dc 

bus voltage, dc-link capacitor, ac-link reactor and line filter are explained in details in 

the following subsections [247]-[251]. 
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Figure 6.2: Adopted model of the DSTATCOM and Controller.  

 

6.1.3.1 DC Bus Voltage 

The VSC generates a controllable AC voltage (Vi). This voltage is given by         

             

      

(6.1) 

Where  

 m is the modulation ratio defined by pulse width modulation (PWM), and its 

range values is between 0 and 1. 
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 k is the ratio between the AC and DC voltage depending on the converter 

structure, and its value for the considered structure is √  ⁄ . 

 Vdc is the DC voltage. 

   is the phase defined by PWM. 

In this work the wanted output line voltage of the DSTATCOM to be 380V. Thus Vdc 

can be determine using the (6.1) as follow  

     
   

   
  

   

√  ⁄    
        

The selected value of Vdc is 650V. 

The magnitude and the phase of Vi can be controlled through m and  respectively. 

The DC voltage (Vdc ) is governed by:   

 cos sindc
dc dd dq

dc dc

I C
V i i

C C
 



    (6.2) 

  Where  

 Cdc is the value of the DC capacitor. 

 Idc is the capacitor current. 

 idd and idq are the d and q components of the DSTATCOM current, respectively. 

6.1.3.2 DC Bus Capacitor 

From the principle of energy conservation, the equation governing Cdc is 
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     (   

       
  )               (6.3) 

     
            

   (   
       

  )
 (6.4) 

Where 

 Vdc1 is the minimum voltage level of DC bus. 

 b is a factor varying between [0.05  0.15]. 

 a is the over loading factor. 

 I is the phase current of the VSC. 

 Vph is the phase voltage of the VSC. 

 t is the time for which DC bus voltage is to be covered. 

Let considered the following: 

Vdc = 650V, Vdc1=620V, b=0.1, a=1.2, I=20A, Vph=220, t=100ms. Then 

     
                 

   (   
       

  )
  

                     

   (         )
          

The selected value of Cdc is 10,000µF. 

6.1.3.3 AC Link Reactor 

The choice of the AC link reactor depends on the switching frequency (fs) of the 

modulator and the ripple current (Iripp). As per [250], the AC link reactor can be 

selected using the following formula 
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√         

             
 (6.5) 

For, fs = 10 kHz, Iripp = 0.2I, 

    
√       

            
  

√       

                    
         

The selected value of Lf is 2mH.  

6.1.3.4 The Ripple Filter 

The ripple filter helps to improve the damping of the switching ripple in the output 

voltage waveform of the DSTATCOM. The considered ripple filter is a capacitor (Cf) 

in series with resistance (Rf). The ripple filter used is a first order high pass filter 

tuned at half of the fs. The ripple filter allows the flow of high frequency noises 

through its branch when the frequency higher than the fundamental frequency. The 

value of the components of the selected filter are Cf  equals to 5µF and Rf equals to 

5Ω [247]. 

6.1.4 Control Strategy of DSTATCOM 

The proposed control strategy of the DSTATCOM for voltage regulation during the 

sag and swell conditions consists of four parts: phase locked-loop, ac voltage 

regulator, dc voltage regulator and current controller. These parts are designed and 

explained in the following subsections. 

Referring to Figure 6.2, the ac side equations can be written as follows [251]-[253]: 
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                (6.6) 

   
     
  

                 

Where  

 RL is the equivalent series resistance of the inductor. 

 via, vib and vic represent the output phase voltage of the VSC. 

Using the dq-transformations, The Eqn. (6.6) can be transformed to dq- frame as 

follows [251]-[253]: 

   
    
  

                         

(6.7) 

   
    

  
                         

 

The command voltages in d-axis and q-axis are given by [252] 

                    (   
  

 
)   (          ) 

(6.8) 

                    (   
  

 
)   (          ) 
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6.1.4.1 The Phase Locked-Loop  

The phase locked-loop (PLL) is providing a reference phase signal synchronized with 

the ac system. This reference phase signal is used as a basic carrier wave for 

generating firing pulses of insulated gate bipolar transistors (IGBT) bridge in the 

inverter control circuit. The actual thyristor-firing pulses are determined using the 

provided phase signal by PLL adding the desired firings that are calculated in the 

main control circuit achieving regulation of some output system variables. PLL plays 

an important role in the system dynamic performance since the PLL dynamically 

change the reference signal therefore influences actual firings. 

 In this dissertation, PLL is used to detect the phase angle, frequency, and amplitude 

of the utility-voltage vector, to obtain an accurate synchronization to the gird. The 

inputs of PLL are the three phases voltages of the PCC (va, vb, and vc), the outputs of 

the PLL are the phase angle (ω),    (  ), and    (  ). 

The grid voltages (va, vb, and vc) and filter currents (ida, idb, and idc) are discretized and 

transformed into DC quantities by using Park’s transformation (dq-transformation) as 

given in (6.9) and (6.10). Both equations can be used for current and voltage 

transformation.  

 

[
  
  
]   √

 

 
 [

   ( )    (     ⁄ )    (     ⁄ )

    ( )     (     ⁄ )     (     ⁄ )
] [

  
  
  

] (6.9) 
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]   √
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   ( )     ( )

   (     ⁄ )     (     ⁄ )

   (     ⁄ )     (     ⁄ )
+ [

  
  
]  (6.10) 

6.1.4.2 The AC Voltage Regulator 

The converted voltage quantities (Vd and Vq) of the va, vb, and vc are used to calculate 

the voltage magnitude (Vmag) as given in (6.11). Vmag is one of the inputs of the PI-

controller for regulating the ac voltage. The second input of this controller is the 

reference value of the ac voltage (Vac-ref) which is usually 1pu. The output of this 

controller is the q-axis reference current (Iq-ref) as shown in Figure 6.3. 

       √  
    

  (6.11) 

       (     
    

 
) (            ) (6.12) 
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Figure 6.3:  The diagram of PI-controller for ac voltage regulator. 
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6.1.4.3 The DC Voltage Regulator 

The dc link voltage (VDC) is the actual voltage cross the dc link. VDC is one of the 

inputs of the PI controller for dc voltage regulator. The second input of this controller 

is the desired dc voltage amplitude (VDC-ref). The output of the regulator is the d-axis 

reference current (Id-ref) as shown in Figure 6.4. 

       (     
    

 
) (           ) (6.13) 
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Figure 6.4:  The diagram of PI-controller for DC voltage regulator. 

 

6.1.4.4 The PI-Current Controller 

As can be seen from the Figure 6.5, The Id, Id-ref, Iq and Iq-ref are the inputs of the PI-

current controller. The outputs of the current controller are the modulation signal m 

and the phase angle   . These outputs control the operation of PWM.  Then the dq-to-

abc-transformation is used to transform the modulation signal m into the stationary 

reference (ma, mb and mc) to obtain the switching signals for the VSC. 

The control limits of the controller are the current limits in the electronic switches, 

and the dc voltage. The controllers have a bias, which corresponds to the steady state 
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value of the modulation index (mo) for the voltage magnitude controller and to the 

phase angle (δ) for the dc voltage controller. This value changes as the system 

variables change during the simulation. mo can be determined as follows  

    √
 

 
 
        

       
  (6.14) 

In this study, the considered value of mo is  

    √
 

 
 
        

       
  √

 

 
 
    

   
      

 

The inputs and outputs of the PI-controller can be determined as follows  

 

   (   
  

 
) (         ) (6.15) 

   (   
  

 
) (         ) (6.16) 
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Figure 6.5:  The diagram of the main current controller. 
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6.1.5 Voltage Regulation 

If the output voltage of the VSC (Vi) is greater than AC bus terminal voltages (VPCC), 

DSTATCOM acts like a capacitor generating reactive power to the bus. The current 

flows from the inverter through the coupling transformer into PCC. So, it will 

compensate the reactive power through AC system and regulates missing voltages. 

Whereas when the Vi is lower than VPCC, DSTATCOM acts like an inductance 

absorbing reactive power from the bus. The current flows from the grid into the 

DSTATCOM. These voltages are in phase and coupled with the AC system through 

the reactance of coupling transformers [209]. In steady state, due to inverter losses the 

bus voltage always leads the inverter voltage by a small angle to supply a small active 

power [210].  

The DSTATCOM mitigates the voltage sag by dynamically injecting a current of 

desired amplitude and phase angle into the grid line. As can be seen from Figure 6.1, 

the DSTATCOM injects current (ID) to correct the voltage at PCC by adjusting the 

voltage drop on the system impedance (Zth). The amplitude of ID can be controlled by 

adjusting the output voltage of DSTATCOM (Vi). Where         . 

When the    is kept in quadrature with     , the desired voltage regulation can be 

achieved without injecting any active power into PCC. The d-component of the grid 

voltage (vd) is zero due to the d-axis aligned with the grid flux vector in the 

synchronous reference frame. Moreover, the q-component of the injecting current (iq) 

is set to zero due to the fact that only reactive power injection is considered [147]. 

The injected reactive power in the dq-frame can be calculated as 
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 ( )    ( )   ( ) (6.19) 

6.1.6 Simulation Results 

The Simulink block diagram of the DSTATCOM utilized to regulate the voltage at 

PCC is shown in Figure 6.6.  The system Parameters and controller parameters used 

in simulation are given in Tables 6.1 and 6.2. 

 

TABLE 6.1 

SYSTEM PARAMETERS  

Parameter Value 

VS 380V 

LS 1mH 

Rs 12.4mΩ 

Vdc 650V 

Lf 2mH 

RL 24.8mΩ 

fs 10kHz 

Cf 5µF 

Rf 5Ω 

Cdc 10,000 µF 

 

 

TABLE 6.2 

CONTROLLER PARAMETERS 

Parameter Value 

KPac 10 

KIac 1000 

KPdc 8 

KIdc 100 

KP 10 

KI 0.3 
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Figure 6.6: Simulink diagram representing the distribution network and control system of the 

DSTATCOM. 

 

The dynamic response of the DSTATCOM tested on two cases which are voltage sag 

and voltage swell, the programmable AC voltage source block is used to modulate 

these cases. The voltage is first programmed to be at PCC 1 p u in order to keep the 

DSTATCOM initially floating, the event duration is considered to be 6 cycles 

(100ms) starting at  0.2 s and stopping at 0.3s. The simulated voltage sag and swell 

magnitudes are 0.9 pu and 1.1 pu, respectively.  



108 

 

6.1.6.1 Simulation Results of Voltage Sag 

Figure 6.7 shows the three phase waveform of voltage sag, the voltage magnitude at 

the PCC drops to 0.9pu during the sag event. The PCC voltage is regulated by the 

designed controller which produces the q-axis reference current (Iq-ref) for current 

controller. The q-axis reference current for voltage sag mitigation is shown in Figure 

6.8.  

During the voltage sag, the voltage magnitude at PCC lower than the reference 

voltage, thus the DSTATCOM acts like capacitor generating reactive power to 

regulate PCC voltage magnitude to be around the reference magnitude. Figure 6.9 

shows the inverter current during voltage sag mitigation, Figure 6.10 shows 

generating reactive power by DSTATCOM to mitigate the voltage sag at PCC.  The 

voltage magnitudes at PCC with and without DSTATCOM during the voltage sag are 

shown in Figures 6.11 and 6.12. As can be noted from the results, the voltage 

magnitude during the sag event enhanced with DSTATCOM and becomes within the 

acceptable operation range (0.95 pu -1.05 pu).  

 

 
 

Figure 6.7: Three phase voltage sag. 
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Figure 6.8: The q-axis reference current for voltage sag mitigation. 

 

 

 

 

 

 
 

Figure 6.9: Inverter current during voltage sag. 

 

 

 

 

 

 
 

Figure 6.10: Injected reactive power by DSTATCOM during voltage sag. 
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Figure 6.11: Voltage magnitude at the PCC during voltage sag without DSTATCOM. 

 

 

 

Figure 6.12: Voltage magnitude at the PCC during voltage sag with STATCOM. 
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during the swell event is regulated to be within the acceptable range as can be seen 

from Figure 6.18.  

 
 

Figure 6.13: Three phase voltage swell. 

 

 

 
 

Figure 6.14: Reference q-axis current for voltage swell mitigation. 

 

 

 

 
 

Figure 6.15: Generated inverter current during voltage swell. 
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Figure 6.16: Absorbed reactive power by DSTATCOM during voltage swell. 

 

 

 

 
 

Figure 6.17: Voltage magnitude at the PCC during voltage swell without DSTATCOM. 

 

 

 

 
 

Figure 6.18: Voltage magnitude at the PCC during voltage swell with DSTATCOM. 
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To check the robustness of the controller, the value of each Lf and Cdc with ±10% has 

been change and then the simulation is run. The results show the efficient of the 

controller under this parameters uncertainty which confirms the robustness of the 

proposed controller. It was out aim to implement the controller experimentally on the 

DSTATCOM; however, due to some unforeseen commissioning problems and 

limitations this will be shifted to the future work.   

6.2 SHUNT ACTIVE POWER FILTER  

6.2.1 Shunt Active Power Filter Topology 

The topology of the three-phase shunt active power filter presented in this work is 

shown in Figure 6.19. The adopted SAPF topology is based on voltage source 

inverter (VSI), since VSI is lighter and cheaper than current source inverter (CSI). 

The VSI operates as a current-controlled voltage source. The SAPF compensate 

current harmonics by injecting equal but opposite harmonic compensating current.  
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Figure 6.19: Topology circuit of shunt active power filter. 

6.2.2 Proposed Control Scheme for SAPF 

As well-known the most critical issues associated with the controller of active power 

filter is that of creating an algorithm which can provide an accurate harmonic 

reference signal for control purpose. 

In this dissertation, the adaptive noise canceling (ANC) theory utilized for designing 

control strategy of the three-phase SAPF. The ANC theory is effective and simple 

method for creating control signal for SAPF and used widely in the signal processing 

[245], [246]. The ANC used to extract the reactive power and harmonics components 

of the load current as the control signal of the SAPF. The block diagram of the 

adaptive detecting circuit used in this work is shown in Figure 6.20 [245].  
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Figure 6.20: Adaptive detecting block diagram for harmonic and reactive power. 

 

As can be seen from Figure 6.20, 

      (    ∫    

 

 

      ) (6.20) 

                (6.21) 

Where 

 Io represents the output of the detecting circuit. 

 IL represents the load current. 

 Vs represents the source voltage. 

 Vs1 represents the fundamental component of Vs. 

 Vsm represents the peak value of the Vs. 

From the equations (6.20) and (6.21), Io can be written as 
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              (   
 

   
 ∫    

 

  

            ) (6.22) 

Where  

 K0 is the dc component of the integrator output. 

 RC is the time constant is approximately 20ms [245]. 

Let 

   
 

   
 ∫    

 

  

            ) (6.23) 

Then 

                             (6.24) 

Due to the large time constant of the integrator and the orthogonality, all components 

in K1 except the fundamental real component which in phase with reference input, i.e. 

the system voltage will be approximately zero, and the fundamental real component 

of IL is approximately zero in the steady state, then K1 will be also approximately zero. 

Consequently, the last term of (6.24) can be omitted [246].  

Let assume that the load current can be expressed as 

               (6.25) 

Where 

 ILp is the fundamental active component of IL.  
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 ILq is the fundamental reactive component of IL.  

 ILh is the harmonic components of IL.  

Then 

                          (6.26) 

           (6.27) 

               (6.28) 

Figure 6.21 shows the block diagram of the SAFP controller that proposed in this 

study. The controller of SAPF uses adaptive PLL (adaptive detecting circuit) to 

generate reference sinusoidal source current (    ) which is in-phase with the load 

current (  ) and its rms value same as rms value of the   . The current error between 

     and    is generated by the inverter via the hysteresis switching technique which 

used to produce suitable firing pulses for the inverter. The SAPF aims to inject the 

current error (    ) at the PCC in order to match the source current (  ) with the     . 
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Figure 6.21: The adopted controller scheme of the SAPF. 
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6.2.3 Parameters Design 

The selection of dc-link capacitor and ac-link reactor values affects directly the 

performance of the SAPF.   

6.2.3.1 The DC Link Capacitor 

The capacitor and the inverter bridge limit the maximum value of the dc voltage 

while the inverter gain limits the minimum value of the dc voltage [245].  

   
   

     (       )
 (6.29) 

Where 

 VC is the capacitor voltage 

 Vsm is the maximum value of the source voltage. 

 fs is the switching frequency of the switching device. 

 Tmin is the minimum on-time of the switching device. 

 Td is the dead time of the switching device.  

The dc-link capacitor designed according to keeping the dc-link voltage fluctuation 

limited. The storage energy variation of the dc-link capacitor can be  

   
 

 
   (  

    
  )   ∫  

 

 

      
 

 
     

  (6.30) 

   
 

 
   (  

    
  )            (6.31) 
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  (6.32) 

Where Vo is the reference capacitor, ε represents the voltage ripple.  

Thus, the required dc-link capacitor (Cdc) value can be determined using (6.32) with 

the acceptable voltage ripple (ε). The selected value of dc-link capacitor is  

      
  

         
          

6.2.3.2 The AC Link Inductor 

In this work, the considered criterion to design the ac link reactor is the maximum 

current (Imax) that the filter must supply in order to compensate a totally inductive 

load. The inductance value can be determined as follows 

      
     

       
 (6.33) 

Where 

 ΔVmin is the difference between the rms source voltage and the fundamental 

component rms inverter voltage. The considered value of ΔVmin is 20V. 

 ω is the supply angular frequency (ω = 377). 

 The considered value of Imax is 30A. 

Thus  
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If the inductive voltage drop is made small the inductance will be small and there is 

better utilization of the dc voltage. However, a very small inductance implies a high 

voltage gain and introduces a higher complexity in the controller design. In order to 

keep the inductive voltage drop at a reduced level, the selected value of L is 2mH. 

6.2.4 Simulation Results 

The work presented in this section is based on the simulation of SAPF for 

compensating the current harmonics created by nonlinear loads. The simulation of the 

proposed SAPF carried out under the Matlab/Simulink environment. Three different 

cases studies for nonlinear loads producing harmonics are simulated:  

Case I. Three-phase diode rectifier with RL load. 

Case II. Three-phase diode rectifier with variable dc load. 

Case III. Three-phase thyristor rectifier with dc motor drive. 

The case study-I used to test the effectiveness and the performance of the designed 

control strategy of the SAPF in compensating the harmonic components produced by 

the nonlinear load. The case study-II besides the aim of case-I proposed to examine 

the capability of the proposed controller of the SAPF in capturing new reference 

current when the load current changes during the simulation running. Furthermore, 

the case study-III used to test the efficiency of the SAPF controller in compensating 

the current harmonics components when the load current is highly distorted.  
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The FFT analysis tool used to analyze the THD for the source current without and 

with SAPF to evaluate the performance of the proposed SAPF analytically for each 

case study. 

For simplicity, the waveforms of the load current, the filter current and the source 

current are shown for phase A for all cases studies in this section.  

6.2.4.1 Case I- Three-Phase Diode Rectifier with RL Load  

In this case study, the nonlinear load consists of three-phase diode rectifier with RL 

load isolated by Δ-Y transformer. The rectifier injects current harmonics in the 

system; the characteristic harmonics injected by a 6-pulse rectifier are         

        . The Simulink model of the proposed SAPF with the load is depicted in 

Figure 6.22. The aim of using this type of load is to examine the performance of the 

proposed control strategy for compensating the current harmonics components. 

The Figure 6.23 shows the simulation results of case-I. These results are the current 

load waveforms, the filter current and the actual source current. As can be seen from 

the source current waveform, the source current follows the reference current in a 

suitable manner. The simulation results show the desired design of SAPF control 

strategy.  

The harmonics analysis of the source current without and with the SAPF is depicted 

in Figure 6.24. The harmonics analysis results presented based on the percentage of 

the fundamental component of the source current. The harmonics of the source 

current are substantially reduced with SAPF. For example, the 5
th

 harmonics without 
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SAPF was 19% whereas the one with SAPF is reduced to 0.7%. Furthermore, The 

THD of the source current without the filter was 28.14% and is reduced to 5.15% 

with the filter. 

 

 

 
 

Figure 6.22: The Simulink model of the power system with SAPF of Case-I. 
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Figure 6.23: The simulation results of case-I. 
 

 

 

 

 
 

Figure 6.24: The harmonics spectra of the load current without/with SAPF. 
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6.2.4.2 Case II- Three-Phase Diode Rectifier with Variable Load 

The considered nonlinear load in this case study contains three-phase diode rectifier 

with variable load isolated by Δ-Y transformer.  Figure 6.25 shows the Simulink 

model of the proposed SAPF with the considered load. The variable nonlinear load 

used in this case for testing the capability of the proposed controller to capture new 

reference current for the source current when the load current changes during the 

simulation time.  

The simulation results for this case study are shown in Figure 6.26. At t=0s, the dc 

load current is set at 40A. At t=0.13s the dc load current increased to 50A. As can be 

seen from the waveforms in Figure 6.26, the proposed SAPF effectively respond to 

this change in load and captures the new reference current within one cycle. The THD 

of the source current was reduced from 27.07% to 2.14% as shown in Figure 6.27. 

 

 
 

Figure 6.25: The Simulink model of the power system with SAPF of Case-II. 
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Figure 6.26: The simulation results of case-II. 
 

 
 

Figure 6.27: The harmonics spectra of the load current without/with SAPF.  
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6.2.4.3 Case III- Three-Phase Thyristor Rectifier with DC Motor Drive 

The load considered in this case study is three-phase thyristor rectifier with dc motor 

drive isolated by Δ-Y transformer, the Simulink block diagram of this case study is 

shown in Figure 6.28. This load generates high THD value for the source current. The 

main target of this case study is test the efficiency and capability of the proposed 

control strategy for reducing the high THD value of the source current.  

The simulation results for this case study are shown Figure 6.29. Despite of the high 

distortion in the source current waveform because of the load characteristics, the 

proposed SAPF effectively captures the reference current for the desired source 

current. Further, the high THD value of the source current is reduced to 9.16% where 

100.87% was, as can be seen from Figure 6.30. 

 
Figure 6.28: The Simulink model of the power system with SAPF of Case-III. 
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Figure 6.29: The simulation results of case-III. 
 

 

 
 

Figure 6.30: The harmonics spectra of the load current without/with SAPF. 
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CHAPTER SEVEN 

CONCLUSIONS AND FUTURE WORK 

7.1 CONCLUSIONS 

The purpose of this dissertation was to develop a monitoring and mitigation system 

for power quality problems based on proposing efficient techniques. The system 

would collect voltage and current waveforms from various locations in power 

distribution networks. These waveforms were then to be processed in order to find the 

power quality parameters, which are important for both the utility and customers.   

In this dissertation, a comprehensive literature review has been accomplished, and 

new efficient methods for PQ events monitoring, detection and tracking have been 

proposed, developed, simulated and implemented. Laboratory scale prototype has 

been built for power quality. The main conclusions of this dissertation can be 

summarized as follow:  

 A comprehensive literature review has been accomplished for real time 

monitoring, detection, tracking, classification and mitigation of PQ problems as 

well as optimal harmonic estimation. 
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 A novel new method for voltage events monitoring, tracking, and classification 

based on calculation of rms voltage using 2-sample/half-cycle has been 

proposed and developed. 

  A new efficient technique based on wavelet multiresolution analysis has been 

proposed and developed for the purpose of voltage events monitoring, tracking, 

and classification in power distribution networks. 

 The simulation results of the proposed methods demonstrate the effectiveness 

and suitability of these methods for monitoring, tracking and classification 

voltage events. 

 A new intelligent technique for online optimal harmonics estimation based on 

separable least squares has been proposed.  

 The simulation results of the proposed separable least squares show the 

suitability of the proposed technique for online harmonics estimation.  

 The proposed monitoring, detection, tracking, and classification techniques for 

PQ events have been implemented in laboratory scale prototype using 

LabVIEW software, cRIO, developed data acquisition cards, real time signal 

processors and a simplified model for the distribution network with its 

associated bulk loads. 

 The necessary experimental work to validate the proposed techniques has been 

run. Additionally, the results of the all proposed methods have been compared 

with the results of the conventional methods. The results demonstrate the 
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superiority, accuracy, robustness, suitability and capability of the proposed 

methods for real time applications. 

 This dissertation provides hardware system that can be used to monitor and 

control the quality of power flowed in distribution network. This system 

discussed has been shown to accurately records and collects data of voltage and 

current waveforms then pass the collected data through the NI modules to the 

LabVIEW environment where the data can be processed.  

 The developed PQ monitoring system provides accurate measurements for the 

most important values that quantify the power quality. These measurements 

include statistical data on the voltage and current waveforms including rms 

values, angle, frequency, PF, CF, and power values as well as harmonics 

analysis.  

 The developed system has also shown accuracy in detection and classification 

of voltage events. Furthermore, from the results of testing, the developed system 

was shown to be a valuable tool for PQ monitoring and controlling as well as 

the developed system has been proven to accurately assess the PQ in power 

distribution system. 

 Control strategy of DSTATCOM was designed and simulated using the 

Simulink/Matlab program to mitigate the voltage sag and swell events using 

reactive power flow in electrical distribution networks.  

 Control strategy of SAPF was designed and simulated using the Simulink 

program to compensate the current harmonics components at the PCC. 
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 A novel intelligent technique for the optimal harmonics estimation was 

proposed and developed based on SLS.  

 For the laboratory work, the results from this practical implementation showed 

the same general patterns as those of the monitoring, tracking, and classification 

simulations.   

7.2 FUTURE WORK 

For a future work on the system presented in this dissertation, some points could be 

proposed such as: 

 The proposed research work can be extended to design and develop a new 

technique for online harmonics estimation using wavelet packet transform. Since 

the discrete wavelet transform produces non-uniform output frequency bands. On 

the other hand, the wavelet packet transform decomposes a waveform into 

uniform frequency bands. Additionally, the output frequency bands of the wavelet 

packet transform can be made compatible with the harmonics groups defined in 

IEC Std-61000-4-30. 

 The rms-based method for PQ monitoring is simple and easy, however, it has 

shortcoming in detection start time and end time of PQ events. To overcome this 

shortcoming, a hybrid rms-based method with wavelet multiresolution analysis 

can be designed for accurate detection and classification PQ events.  

 The proposed classification system for PQ events can be developed to classify 

power quality events according to their underlying causes. 
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 Implement a full model of the monitoring and mitigation system of the power 

quality problems in the laboratory. 
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APPENDIX A 

DETAILED EXPERIMENTAL SETUP FOR 

PQ MONITORING AND MITIGATION 

This appendix describes the components of the experimental setup for the proposed 

real-time power quality monitoring, analysis, and controlling system as well as the 

mitigation system of the power quality problems. This appendix contains the software 

components, hardware components, the graphical user interface panel components, 

and the whole structure of the prototype system.  

A.1  INTRODUCTION  

The power quality problems decrease the efficiency of both the power supplies and 

equipment. Direct measurement in the point of common coupling (PCC) is required 

in order to get valid information the PQ indices. The monitoring is essential for both 

power utilities and their customers to ensure optimal power system performance, 

efficient energy management, and easy identification of the disturbance causes in the 

power system.  



167 

 

The monitoring equipment must have functions which include the detection, 

localization, and classification of transient events. If the event is classified accurately, 

the PQ engineers can specify the major effects of the disturbance at the load and 

analyze the source of the disturbances. Therefore a solution can be investigated. 

Any successful PQ monitoring system should have: 

 Capability of providing reliable information about the problem under 

examination. 

 Measuring the relevant parameters with sufficient accuracy. 

 Implementing the relevant measurement methods in an economical and 

efficient way. 

PQ monitoring has two targets: the characterization of the quality status or the 

localization of the source of disturbances.  

A.2 COMPONENTS OF THE IMPLEMENTED SYSTEM. 

The prototype system has both software and hardware components for real-time 

detection and tracking voltage and current signals. These components include 

CompactRIO hardware, LabVIEW software, and main components of power 

distribution system such as programmable ac power source, programmable electronic 

loads, dc motor drive, and several types of static and dynamic loads. In this appendix, 

all the components that have been used to build the prototype system are described. 
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A.2.1 SOFTWARE COMPONENTS 

The PQ monitoring system is realized based on the program system LabVIEW 

(Laboratory Virtual Instrument Engineering Workbench). LabVIEW is a graphically-

based programming language developed by National Instruments (NI). The programs 

implemented in LabVIEW are called virtual instruments (VI) [211]-[212].  

In this dissertation, The LabVIEW software has been used to develop the real-time 

monitoring, analysis, and controlling system for power quality problems. The 

developed system is continuously monitoring the voltage and current signals of the 

three-phase and saves the signals for further analysis included the distorted signal. 

The structure of the main VI of the developed system is shown in Figure A.1. Each of 

the VI in the system consists of a block diagram which represents the structure of the 

program and contains the code for the VI which performs the work. The front panel 

represents the user interface and it is utilized to show controls and indicators for the 

user. VI handles the function inputs and outputs. One of the front panels interface and 

one of the block diagrams of the developed system are shown in Figures A.2 & A.3, 

respectively. 
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Figure A.1: The structure of the main VI of the developed package. 

 

 

Figure A.2: The front panel interface of the developed system. 
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Figure A.3: The block diagram of the developed system. 

 

LabVIEW has been communicated with Real-time controller and multifunction data 

acquisition (DAQ). LabVIEW also has been used to connect the developed 

application to the Web using the LabVIEW Web server and software standards 

TCP/IP networking for remote control purposes. 

For developing real-time PQ monitoring and controlling system using CompactRIO, 

the following software has been used:  

 LabVIEW development system: to create the users interfaces on the 

workstation PC (host PC). 

 LabVIEW Real-Time Module: to program the data analysis functions. 

 LabVIEW FPGA Module: to accomplish the data acquisition process and 

sampling frequency adaptation. 

 NI-RIO driver: for cRIO modules. 
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 Measurement and Automation Explorer (MAX): to configure the cRIO 

settings. 

There is no need to run the host application all the time when the cRIO runs, since 

when cRIO runs completely independently.  

During this work, the completed LabVIEW package for power quality monitoring and 

controlling has been created with sampling rate is 10kS/s (kilo Sample/Second) as 

166 samples/cycle and a 2,000 sample time window; furthermore, these settings are 

changeable as per the requirements for application. 

A.2.2 HARDWARE COMPONENTS  

A.2.2.1 NI CompactRIO Platform 

The reconfigurable embedded system used in this application is NI cRIO (Compact 

Reconfigurable Input/Output). It is composed of a real-time controller, reconfigurable 

field programmable gate array (FPGA) chassis, and various swappable input output 

(I/O) modules. Each I/O module is connected directly to the FPGA, providing low-

level customization of timing and I/O signal processing. The FPGA is connected to 

the real-time processor using high-speed PCI bus. 

   The cRIO allows the user to redesign and upgrade the embedded systems as per the 

requirements of the application. Because of its low cost, reliability, and suitability for 

high-volume embedded measurement and control applications, cRIO is utilized in this 
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prototype system to be the core of the system. The NI cRIO utilized in this 

application and its architecture are shown in Figures A.4 and A.5, respectively. 

 

 

Figure A.4: The NI CompactRIO used in the application. 

 

 

Figure A.5: Reconfigurable Embedded System Architecture [213]. 
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The main components of cRIO that has been used to build the proposed PQ 

monitoring and controlling system are: 

A.2.2.1.1 Input and output modules 

The implemented setup of real-time PQ monitoring and controlling system contains 

various I/O modules.  I/O modules contain isolation, conversion circuitry, signal 

conditioning and built-in connectivity for direct connection to industrial 

sensors/actuators [213].  Each used module is capable of sampling at the rate of 

50kS/s. However, the sampling rate has been considered in this application is10kS/s. 

The NI I/O modules that have been used for the experimental setup of the PQ 

monitoring and controlling system are listed below: 

a) Voltage input module 

The NI-9225 module has been selected to measure rms voltage directly from the line. 

It is analog input module consists of 3-Channel, it can directly measure rms phase 

voltage up to 300V. Figure A.6 shows the voltage analog input module NI-9225 

model. The module connected to the main power feeders directly to measure the 

instantaneous phase voltages for the three phases as shown in Figure A.7.  
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Figure A.6: The voltage analog input module NI-9225model. 
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Figure A.7: The general connection diagram of the NI-9225 module with power feeders. 

b) Current input module 

The NI-9227 module has been selected to measure the current. It has 4 channels, and 

can measure rms current directly up to 5 A.  On the other hand, almost the rms 

current values in the system are larger than 5A. For this reason, current transformer 

(CT 200/5 A) has been used to measure the currents through the module in each 
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phase as well as the neutral line. Figure A.8 shows the current analog input module 

NI-9227 model. The module connected to the main power feeders and the neutral line 

through 4 CTs to measure the instantaneous current for each line as well as for the 

neutral line as shown in Figure A.9.  

 

Figure A.8: The current analog input module NI-9227 model. 
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Figure A.9: The general connection diagram of the NI-9227 module with power feeders. 
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c) Sourcing digital output module 

The NI-9476 is a 32-channel, 500 μs sourcing digital output module. Figure A.10 

shows the selected NI-9476 module. It has been selected to perform software-timed 

and static operations in the controlling system. It’s directly connected to the relays of 

the switching control panel of the devices and loads. Each channel can drive up to 

250 mA continuous current on all channels simultaneously with 24V signals. 

However, each relay in the switching control panel is fed by two channels to make 

sure the continuous output current of each channel doesn't exceed the limits (250mA). 

Figure A.11 shows the connection philosophy of the digital output module with the 

relays in the developed system.  

 

 

 

Figure A.10: The digital output module NI-9476 model. 
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Figure A.11: The connection diagram of the NI-9476 with control relay. 

d) Analog output module 

The NI-9264 is a 16-channel analog output module with voltage range -10V to +10V. 

It has been selected to control the mitigation device operation. The actual voltage 

signal of the controller of the mitigation device is provided by a channel of NI-9264. 

Figures A.12 & A.13 show the selected analog output module and connection 

diagram of the module with a controller, respectively.  

 

 

Figure A.12: The analog output module NI-9264 model. 
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Figure A.13: Connecting a controller to NI-9264. 

A.2.2.1.2 Real-time controller 

The intelligent real-time embedded controller NI cRIO-9024 model is selected for 

cRIO as shown in Figure A.14. It is 800 MHz processor, 4 GB nonvolatile storage, 

512 MB DDR2 memory. The controller runs LabVIEW Real-Ttime for deterministic 

control, data logging, and analysis. 

The controller has been installed on the cRIO chassis. The static IP address has been 

assigned to communicate the host computer with the controller over a standard 

Ethernet connection for remote monitoring and accessing. The MAX software is used 

for configuring IP settings for the controller and installing LabVIEW Real-Time 

software and device drivers on the controller. The system clock of the cRIO-9024 is 

synchronized with the internal high-precision real-time clock to provide timestamp 

data to the controller. 
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Figure A.14: Real-Time Controller_ NI cRIO-9024. 

 

A.2.2.1.3 Reconfigurable FPGA chassis 

The selected model of reconfigurable FPGA chassis in this application is NI cRIO-

9118 that is shown in Figure A.15. The selected chassis is 8-slot and accepts any 

cRIO I/O module. It has ability to automatically synthesize custom control and signal 

processing circuitry using LabVIEW. It is directly connected to the I/O module for 

high-performance access to the I/O circuitry of each module. A local PCI bus 

connection provides a high-performance interface between the RIO FPGA and the 

real-time processor 
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Figure A.15: Reconfigurable FPGA Chassis_ NI cRIO-9118. 

 

The system functionality can be changed and upgraded by changing the LabVIEW 

FPGA module code and rebuilding and compiling a new bit stream configuration to 

the FPGA hardware.  

A.2.2.2 Components of the power distribution network  

A.2.2.2.1 Programmable AC power source  

To simulate power quality disturbance conditions, the programmable three-phase ac 

source Chroma-61511model has been selected. It is utilized for synthesizing distorted 

voltage waveforms to represent the voltage sag, swell, and interruption events as well 

as the harmonics and interharmonics components from 0.01 Hz to 2.4 kHz. The 

specifications of the selected programmable ac source are 12kVA, variable rms phase 

voltage from 0 ~ 300V, and variable frequency range from 15 ~ 1500Hz. The Figures 
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A.16 and A.17 show the selected programmable power source and its graphical user 

interface, respectively.   

  

Figure A.16: Programmable AC source Chroma 61511model. 

 

 

Figure A.17: The main graphical user interface of the programmable AC source.  
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A.2.2.2.2 Programmable electronic load 

The programmable electronic load Chroma-63800 model is selected to simulate load 

conditions under different scenarios even when the voltage waveform is distorted. In 

this application three identical units of Chroma-63800 have been utilized to represent 

three phase load and these units are connected as wye connection where the load unit 

of the phase A is configured as master unit and the other as slave units.  

The main features of the each selected programmable ac load unit are 1.8kW, variable 

rms phase current 0 ~ 18A, variable rms phase voltage 50 ~ 350V, and variable 

frequency 45 ~ 440Hz. The Figure A.18 shows the utilized programmable electronic 

load units that have been used in the experimental setup as variable three-phase load 

wye connected. 

 

Figure A.18: Programmable Electronic Load Chroma-63802. 
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A.2.2.2.3 DC Motor Drive 

DC motor drive ABB-DCS800 model is utilized in the experimental setup of the 

proposed application to emulate the harmonics injected from the nonlinear load into 

the source current. Figure A.19 shows the selected dc motor drive ABB-DCS800 

model. 

The dc motor drive is controlled rectifier drive, in particular a three-phase bridge 

thyristor rectifier, converts incoming three-phase ac power into dc power, and its 

being used where variable speed is required. The dc output voltage of this drive is 

controlled by the firing angle that is applied to the thyristor-bridge. This will 

inherently produce harmonics on both ac side (input) and dc side (output) of the 

rectifier.  

The motivation of using the dc motor drive in this study is that, the dc motor drives 

are used through many industries. It is imperative, especially for utility companies, to 

realize the PQ impact of having such drives on their system. Through this 

understanding, both utilities and their customers may use the information to minimize 

the PQ disturbances which in turn maximizes profit.  

 

Figure A.19: DC motor drive model of ABB-DCS800. 
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A.3 DESCRIPTION OF THE DEVELOPED GRAPHICAL 

USER INTERFACE  

The developed front panel interface of the created LabVIEW package for PQ 

monitoring, analysis and controlling is graphical user interface (GUI) where the user 

interacts, monitors and controls the program while it's running. The developed GUI 

contains measurements, readings and elements that need to be communicated to the 

user running the experiment as shown in Figure A.2.  

The configuration settings of the developed GUI are simple, easy, and flexible. The 

user can specify the power frequency 60Hz or 50Hz, the samples number per read 

(window size), the nominal voltage (phase voltage). The user selectable the sampling 

rate determines the resolution of analysis results as well as the user can select a 

specific phase to be monitored or the three phases together. Figure A.20 shows the 

main setup of the developed system. 

 
   

Figure A.20: Setup of the developed system. 

 

 

Specifically the developed GUI of the created LabVIEW package for PQ monitoring 

and controlling contains: 
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1. Voltage monitoring consists of 

 The instantaneous waveforms display.  

 The rms voltage values tracking display. 

 The voltage readings for each phase, such as rms values, angle, crest factor, 

and frequency. 

 These displays and readings of the voltage monitoring are shown in Figures A.21 and 

A.22, respectively. During the monitoring process, the status of recorded voltage 

events is shown on the GUI.  

 

Figure A.21: Three phase instantaneous voltage waveforms and rms voltage trends. 

 

 

Figure A.22: Voltage values and crest factor of the three phases. 
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2. Current monitoring consists of 

 The instantaneous waveforms display.  

 The rms current values tracking display. 

 The current readings for each phase, such as rms values, angle, and crest 

factor.  

During the current waveforms monitoring process, the status of the recorded events is 

shown on the GUI. The displays and readings of the current monitoring are shown in 

Figures A.23 and A.24, respectively. 

 

 

Figure A.23: Three phase instantaneous current waveforms and rms current trends. 

 

 
Figure A.24: Current readings for the three phases. 
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3. Neutral current monitoring 

The user using the developed GUI can monitors instantaneous waveform, rms current 

values and frequency of the neutral current in the system. The Figure A.25 shows the 

neutral current monitoring display in the developed GUI. 

 

 

Figure A.25: Neutral current monitoring. 

 

4. The harmonics analysis 

Figure A.26 shows the developed LabVIEW-based harmonics analysis tool for the 

voltage and current signals. In the analysis panel, the user can perform harmonics 

analysis for the voltage and current waveforms. Further on, the user can select up to 

20 harmonics for viewing the trend. The analysis panel displayed the spectrum 

harmonics and total harmonics distortion (THD) for each phase of voltage and current 

signals. The user selectable shows the fundamental harmonic or not.  
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(a) 

 

 
(b) 

Figure A.26: Harmonics analysis tool. (a) Voltage waveforms. (b) Current waveforms. 
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5. Voltage events classification 

The developed front panel of the voltage events characterization tool provides the 

user by detailed information about each event occurred, such as in which phase the 

event is occurred, event type, starting time, stop time, event duration, and the voltage 

magnitude.  

Figure A.27 shows the developed GUI of the detection and classification system of 

the voltage events. That can classify the short and long duration voltage events. The 

short duration voltage events the can be characterized by the developed package are 

voltage sag, swell, and interruption, whereas the long duration voltage events are 

undervoltage, overvoltage, and sustained interruption. At the moment of occurring the 

event, the GUI changes the color of the phase bar to the red color and turns on 

indicator beside the type of event. 

6. Power analysis 

The system provides the readings of the real power (W), apparent power (VA), 

reactive power (VAR), power factor and the total consumed power. In addition,   the 

power analysis panel shows chart for each phase of the power distribution networks. 

Figures A.28 and A.29 show the developed power chart and power readings, 

respectively.  
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(a) 

 

 
(b) 

 

 
(c) 

Figure A.27: Voltage events monitoring. (a) Sag / Undervoltage event. 

 (b) Swell / Overvoltage event. (c) Interruption / Sustained interruption. 
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Figure A.28: Real power chart. 

 

 

Figure A.29: Consumed power and power factor for each phase. 

7. Data logging and events logs 

The developed LabVIEW-based package for PQ monitoring contains a tool for data 

logging, data storage in the excel files. Further on, the GUI contains events logs, 

which allow the user to see all the events have been occurred. Events logs contain the 

complete information for each event occurred, such as event type, start time, end 

time, duration time, and the event place.  Figure A.30 shows the events logs provided 

by the developed GUI. 

8. Instrument control 

The GUI of the PQ monitoring system allows the user to control the operation of all 

loads and devices connected on the system. The GUI also allows the user to do the 
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default settings for each device and load in the system either normally on or normally 

off as shown in Figure A.31. 

 

Figure A.30: Events logs. 

 

 
 

Figure A.31: The control panel of instrumentation and loads. 

 

Additionally, the developed package allows the user remotely access to cRIO by 

using TCP protocol over Ethernet. The user can change the setting and 

configuration of the cRIO as well as remote files browser, as can be seen from the 

Figures A.32   
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Figure A.32: Remote access to cRIO. 


