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ABSTRACT 

Full Name : Fahd AbdulSalam Al-Haidari 

Thesis Title : MODELING AND MITIGATION OF ECONOMIC DENIAL OF 

SUSTAINABILITY (EDOS) ATTACKS IN CLOUD COMPUTING 

Major Field : Computer Science and Engineering 

Date of Degree : November, 2012 

 

Cloud computing has become one of the fastest growing segments of IT industry. Due to 

its flexibility, pay per use, elasticity, scalability, and other attributes promised by this 

paradigm, cloud computing has gained the interest of large organizations and 

corporations for hosting their services. Cloud computing has been identified as the 

technology with the potential to have the most significant impact on organizations in 

2011. However, the benefits foreseen of the cloud bear several unaddressed issues of high 

importance, especially with regards to the level of security provided by a cloud 

computing service model. Security has been identified clearly as the greatest challenge to 

cloud computing. The cloud introduces resource-rich computing platforms, where 

adopters are charged based on the usage of the cloud’s resources, known as “pay-as-you-

use” or utility computing. With this model, a conventional Distributed Denial of Service 

(DDoS) attack on server and network resources is transformed in a cloud environment to 

a new breed of attacks that targets the cloud adopter’s economic resources, namely 

Economic Denial of Sustainability attack (EDoS). EDoS occurs when zombie machines 

(part of a botnet) send a large amount of service requests towards the cloud, exploiting 

the cloud's scalability, to charge a cloud adopter’s bill an exorbitant extra amount of cost, 
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leading to large-scale service withdrawal or bankruptcy. In this research, we study the 

EDoS attacks and their impact on cloud computing cost, resources and performance. We 

also propose effective countermeasures and mitigation techniques against such attacks. 

The effectiveness of the proposed mitigations techniques is evaluated analytically and 

using simulation.   
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 خلاصة الرسالة

 

 انحٛذس٘ و   فٓذ ػجذ انسلا :الاسم الكامل
 

   فٙ انحٕسجخ انسحبثٛخ (EDoS)ًَزجخ ٔيكبفحخ ْجًبد ال  :عنوان الرسالة
 

 ػهٕو ُْٔذسخ انحبست اٜنٙ :التخصص
 

   2012 ,َٕفًجش :تاريخ الدرجة العلمية
 

ثسجت يشَٔزٓب، ٔانٛبد  . انحٕسجخ انسحبثٛخ ْٙ حبنٛب ٔاحذح يٍ يٍ أسشع انمطبػبد ًَٕا فٙ ركُٕنٕجٛب انًؼهٕيبد

, ٔغٛشْب يٍ انصفبد انزٙ ٔػذ ثٓب ْزا انًُٕرط, ٔلبثهٛزٓب نهزٕسغ, "pay per use" انًبنٙ  ثحست الاسزخذاو  انذفغ

 .اكزست ْزا انمطبع سغجخ انكضٛش يٍ انًُظًبد انكجٛشح ٔانششكبد لاسزضبفخ خذيبرٓب ػهٗ َظبو انحٕسجخ انسحبثٛخ

رى رصُٛف انحٕسجخ انسحبثٛخ كٕاحذح يٍ اْى  ػشش  رمُٛبد ركُٕنٕجٛب , انٕلاٚبد انًزحذح, ٔفمبً نششكخ أثحبس جبسرُش

ٔيغ رنك، فئٌ  انحٕسجخ انسحبثٛخ    .2011انًؼهٕيبد انزٙ نٓب الأصش الأكجش ػهٗ انًُظًبد ٔانششكبد فٙ ػبو 

خبصخ فًٛب ٚزؼهك ثًسزٕٖ الأيبٌ انزٙ ٚزى رٕفٛشْب ثٕاسطخ , حًهذ انؼذٚذ يٍ الاشكبلاد انٓبيخ, ٔثبنشغى يٍ فٕائذْب

، ٔسد الأيٍ ثٕصفّ أكجش (IDC)ٔفمب نذساسخ حذٚضخ أجشرٓب يؤسسخ انجٛبَبد انذٔنٛخ  . خذيخ ًَٕرط انحٕسجخ انسحبثٛخ

انحٕسجخ انسحبثٛخ رزًزغ ثٕفشح انًٕاسد ٔانزٙ رؼزجش ٔاحذح يٍ انًًٛزاد نٓزا انًُٕرط حٛش  . رحذ نهحٕسجخ انسحبثٛخ

 انزمهٛذ٘ ػهٗ  (DDoS)يغ ْزا انًُٕرط، ٚزى رحٕٚم ْجٕو . ٚزى انذفغ انٗ يزٔد انخذيخ ثحست اسزخذاو انًٕاسد

يٕاسد انخبدو ٔانشجكخ فٙ ثٛئخ انحٕسجخ انسحبثٛخ نسلانخ جذٚذح يٍ انٓجًبد انزٙ رسزٓذف انًٕاسد انًبنٛخ نهًسزفٛذ يٍ 

 أ   "Economic Denial of Sustainability "ْٕٔ يب ٚطهك ػهّٛ  , (Adopter)انحٕسجخ انسحبثٛخ 

(EDoS)  . ٚحذس ػُذيب رشسم أنٛبً كًٛخ كجٛشح يٍ طهجبد انخذيخ َحٕ انحٕسجخ انسحبثٛخ يٍ  ,ْزا انُٕع يٍ انٓجًبد

حٛش ٚزى اسزغلال لبثهٛخ انسحبثخ نهزٕسغ  نغشض شحٍ فبرٕسح  ،(bots)لجم اجٓزح يخزشلخ ٔيٕجٓخ يٍ انًٓبجى 

يًب ٚذفغ انًسزفٛذٍٚ إنٗ الاَسحبة  يٍ انخذيخ ػهٗ َطبق ٔاسغ  أٔلذ  ٚؤد٘ انٗ  ,  انًسزفٛذ يجبنغ إضبفٛخ ثبْظخ

أٚضب َطٕس رذاثٛش يضبدح جذٚذح   . ٔرأصٛشْب ػهٗ انحٕسجخ انسحبثٛخ EDoSفٙ ْزا انجحش، َذسس ْجًبد .الإفلاس

ٚزى رمٛٛى فؼبنٛخ رمُٛبد انزخفٛف انًمزشحخ ثبسزخذاو انًحبكبح ٔ انزحهٛم  كزنك. ٔرمُٛبد رخفٛف يٍ يضم ْزِ انٓجًبد

 .انكًٙ
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  CHAPTER 1      

 

INTRODUCTION 

Cloud computing is currently one the most hyped information technology innovations 

and has become the fastest growing segment of IT industry. Due to the flexibility, pay per 

use, elasticity, scalability and other attributes promised by this paradigm, it gained the 

interest of large organizations and corporate to host their services onto the cloud. Cloud 

computing as group of technologies has been on the top 10 lists for a few years. US 

research company, Gartner, has identified cloud computing as first of the top 10 

technologies with the potential for significant impact on organizations in 2011 [1].  

The term cloud computing as defined by NIST [2] is “A model for on-demand network 

access to a shared pool of configurable computing resources that can be rapidly 

provisioned and released with minimal management effort or service provider 

interaction”. The computing resources that constitute the power of the cloud system are a 

collection of services, applications, information, and infrastructure that could be sold on-

demand and accessed over the Internet in a fast, cost-effective way. The services are fully 

managed by the provider and users can have as much or as little of a service as they want 

at any given time. 
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One main misconception is that the cloud is one thing. However, cloud computing is the 

combination of many preexisting technologies that include aspects of grid computing and 

virtualization combined with application programming interfaces (APIs) and utilities to 

supply access to the virtualized environments [3]. New advances in processors, 

virtualization technology, disk storage, broadband Internet connection, and fast, 

inexpensive servers have combined to make the cloud a more compelling solution. 

However, as always the introduction of new technologies presents certain risks, and it 

could open an organization to security vulnerabilities and threats. With security being one 

of the top concerns that hinders cloud computing [4, 5, 6, 7], for that reason, it has 

become a major field of study.  

1.1 Research Problem Statement 

The ability to respond to security threats and events is listed as one of the main issues of 

concern in the cloud computing area. In this research, we study the Economic Denial of 

Sustainability (EDoS) attacks and their effect on cloud computing. An identification of 

possible EDoS attacks is carried out. Effective solutions to such EDoS attacks will be 

introduced. The effectiveness of the proposed mitigation techniques will be evaluated 

using simulation that is verified through quantitative analysis. The results obtained will 

allow us to better secure the cloud networks that will provide or use cloud computing 

services in the near future.  
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1.2 Research Objectives 

The ultimate objective of this research is to develop and evaluate new countermeasures 

and mitigation techniques against Economic Denial of Sustainability (EDoS) attacks in 

Cloud Computing. A classification of EDoS attacks and countermeasures will also be 

proposed to benefit the cloud computing research community. The primary objectives of 

the research can be summarized as follows. 

 Explore EDoS attacks and their effect on cloud computing. 

 Classify and propose a robust taxonomy of EDoS attacks, and its variants. 

 Develop and implement new countermeasures and mitigation techniques 

against the EDoS attacks. 

 Test the effectiveness of the proposed techniques from Objective 3 above, 

using simulation that is verified through quantitative analysis. 

1.3 Main Contributions 

The main contributions of this dissertation as follows: 

 Conducting an extensive literature survey about the security of cloud 

computing. 

 Studying the impact of the EDoS attacks on the cloud computing services 

using a simulation model verified by an analytical model. 

 Proposing and describing a novel architecture, namely EDoS-Shield, which is 

deployable as an on-demand cloud-based EDoS mitigation technique. 



 

 

4 

 Developing a novel and practical approach used as an enhancement to the 

EDoS-Shield by using a Graphical Turing test and TTL values in order to 

mitigate EDoS attacks originating from spoofed IP addresses.  

 Developing discrete simulation and analytical models to verify the 

effectiveness of the mitigation techniques. 

 Studying and simulating the impact of setting both the upper utilization 

threshold and the scaling size of the provisioning technique on the 

performance of the cloud services.  

 Formulating and solving optimization problems for tuning both the upper 

utilization threshold and the scaling size of the provisioning technique in 

cloud computing. 

 

1.4 Organization of Dissertation 

This dissertation is organized as follows. Chapter 2 presents an extensive literature 

survey of the cloud computing system and the EDoS attacks. In Chapter 3, we evaluate 

the impact of the EDoS attack on the cloud service by using a discrete event simulation as 

well as an analytical model. Chapter 4 presents a novel mitigation technique against 

EDoS attack namely EDoS-Shield evaluated by both the simulation and analysis models. 

An Enhanced EDoS-Shield mitigation technique is discussed in Chapter 5. Finally, 

Chapter 6 includes the conclusion and the future work. 
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  CHAPTER 2    

 

LITERATURE REVIEW 

In this chapter, we give an overview about all the related topics that will be discussed 

throughout this work. In Section 1, we broadly look into the definition of the cloud and 

the different layers in a typical cloud computing environment. Then, we classify the 

different security concerns and summarize what has been presented in the literature in 

Section 2. In Section 3, we present the ways in which attacks can compromise the cloud 

by presenting taxonomy about the cloud attacks. Then, we describe the Economic Denial 

of Sustainability (EDoS) in details along with its literature in Section 4. 

2.1 Cloud Computing 

Cloud computing is still an evolving paradigm. Its definitions, use cases, underlying 

technologies, issues, risks, and benefits will be refined in a spirited debate by the public 

and private sectors. These definitions, attributes, and characteristics will evolve and 

change over time. However, the National Institute of Standards and Technology (NIST) 

in the U.S., whose publication is generally well accepted, has defined cloud computing 
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by describing five essential characteristics, three cloud service models, and four cloud 

deployment models [2]. They are summarized in a visual form in Figure 2.1.  

2.1.1 Essential Characteristics 

Because cloud computing is related to a number of other technologies, it is best defined 

by the presence of a number of characteristics. The Essential Characteristics of Cloud 

Computing are those things that are required of a service to make it qualify as true 

“Cloud Computing”.  

On-demand self-service. Cloud customers can provision cloud services, such as server 

time, network storage, software, process, or more from the service provider as needed 

automatically without going through a lengthy process. The used resource can be 

automatically deprovisioned. 

Broad network access. The technology is available over the network and can be 

accessed through standard mechanisms by both thick and thin clients. All of the servers 

are connected to a high-speed network that allows data to flow to the Internet, as well as 

between computing and storage elements. 

Resource pooling. Computing resource pooling allows a cloud provider to serve its 

consumers via a multi-tenant model by which physical and virtual resources are assigned 

and reassigned according to consumer demand. An example of such characteristics is 

about Amazon EC2 which allows users to share machine images, and start up servers 

based on their needs. 
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Figure 2.1: Cloud computing visual model of NIST [3] 
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Rapid elasticity. This characteristic means that resource allocation can be scaled out or 

in depending on demand. Elasticity enables scalability, which means that the cloud can 

scale upward for peak demand and downward for lighter demand. The Scalability means 

that an application can scale when adding users and when application requirements 

increase. For systems, based on loads to the system, or usage of the system, the system's 

capabilities automatically can be scaled to satisfy the system requirement. An example is 

about Amazon’s S3 service that allows the customer to continue to add to the system, 

with a seemingly endless supply of storage. 

Measured Service. This means that cloud computing is a usage-driven. Business units 

only pay for the computational resources they use. Resource usage is metered based on 

appropriate use of the technology and also reported based on metering to providing 

transparency for both the provider and consumer of the utilized service. Examples are 

measuring the storage, bandwidth, and computing resources consumed and charging for 

the number of active user accounts per month. Amazon EC2's users are charged based on 

size of server, operating system, and inbound/outbound data. In addition, Cloud Watch 

provides reporting features regarding the usage of EC2 instances. 

2.1.2 Service Models 

One main misconception is that cloud is one thing. However, cloud deforms into many 

shapes and designs. Each cloud computing provider has his own design and architecture 

that fits his business module. Cloud is a multi-dimensional layer and provides services 

generally at three different levels [9]: 1- Computing layer, 2- Business model layer, 3- 

Application domain layer. A company that uses software as a service provider is likely to 

have a different security and use cases than a company that would use an infrastructure as 
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a service provider such as Amazon EC2. Figure 2.2 shows the different cloud layers, their 

targeted consumers, and the level of control provided. 

Cloud Applications (Software as a Service SaaS). This form of service has been around 

for many years, and it is the most visible layer to the end users. SaaS leverages Web 2.0 

in traits to help export the computational work from the users’ terminal to data centers 

where the cloud applications are deployed [9]. Thus, it lessens the restrictions on the 

hardware requirements needed at the users’ end. Moreover, providers of the cloud 

applications are able to upgrade and roll new features without disturbing the users with 

requests to install major updates or service packs. Web-portals, Google Apps [10], EBay, 

and web email providers are examples of SaaS providers.  

Cloud Software Environment (Platform as a Service PaaS). This is the next layer up, 

where a cloud service provider offers a computing platform service which may include 

databases, programming tools, security software and other applications that make up a 

complete development platform. The provider offers such services along with a well-

defined APIs that facilitate the interaction between the environments and the cloud 

applications. Cloud applications’ developers utilize these services to implement their 

applications on the cloud. The advantage of PaaS is that the developer can buy a fully 

functional development and production environment. 
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Cloud Software Infrastructure (Infrastructure as a Service IaaS). This layer is at the most 

basic level of the Cloud Computing offerings, and it provides virtual machines and other 

abstracted hardware and operating systems that may be controlled through a service API. 

Typical examples include Amazon EC2 (Elastic Cloud Computing) Service [12] and S3 

(Simple Storage Service) [13], Terremark Enterprise Cloud, Windows Live Sky drive, 

and Rackspace Cloud. The consumer does not manage or control the underlying cloud 

infrastructure but has control over operating systems, storage, deployed applications, and 

possibly limited control of select networking components (e.g., host firewalls) [14]. 

2.1.3 Deployment Models 

Public Clouds: resources including infrastructure, platform and software are available to 

the public through services that are usually accessible via internet. Amazon Web Services 

is an example of a company that provides cloud computing capabilities through a public 

cloud.  

Private Clouds. resources are made only available to specific customers. It is typically 

hosted on the company’s own servers, within their own network infrastructure and are 

completely isolated from the public internet. An example of this could is VMWare with 

the virtual servers hosting given applications. 

Community Clouds. “The cloud infrastructure is shared by several organizations and 

supports a specific community that has shared concerns (e.g., mission, security 

requirements, policy, and compliance considerations)” [3]. It may be managed by the 

member organizations, such as federated model, or a third party, such as brokered model 

[15]. 
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Hybrid cloud. Resources in such cloud are offered by two or more clouds (private, 

community, or public). Such model may be used by a customer who desires the ease of 

use of a public cloud but desires some level of dedicated resources afforded by a private 

cloud. For example, an organization might use a public cloud service, such as Amazon 

Simple Storage Service (Amazon S3) for archived data but continue to maintain in-house 

storage for operational customer data. 

2.2 Security of the Cloud 

Because of its lower total cost of ownership, scalability, competitive differentiation, 

reduced complexity for customers, and faster and easier acquisition of services, the cloud 

computing tends to reduce Capital Expenditures (CapEx) and lower the Operational 

Expenditures (OpEx) costs [16,17]. For the CapEx, the cloud reduces the hardware costs 

in the IaaS since it is not required anymore to engineer the own data center to overcome 

many problems related to the resources’ utilization; unlike the traditional IT where 

engineering own resources is mandatory to satisfy the peak performance cases. The "pay-

as-you-go", as a key characteristic of cloud computing, lowers the operation expenses 

costs since the computing resources in a cloud environment are typically charged for on a 

fine-grained usage basis.  

However, these cloud gained benefits are coming along with severe concerned issues 

raised by the Cloud Computing, especially regarding the security level provided by the 

Cloud [18]. According to a recent survey conducted by the International Data 

Corporation (IDC) [19], security ranked first as the greatest challenge of cloud computing 

as Figure 2.3 shows that about 87% of IT executives cited security as the top challenge 
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preventing their adoption of the cloud services model. Security concerns have led 

organizations to hesitate to move critical resources to the cloud. Corporations and 

individuals are often concerned about how security and compliance integrity can be 

maintained in this new environment. In addition, moving critical applications and 

sensitive data to public and shared cloud environments is of great concern for 

corporations since they their data center’s network boundary defense is not on hand.   

To understand why cloud computing security is ranked as the first concern, one has to 

highlight what changes in the Cloud that expose vulnerabilities to the cloud environment. 

Normally, organizations physically own their servers and infrastructure, which are 

dedicated to serving the purposes of the individual organization. Thus, the traditional 

computing model can protect the dedicated organization's infrastructure by dividing 

physical and logical security zones. With cloud computing, the hardware is shared among 

hundreds, or thousands, or possibly millions of competing users and applications by 

means of the virtualization which raises many security concerns in the cloud [20]. 

One of such main concerns raised by the virtualization is the complexity of keeping track 

of security on two tiers: the physical host security and the virtual machine security [20]. 

More specifically, compromising the physical host server in the cloud will affect all of 

the virtual machines residing on that particular host server. Similarly, a compromised 

virtual machine might also be used to compromise the physical host server and then 

affecting all of the other virtual machines running on that same host. 
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Figure 2.3: Results of IDC ranking security challenges [19] 
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In traditional IT environment, the data is stored in the local network and the organization 

has the full control on their sensitive data. However, in the cloud computing, there are 

many concerns regarding the stored data including data location [21], data sanitization, 

and the control over the remote data [22]. The users are concerned about the data location 

since they have no knowledge about exactly where their data is hosted, and what country 

it will be stored in [21]. Also, they are always concerned about their data is it safe from 

outsiders who should not have access to it [22]. The providers have to ensure that 

customer data is not exposed to unauthorized individuals. 

In the cloud computing world, the user is required to transfer data throughout the cloud in 

order to access the computing power provided by the virtual environment. Consequently 

several security concerns arise including the confidentiality, integrity, and availability of 

data [23]. 

Moreover, the next-generation hackers are positioning themselves to take advantage of 

the eagerness shown by organizations wishing to move to the cloud, and are developing 

strategies and tactics to steal the organization’s data from the cloud. Thus, organizations 

are sharing the cloud with the next-generation hackers, and the next-generation hackers 

are using the cloud to gain access to organizations’ applications and data [24]. 

The strength of a chain lies in its weakest link; the same applies to cloud computing. A 

cloud’s vulnerability comes from the components and configurations that compose the 

cloud. Any breach in any component could jeopardize the security of the whole cloud. 

Braking down the cloud and applying the best security practices to each and every 

component is the best bet for a secure cloud. The Cloud Security Alliance’s report [25] 
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presents 13 different security domains and the processes that need to be followed in an 

overall cloud deployment. We categorize the security concerns into four main categories 

based on the three cloud layers namely: SaaS, PaaS, IaaS; in addition to the special 

policies and procedures that should be taken in considerations when moving to the cloud 

architecture. Figure 2.4 shows the taxonomy of the cloud security. In the following 

section, we touch on the most common security threats in the different layers that 

compose the cloud environment. 
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2.2.1 SaaS Security 

Vulnerabilities could be Software-level, such as an SQL-injection or cross-site scripting 

vulnerability [26]. There is nothing new in the nature of these vulnerabilities and it is 

based on the application itself. Researchers have been looking at this level of 

vulnerabilities and came up with many ways to mitigate them. A summary of the most 

famous threats is as follows. 

Cross-site scripting (XSS). In cross-site scripting (XSS), an attacker exploits the trust a 

web client (browser) has for a trusted server and executes injected script on the browser 

with the server’s privileges. Web applications have XSS vulnerabilities because the 

validation they perform on un-trusted input does not suffice to prevent that input from 

invoking a browser’s JavaScript interpreter, and this validation is particularly difficult to 

get right if it must admit some HTML mark-up. Effective checking algorithms provide an 

extensive evaluation that finds both known and unknown vulnerabilities in real-world 

web and are already demonstrated by Wassermann et al. [27].  

Cross-site request forgery. Cross-Site Request Forgery (CSRF) is an attack against Web 

application users in which an adversary causes a victim’s browser to perform an 

unwanted action on a trusted website via a malicious link or other content [28]. 

SQL injection. An SQL injection attack targets interactive web applications that employ 

database services. These applications accept user inputs and use them to form SQL 

statements at runtime. During an SQL injection attack, an attacker might provide 

malicious SQL query segments as user input which could result in a different database 

request. By using SQL injection attacks, an attacker could thus obtain and/or modify 
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confidential/sensitive information. An attacker could even use SQL injection 

vulnerability as a rudimentary IP/Port scanner of the internal corporate network. Several 

papers in literature have proposed ways to prevent SQL injection attacks in the 

application layer by examining dynamic SQL query semantics at runtime [29]. 

2.2.2 PaaS Security 

We can argue that most of the vulnerabilities mentioned in the SaaS layer, are also valid 

in the PaaS layer, such as the SQL-injection or cross-site scripting vulnerabilities. 

However, when talking about platform as a service, web-services come into the picture 

with two architecture styles using Representational State Transfer (REST) or Simple 

Object Access Protocol (SOAP). 

XML Signature Element Wrapping. A well-known type of attacks on protocols using 

XML Signature for authentication or integrity protection [30]. This of course applies to 

Web Services and therefore also for Cloud Computing. A number of countermeasures as 

well as attacks circumventing these countermeasures have been published. However, 

mostly due to the rare usage of WS-Security in business applications, these attacks 

remained theoretical. However, in 2008 it was discovered that Amazon’s EC2 services 

were vulnerable to wrapping attacks [31]. Gruschka et al. [31] reviewed the available 

work in light of the discovered Amazon EC2 vulnerability and provided a practical 

guideline for achieving a robust and effective SOAP message security validation 

mechanism. 
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2.2.3 IaaS Security 

Virtualizations. One of the security threats in this area is VM-level attacks. Potential 

vulnerabilities in the hypervisor or VM technology used by cloud vendors are potential 

problems. Vulnerabilities have appeared in VMWare [32] where it was possible for a 

program running in the guest to gain access to the host's complete file system and create 

or modify executable files in sensitive locations. Multiple vulnerabilities have also 

emerged in Xen [33], and Microsoft’s Virtual PC and Virtual Server [34]. Vendors 

mitigate potential VM-level vulnerabilities by watching guest-to-guest communication, 

turning off file sharing between guests and hosts, and setting strict firewalls.  

Virtual-machine based rootkit (VMBR) is another type of malicious software that gains 

qualitatively more control over a system. VMBR works by installing a virtual-machine 

monitor underneath an existing operating system and hosts. King and Chen [35] 

demonstrated how attackers can gain a clear advantage over intrusion detection systems 

running in a target OS. Also, they showed how attackers can leverage this advantage to 

implement malicious services that are completely hidden from the target system and to 

enable easy development of general purpose malicious services. 

Live Virtual Machine Migration is also one of the poorly explored areas in this field. An 

empirical study illustrated that a malicious party can exploit the latest versions of the 

popular Xen and VMware virtual machine monitors. Once it got exploited, an attacker 

could automate the manipulation of a guest operating system’s memory during a live 

virtual machine migration. Oberheide et al. [36] empirically demonstrated how two of the 

most popular and widely deployed VMMs, Xen and VMware are vulnerable to practical 

attacks targeting their live migration functionality. 
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Side-Channel Attacks arise from sharing physical infrastructure between mutually 

distrustful users, even when their actions are isolated through machine virtualization as 

within a third-party cloud compute. Ristenpart et al. [37] demonstrated the risk of such 

attacks and suggests a number of approaches for mitigating such risk. 

Data Storage. Several issues arise when dealing with data storage in the cloud, and are 

stated as follows. 

Physical location. Since customers will not know where their data will be stored, it is 

important that the Cloud provider commit to storing and processing data in specific 

jurisdictions and to obey local privacy requirements on behalf of the customer. 

Customer isolation and segregation. Data and services need to be isolated for other 

customers that use the same service. In many cases, it is usually the application logic that 

provides this separation. Especially as you look in storage, PaaS, or SaaS, they often 

share the same disk; so application logic becomes critical in enforcing this segmentation.  

Encryption and key management. Key management is an important challenge facing IT 

in general, as well as cloud computing specifically. Would you manage your keys or hand 

them over to your provider? What would be the case when there are multiple providers, 

multiple services and workloads?  

Many of the data security techniques are mature and widely used today, but many 

organizations are not using them in operations and especially at the scale for cloud kind 

of operation. Examples of techniques already available for key management: 
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1. Confidentiality - Encryption, and sanitization. 

2. Integrity - Digital fingerprint and signatures. 

3. Authenticity – Digital signature. 

4. Availability –Localized Knowledge Spillovers (LKS), P2P, Multi-Cloud  

5. Accountability – Independent Accountability Mechanism (IAM), Audit Trails 

Wang et al. [1] investigated the problem of data security in cloud data storage and 

proposed a distributed scheme with explicit dynamic data support, including block 

update, delete, and append. The scheme relies on an erasure correcting code in the file 

distribution preparation to provide redundancy parity vectors and guarantee the data 

dependability. By utilizing the homomorphic token with distributed verification of 

erasure-coded data, the scheme achieves the integration of storage correctness insurance 

and data error localization. 

Network. The areas of network security, and encryption and authentication techniques are 

fairly mature. And with cloud computing, network security is no different. However, it 

becomes vital to use existing mature techniques to secure the Cloud. The CSA Cloud 

Security Alliance [25] describes in details the common techniques, e.g., the use of VPN 

with standard network encryption such as SSL, digital certificates, and Kerberos are well 

known techniques that could be utilized.  

2.2.4 Policies and Procedures 

Despite the advancements in computer cryptography, the clouds will probably never be 

secure just by applying technologies; policies and standards are critical variables that 

must be acknowledged. QoS, SLA agreements with the provider, transparency, 
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certifications prerequisites ISO 27001, ISO 27002, and SAS 70 Type II should all be 

considered when evaluating cloud providers. 

Service Level Agreements (SLA). A service level agreement is a document which defines 

the relationship between two parties: the provider and the recipient. The SLA has to 

describe different levels of security and their complexity based on the services to make 

the customer understand the security policies that are being implemented. There has to be 

a standardized way to prepare the SLA irrespective to the providers. Kandukuri et al. [38] 

put forward some security issues that have to be included in the SLA. 

Quality of Service QoS. As a cloud must provide services to many users at the same time, 

and different users have different QoS requirements, the scheduling strategy should be 

developed for multiple workflows with different QoS requirements. Xu et al. [39] have 

looked into this and introduced a Multiple QoS Constrained Scheduling Strategy of 

Multi-Workflows (MQMW) to address this problem. 

2.3 Cloud Computing Attacks 

In this section, we present a taxonomy that outlines the existing attacks targeting the 

cloud computing system by utilizing the vulnerabilities of its architecture as a group of 

technologies. Attacks that target the technologies that constitute the cloud computing 

system like grid computing, virtualization, and utility computing still could target the 

cloud computing system. Similarly, insecure applications that run in the cloud are 

identical to insecure applications that run on standalone, dedicated servers [6]. Issues 

such as buffer overflows, SQL injection, cross-site scripting, and other common 

application-level vulnerabilities still be presented in the cloud applications.  
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However, the cloud architecture and applications running in the cloud also bring up a 

new set of security concerns. The taxonomy here presents the new attacks raised because 

of the cloud computing system and targeting the cloud computing system. It is worth to 

note that some of such attack might be similar to the traditional ones with some 

modification in their pattern, purpose, or tactics. 

Figure 2.5 shows the presented taxonomy which classifies the cloud computing attacks 

based on the compromised surface in the cloud including the virtualization-based attacks, 

the network-based attacks, and the service-based attacks. 

2.3.1 Virtualization-Based Attacks 

The virtualization as it was described earlier in section 2.2.3 is the most common form 

for providing computational resources to the cloud users [40]. Vax [42] discusses the 

virtualization security risks and the cloud computing issues. The report discusses the 

benefits gained by the virtualization in the cloud computing in addition to the risks 

showed up because the virtualization. The author concluded that compromising the 

hosting virtualization platform puts all of the virtual guests at risk and hence introducing 

a new set of identity, access, and user activity reporting problems. 
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Figure 2.5: Taxonomy of cloud attacks 
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The question is why the virtualization could pose the cloud or expose it to some threats. 

Two main issues must be considered about the adoption of the virtualization technology 

in the cloud computing system. The first is about protecting an individual virtual machine 

from tampering and the second is about the configuration and the source of the virtual 

machines (VM).  

In the context of virtualization, a single hardware can be partitioned into multiple VMs 

and each partition must be protected from the attacks otherwise there are much 

possibilities to compromise the whole hosting system. In addition, virtual machines add 

an additional layer of software that could become a single-point of failure [36]. 

The configuration and the source of the VM are another big concern that could poses the 

cloud [41]. It is important to know who configured the virtual machine and where the 

virtual machine came from. To sign up for a cloud service with Amazon’s EC, one has to 

select an Amazon-configured Amazon Machine Image (AMI) from a pool of community-

shared AMIs, or upload its own AMI.  

Figure 2.6 shows the various community AMIs available on Amazon’s website [12]. 

These AMIs are created, configured, and uploaded by other Amazon EC2 users. Even 

Amazon trust those creator, still there is a possibility that a well-intentioned AMI creator 

could have introduced security issues by inserting hidden malicious logic such as 

installing an outdated/insecure library or software package, altering the security 

configuration/setting, enabling an inherently insecure service (e.g., Telnet), introducing 

inadvertent application-level security issues, or reusing cryptographic secrets (private 

keys).  
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Figure 2.6: Community AMIs available on Amazon’s website [12] 
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According to Computerworld, a side-channel attacker looks at indirect information 

related to the computer, such as the electromagnetic emanations from screens or 

keyboards to determine what is going on in the machine. 

Recently, a report [37] conducted by researchers at the University of California-San 

Diego and the Massachusetts Institute of Technology shows that an attacker could 

attempt to compromise the cloud by placing a malicious virtual machine in close 

proximity to a target cloud server and then launching a side channel attack. Authors show 

that it is practical to hire and lunch additional VMs to get a high chance of co-residence 

with the target VM. The researchers argued that a VM resident on the same physical 

server as a target VM could monitor shared resources on the server to extract information 

about the target VM in the same machine. 

Cross-VM Side Channel Attacks. The report specifically concentrated on the case of 

Amazon's EC2 in which they were able to locate the physical server and then gathered 

data by placing their own software there and launching a side-channel attack. The 

discussed side-channel attacks include measuring cache usage and CPU utilization on the 

physical machine, detecting co-residence by gathering information about the load without 

relying on sending any network probes, estimating traffic rates which can be used to 

deduce targets activity patterns, and keystroke timing attack. 

Data Leakage. In context of virtualizations, one of the key security issues is the data 

leakage which caused by multiple tenants sharing physical resources. There are some 

vulnerabilities of VM that could lead to such dangerous security issue. One area of such 

vulnerabilities is that while the VM, using a virtual file system, is in an inactive state, the 
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VM is susceptible to data modification [43]. By manipulating the virtual file system, an 

attacker could modify the configuration of the VM and then alter the data stored on the 

VM.  

Another type of vulnerabilities is related to the virtual storage in the cloud. The client 

data is stored in virtual block devices that accessed by the CPU/RAM of each cloud 

server. Thus, when a customer deletes their relative drive and then a new customer 

creates a new drive, there is a chance for the new customer to try and image off the 

previously written data by other customers [44]. 

Virtual Machine Trojan. Castro [45] has released an open source Virtual Machine 

Trojan VMT called ViMTruder. According to Castro such types of Trojan comes 

embedded within a virtual machine downloaded from the internet. The objective of VMT 

is similar to the one of the normal Trojan which is to remotely take control of the 

machine for malicious purposes. However, in a virtual environment like cloud computing 

system, such Trojan has access to the local network at which the host machine is resident. 

Thus a VMT can lunch several types of attack differ than the normal Trojan including 

sniffing, scanning services and machines in the local network, exploiting the local 

network and the services there such as ftp and ssh, and of course lunching DoS attacks 

against the local network, or external hosts. 

2.3.2 Service-Based Attacks 

This kind of attacks concentrate on those are utilizing or targeting the cloud-based 

services such as Amazon EC2’s cloud-based services, Google App services, Amazon S3 

http://www.infosegura.net/VMTthreat.html
http://code.google.com/p/vimtruder/
http://code.google.com/p/vimtruder/
http://aws.amazon.com/ec2/
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services or any other cloud web-based services. The attacks use the vulnerabilities of the 

cloud services to poison the cloud or the users running a cloud service.  

Application DDoS Attacks. As the cloud computing infrastructure is shared by millions 

of users, DDOS attacks have much greater impact than against single tenanted 

architectures, argued in [46, 47]. 

The common way that such attack could uses to denial a service is to saturate the target 

machine with external communications requests. As a result, the target system cannot 

respond to legitimate traffic at all or in some cases it responds so slowly at which the 

service is considered unavailable. Here we will focus only on those attacks utilizing the 

cloud computing services to lunch the DoS or DDoS. 

Amazon EC2 Hack. Gruschka and Iacono [31] discussed how the cloud like Amazon 

EC2 is vulnerable due to a Signature Wrapping Attack described in [30]. They used 

forged SOAP body along with XML Re-Writing attack to manipulate Amazon EC2 

request. In The XML Re-Writing attack, additional nodes are injected to replace signed 

nodes at different level in XML tree such that it results in successful signature 

verification [31]. Utilizing this type of attack to modify an eavesdropped EC2 request 

enables an attacker to execute arbitrary own machine commands on behalf of a legitimate 

cloud user. Once the attacker be able to execute such hidden commands, it is possible to 

perform a DoS that targeting the availability of the users services or to create a botnet that 

targeting the cloud's economy by charging the EC2 costs on the user’s bill which is 

described later in this section as EDoS. 
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EDoS. This is an application DoS targeting a hosted service in the cloud. It was reported 

by Hoff [48]. The aim of such attack is to make the cloud unsustainable by fading the 

cloud billing mechanism to charge the cloud user's bill for the attack's activities.  

In [49], the authors discuss some of the research challenges regarding the cloud 

computing including technological issues of data centers and some other security issues 

that cloud computing raises. One of these discussed concerns is the DoS attack that target 

a cloud application and by which the user end-up with paying for the attack through their 

increased resource usage. In fact, Jesper [8] recently reported this scenario with their 

application running on Amazon’s AWS cloud without mentioning whether they got 

charged for the usage generated or Amazon waived the extra costs incurred as a result of 

the attack. The details about such attack are presented in Section 5. 

AWS Management Consoles Hack. Amazon Web Services (AWS) is the most widely 

used method for controlling and managing the AMIs. This helps users manage their EC2 

instances easily. EC2 users have to be authenticated to AWS console which is used to 

administer and manage the various AMIs running in a user’s account. The three most 

common methods of authentication [50] are a username/password combination, an 

Access Key ID/Secret Access Key combination, and X.509 certificates.  

The web management console asks the user to provide the user name and password via a 

login page hosted in Amazon.com domain. Such web pages are susceptible to the web 

application vulnerabilities by which the attacker could gain access to the user's session 

[51]. Once the attacker gets accessed the user's session, he could do many malicious 

activities against the user account. One of such possible activities, rebated to the DoS, is 
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that the attacker can force the generation of a new access key for the EC2 user’s session 

making the old key obsolete and no longer be used to authenticate to the application. In 

such case, the administrator must update all the applications to use the newly generated 

key and thus the attacker doing a temporary denial of service. 

2.3.3 Network-Based Attacks 

Here in this category, we focus on those attacks dealing with the network elements in the 

cloud computing system including links, traffic, routers, and network protocols. 

Network DoS. What are new regarding the Flooding attacks in the cloud computing 

environment is that such attacks are utilizing the vulnerabilities along with the properties 

of the cloud to launch huge flooding messages that aim at resource exhaustion as it was 

reported in [16] that the attacker may use a cloud for sending his flooding messages. 

 In [52], Liu describes a new form of DoS by which exploits the network under-

provisioning in a cloud infrastructure. First, the attacker starts by gaining access to a set 

of hosts by launching VM using the cloud API. The authors have stated that by exploiting 

the VM assignment algorithm, it is possible to launch enough hosts in a subnet in a single 

trial. Then the attacker has to derive the topology which can be done by choosing one 

host as the sink and the rest of hosts as sources and then sending a sequence of packets 

back-to-back to the sink at the same time. The topology could be learned from the sink 

host’s perspective. After that, the attacker has to identify a bottleneck link in the network 

to be attacked. Finally, the attacker transmits enough traffic from a few hosts in the 

subnet to hosts in other subnets in order to saturate the uplink.  
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2.4 Economic Denial of Sustainability attack (EDoS) 

In this section, we present details about the EDoS starting by differentiating the EDoS 

from DoS. Then, we define the EDoS along with the ways that could be used by the 

hackers to compromise victim machines in the cloud computing environment and lunch 

the EDoS attack. Finally, the existing migration techniques will be discussed in this 

Section.  

2.4.1 From DoS to EDoS 

Distributed Denial of Service (DDoS) and DoS attacks are blunt force shock attacks [53]. 

The goal, regardless of motive, is to overwhelm the targeted victim's infrastructure 

making its offered services unavailable. The key behind the difficulty of dealing with 

such attacks is that their requests have to be processed by the targeted service in order to 

determine its invalidity resulting in a certain amount of workload per attack request. For 

example, the attacker could activate distributed botnets to lunch asynchronous fake 

requests targeting a victim website and thus making it unavailable due to an exhaustion of 

its resources handling such requests [54].  

However, cloud computing allows us to scale our servers to high orders, to serve a large 

number of requests for service. The introduction of resource-rich cloud computing 

platforms, where adopters are charged based on the usage of the cloud’s resources, 

known as “pay-as-you-use” or utility computing, has transformed the DDoS attack 

problem in the cloud to a financial one. This new type of attack targets the cloud 

adopter’s economic resources, and is referred to as Economic Denial of Sustainability 

(EDoS) attack [48]. In other words, the attack is making the cloud unsustainable by 
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fading the cloud billing mechanism to charge the cloud user's bill for the attack's 

activities. 

Unlike conventional DDoS attacks, EDoS attacks target the financial constraint of an 

organization, not its physical network/server constraints. A well-known tactic taken by 

EDoS attacks is to remotely control zombies to smoothly (with low rate to avoid 

triggering security alarms) flood a targeted cloud service by undesired requests. Zombies 

are compromised nodes attached to the Internet including computers infected by way of 

viruses/worms/malware and, in some cases, powerful unprotected servers. As a result of 

such undesired requests, and because of the cloud elasticity notion, the service usage will 

be scaled up to satisfy the on-demand requests. And because of the “pay per use” notion, 

a cloud adopter’s bill will be charged for those undesired requests, leading to service 

withdrawal or bankruptcy. For example, a company taps into Amazon EC2 or Google 

App Engine for their application, and pays for the computing and bandwidth costs based 

on its usage. Depending on the traffic, the service usage can be scaled up or scaled down. 

Attackers could send malformed requests blended with legitimate ones to the applications 

running on these services. Since these requests are consuming the computing resources 

including inbound and outbound bandwidth traffic, and the CPU cycles for processing 

such requests, the applications vendor’s cloud bill gets charged an excessive amount of 

expenditure. Unless the application vendor or the cloud providers have a smart technique 

to stop such risk, a sustained attack like this could ramp up the applications vendor’s 

cloud infrastructure bill. 

Like DoS attacks, EDoS attacks can potentially disrupt cloud services for an extended 

period resulting in poor user experience and service-level impacts. However, an EDoS 
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attack has its goal to drain a company’s cloud services budget. EDoS attacks on pay-as-

you-go cloud applications increase the usage of network bandwidth, CPU, and storage 

consumption under the application provider's account [55]. And, this results in a dramatic 

increase in a company’s cloud utility bill. What makes this more disastrous is that it is 

extremely difficult to selectively filter the malicious traffic without impacting the service 

as a whole. This also means that any proposed mitigating technique must be highly 

intelligent; otherwise, the technique itself could be utilized by the attackers as a source of 

DoS or EDoS attacks. 

2.4.2 EDoS Classification 

Based on the way that could be used maliciously to utilize the cloud customer's resources 

in order to drive up costs for the customer, EDoS could be classified into internal and 

external attacks. 

The internal attack scenario is based on the vulnerabilities related to the virtualization in 

the provider’s infrastructure in which the hijacked accounts can be used to stage internal 

EDoS attacks within the cloud provider’s infrastructure in order to damage the customer 

economically. Ristenpart et al. [37] discuss some cloud's vulnerabilities that could be 

used to compromise an AMI. Once an AMI get compromised, many malicious activities 

could be done. For example, a CSRF attack could launch a huge number of instances of 

an AMI attacking other cloud applications under victim’s EC2 account. Because of the 

rapid elasticity as a property of the cloud computing, the attacked AMIs will scale up by 

create new instances to satisfy the increased load. In such scenario, the victim is paying 

for the computing and networking resources used by both attacking AMIs and attacked 

AMIs. 
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In the external attack scenario, an attacker uses a public channel to use up the customer's 

metered resources. EDoS in such scenario can utilize distributed controlled zombies as 

well as a single entity to smoothly flood a targeted cloud service by undesired web 

requests. The customer cloud adopter’s bill will be charged for those undesired requests, 

leading to a denial of sustainability [20, 56]. For example, an attacker could target a 

botnet to visit a website that deal with ecommerce purchases in order to lunch legitimate 

requests but of course without making purchases. Those requests will arrive to the queues 

of the service located in the cloud eating some computational resources and thus the 

vendor has to pay the cloud provider for the use of these resources [48].   

2.4.3 EDoS Mechanism 

Regardless of the type of EDoS attack, the attack target the cloud's billing mechanism to 

charge the vendor for the attack's activities. One of the main important notions of the 

cloud is its Measured Service by which the metered billing allows the cloud provider to 

charge based on computing resources consumed by the customer. This enables companies 

to turn indirect costs into that of variable costs or operational costs by which the 

companies could satisfy the growth of the business and optimize margins. 

The cloud computing service providers apply a utility computing with specific billing 

details which vary among the providers. However, Leong [57] presented the most 

common general pricing models which include per-instance charge, capacity pool charge, 

and resource charge. In a per-instance charge model, the customer has to pay for the 

provisioned instances by the hour or by the month regardless of the amount of used 

resources. In a capacity pool charge model, the providers charge the customer by the hour 

or by the month for the overall amount of resources like CPU power and RAM instead of  
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provisioned instances. The payment in such model varies depending on the providers. For 

example, the customer may pay for the actual using or for the guaranteed capacity. The 

third model, a resource charge, is a combination of the previous models in which the 

customer has to pay by the unit of usage for abstracted measures of capacity. 

Considering that most cloud providers base their billing rates on CPU and bandwidth 

consumption, and also that EDoS attack can last for an extended time [58], scaling to 

meet the demands of the attack can be extremely costly. To figure out how much does 

this economically affect the cloud user, Figure 2.7 and 2.8 Show an example of the 

Amazon EC2 pricing calculator offered by Amazon [59] as an estimator of the customer 

monthly bill for using its EC2 services.   

Figure 2.7 shows a specific expected usage of one instance of AMI where a windows as 

an operating system is required for such an on-demand instance which only used for one 

hour per day. As well as, the amount of network data transfer expected into the user's 

Amazon EC2 account from outside Internet in a month is assumed to be 1 GB/h. Figure 

2.8 shows the estimated monthly payment for the given expected usage shown in Figure 

2.7. The estimated cost is about $4 for the computation and about $70 for the bandwidth, 

all per month. With a little calculation, one can get that the cost per hour is about $0.1 for 

the computation (one instance) and about $2 for the network bandwidth (1GB). 

To show how much impact EDoS has on the cloud user bill, we present a scenario given 

by Armbrust et al. [60], but with the recent prices reported in Amazon for small on-

demand EC2 instances running on a Windows operating system [81]. Assuming an EC2 

instance that could handle 500 bots; this instance costs$0.1 per hour. If an attacker 
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succeeds in controlling and having 500000 bots generate an extra 1 GB/s of bogus 

network bandwidth, it will cost the victim an extra $100 per hour for computation (1,000 

instances) and an extra $720 per hour for the network bandwidth. Therefore, the attack 

would cost the victim about $10,000 if it lasts 12 hours. In fact, when creating an 

Amazon account for launching EC2 instances, the maximum number of allowed 

instances for an account is 20 instances by default. However, one can increase the quota 

upon sending a request to Amazon especially when the application is expected to have a 

heavy workload as it is the case with most of the popular websites. The above example 

shows that, although one of the most important capabilities of cloud-based offerings is 

their ability to scale to meet abnormal spikes in traffic and load, this ability can have 

disastrous impact on the owner of the applications in the cloud. 
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Figure 2.7: Amazon EC2 calculator 

 

 

 

Figure 2.8: Amazon EC2 monthly bill estimator 
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2.4.4 EDoS Attack Mitigation Techniques 

Mitigating EDoS is one such approach for protecting the cloud infrastructure against the 

rippling effect of cost incurred on legitimate users through EDoS attacks. Not much work 

has been done in the past to address this ever-important issue of concern. In fact, there is 

some work that analyzes if the existing network-level and application-level DDoS 

mitigation mechanisms can be adopted to handle EDoS on-demand, by deploying these 

solutions on cloud platforms. Here, we discuss some of these approaches based on the 

classification presented above. 

2.4.4.1   Internal Based EDoS Mitigation Techniques  

Ristenpart et al. [37] argue that fundamental risks arise from sharing a physical 

infrastructure between mutually distrustful users, even when their actions are isolated 

through machine virtualization, as is the case within a third-party cloud compute service. 

They discussed a number of general approaches for mitigating this risk. One approach 

focuses on the internal structure of cloud providers' services and their placement policy to 

be more obfuscated in order to make exploiting placement more difficult. However, as 

they argued, such approaches might only slow down, and not entirely stop, a dedicated 

attacker. Another approach is to inhibit the side-channel attacks by employing blinding 

techniques to minimize the information leakages. However, there are many channels’ 

vulnerabilities that must be considered like cache-based side, network access side, CPU 

branch predictors, etc. Therefore, for such approach to be practical, it requires to 

anticipate all possible side-channels. Ultimately, to mitigate the co-residence problem in 

a virtualization environment such as a cloud computing system, they proposed that the 

provider, e.g., Amazon EC2, has to patch all placement vulnerabilities and this can 
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simply be done by allowing the users to decide about the placement of their virtual 

machines.  

2.4.4.2   External Based EDoS Mitigation Techniques  

Analytical Based Approach. Singh and Kumar [61] proposed an analytical approach to 

address the DDoS attack problem. Their approach is based on mathematical equations to 

compute the number of malicious packets malicious. They also propose an algorithm 

which is a refined method of the traditional hop count inspection mechanism, to mitigate 

the effect of these identified malicious packets on the underlying networking 

infrastructure. These malicious packets accompany legitimate data from the attacker’s 

side, and can cause significantly degrade network performance. 

Cloud Based ID Approach. Bakshi and Y. Dujodwala [20] discussed a countermeasure 

to secure the cloud from DDoS Attacks using an Intrusion Detection System (IDS), 

installed on a virtual switch. The idea is to log the network traffic into a database where 

the IDS is used to examine the packets for a specific attack types based on predefined 

rules that define the pattern of specified attacks. The IDS could determine the nature of 

the attack, and is capable of notifying the virtual server of the extent of security risk 

involved. 

Auto Scaling Based Approach. Rodero et al. [62] discussed some of the limitations 

related to the interfaces offered by the providers to their clients in order to manage the 

cloud services. The current clouds offer interfaces too close to that infrastructure which 

means that the clients cannot manage the services based on services' status. Thus, the 

authors proposed to cite a new abstraction layer closer to the lifecycle of services that 
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allows automatic deployment and escalation depending on the service status. Such layer 

would allow the configuration of certain business rules like making limits on the 

maximum expenses, the Service Providers is willing to pay, so that the business does not 

go bankrupt due for example to EDoS attacks. 

One of the control technologies that will reduce the effects of the EDoS is the Auto 

Scaling technique, enabled by Amazon CloudWatch, which is a web service that provides 

monitoring for AWS cloud resources. Amazon clients will be able to define boundaries 

that would limit the elasticity of their cloud platforms and thus reducing the effect of the 

EDoS. However, this cannot be considered as a practical solution for the EDoS attack 

since the attack could still charge the user account even to some extent defined by the 

boundaries. 

Proof of Work. Some protocols are asymmetric as they consume more resources on the 

server side than on the client side. These protocols can be misused for denial of service 

attacks. The attacker generates many service requests and overwhelms the server's 

resources. If the protocol is such that the resources are released after a certain period of 

time, the attacker simply repeats the attack to keep the server's resources constantly 

occupied. One approach to protect against attacks on such asymmetric protocols is to 

redesign the protocols by introducing another asymmetric step before committing the 

server's resources. In such approach, the server requires a proof of work from the client, 

before committing its resources to the client. 

HinKhor and A. Nakao [56] described a self-verifying proof of work, sPoW, which is a 

unilaterally deployable “pay-as-you-use” cloud-based EDoS mitigation mechanism. The 

http://aws.amazon.com/cloudwatch
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proposed scheme offers network-level and application-level EDoS protection to servers 

deployed in clouds, or DDoS protection to servers in general (outside a cloud). The 

strategy is to employ a system that enables packets’ origins to compete with each other 

for the servers’ resources by expending their own resources to generate and embed a 

“signal” within their headers. Figure 2.9 shows the steps involved in such approach 

summarized as follows. 

1-  A client performs a DNS resolution to obtain the location of the client plug-in on 

the content distribution networks (CDN), (1) and (2). 

2-  The client plug-in then performs a puzzle request to the sPoW name resolution 

specifying the server hostname to obtain the crypto-puzzle for the destination 

server (3). 

3-  The sPoW name server forwards the puzzle request to the server plug-in, which 

in turn, generates a puzzle for that domain name; creates a temporary encrypted 

server channel; sends back both the encrypted details as well as the encryption 

key as the crypto-puzzle. (4), (5), and (6).  

4-  The client plug-in recovers the server channel details and submits an initial 

connection request through that server channel. The request includes a randomly 

generated shared key encrypted using the server’s public key. (7).  

5-  The server then uses the client generated shared key to create an encrypted 

communication channel and sends the information back to the client plug-in (10).  

6-  Finally, the communication between the client plug in and the server plug-in can 

proceed using the established communication channel. 
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One limitation of this work is the cost for changing queue names which is done 

frequently. With a sharp increase of the cost, sPoW is no longer deployable. The sPoW 

relies on the Amazon Simple Queue Service (Amazon SQS) to drop the EDoS traffic 

without charging the cloud adopter since the messages are targeted at queue name not at 

the cloud adopter as a destination. 

The above techniques are very limited in their scope for providing a robust and effective 

platform to protect the cloud against the risks associated with EDoS attacks. In addition, 

variant forms of such attacks have not been identified, and may pose very strong threats 

to cloud-based services in the near future. We intend to identify, formalize, design and 

test several techniques for protecting the cloud against such attacks, as part of this work. 
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Figure 2.9: A walkthrough of sPoW. [56] 
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  CHAPTER 3     

 

ANALYTICAL AND SIMULATION MODELS TO 

EVALUATE THE IMPACT OF EDOS ATTACK 

AGAINST CLOUD COMPUTING SERVICES 

3.1 Introduction 

The introduction of resource-rich cloud computing platforms, where adopters are charged 

based on the usage of the cloud’s resources, known as “pay-as-you-use” or utility 

computing, has transformed the Distributed Denial of Service (DDoS) attack problem in 

the cloud to a financial one. This new type of attacks targets the cloud adopter’s 

economic resources, and is referred to as Economic Denial of Sustainability (EDoS) 

attack [48]. In other words, the attack is making the cloud unsustainable by having the 

cloud user pay for the attack's activities. 

In this chapter, we present an analytical model to study the impact of EDoS attacks on a 

Cloud service. The model considers a number of performance metrics. These metrics 

include end-to-end response time, utilization of computing resources being consumed, 
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and the incurred cost resulting from the attack. Such model is convenient to show the 

impact of EDoS attack on both the performance and cost of the cloud computing services. 

Although we concentrate on modeling the EDoS attack against cloud computing, the 

proposed model is also suitable for other similarly behaving attacks such as DDoS. 

The rest of the chapter is organized as follows. In Section 3.2, we discuss the related 

works and in Section 3.3 we present the EDoS attack. Section 3.4 presents the proposed 

analytical model for a cloud service and Section 3.5 presents the proposed analytical 

model for the cloud service under EDoS attack. In Section 3.6, we present the 

provisioning technique parameters tuning. The experimental setup including the 

simulation model and results are discussed in Sections 3.7 and 3.8. Finally, the 

conclusion and the future work are presented in Section 3.9. 

3.2 Related work 

There are several proposed works in the literature to model a service exposed by the 

cloud computing. 

Xiong et al. [84] have proposed a queuing theory based method for studying the 

performance of a cloud service in terms of the response time. In their model, the cloud 

computing service has been modeled as a tandem of two M/M/1 queues representing the 

Web server and the service center for single-class customers. 

Chen and Li [63] have proposed a queuing-based model for dynamically provisioning 

cloud computing virtual machines to meet the service level agreement (SLA). They have 

proposed using M/M/S/k queuing model to capture the architecture of the web application 
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in the cloud computing. In their work, they have considered the web application as a 

centralized queue and the virtual machines as service centers with finite caches and 

buffers. Similarly, Hu et al. [86] have proposed modeling computing resources in the 

cloud as a multi-server queuing model, M/M/S. The purpose of such model is to guide 

resource allocation decisions in terms of the minimum number of servers that should be 

allocated to each application environments to meet the SLA. 

Bi et al. [87] have proposed a dynamic provisioning model for virtualized multi-tier 

applications in Cloud data centers based on open queuing networks. The virtualized 

multi-tier application in cloud computing is deployed on multiple VMs for each tier that 

provides certain functionality to its preceding tier (e.g., web server, database). They 

constructed a hybrid model that represents the scheduling tier as an M/M/s queuing 

system, and multiple M/M/1 queuing systems for the other tiers. 

Shi et al. [92] have developed efficient energy saving methods in the cloud datacenter by 

dynamically allocating resources based on utilization analysis and prediction. The main 

prediction scheme that has been used in their work was an M/M/1 queuing model that 

captures the Cloud-based web service. Similarly, Calheiros et al. [65] have proposed an 

adaptive provisioning technique for Cloud-based resources to deliver Cloud-based 

applications that meet QoS targets based on queuing network system model and workload 

information. They model each virtualized application instance as an M/M/1/k queuing 

model, where k refers to a finite queue of length k. 

However, we believe that the structure of a cloud is similar to multiple queues rather than 

a centralized queue with multiple servers; since each cloud instance has its own network 
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interface, computing resources, memory, and storage [72]. Several studies have modeled 

a web service as a network of queues, in which each machine in the distributed system is 

modeled as a single queue [75, 87, 96, 97]. A VM in the cloud computing system can be 

viewed as a machine in a distributed system offering a web service, and which could be 

modeled as a single queue [88]. Thus, modeling each cloud instance as an M/M/1 is 

closer to the real world deployments. 

In addition, according to the elasticity of the Cloud computing system, a cloud-based 

service usually has multi cloud instances (like EC2) offering the service to the Cloud 

users. Thus, modeling a cloud service by multi M/M/1 queuing model is closer to the 

reality. 

3.3 EDoS Attack 

Cloud computing is designed to scale computation resources and servers in magnitude 

and availability based on demand and requested usage by end users. Moreover, adopters 

of the cloud service model are charged based on a pay-per-use basis of the cloud’s server 

and network resources, which is widely known as utility computing. Such a service 

model may appear to overcome the effects of a DDoS attack, i.e., resource bottlenecks 

are eliminated. However, these clouds merely transform a conventional DDoS attack on 

server and network resources to a new breed of attacks that target the cloud adopter’s 

economic resource, originally labeled as Economic Denial of Sustainability attack 

(EDoS) by Hoff [48]. Therefore, unlike conventional DDoS attacks, EDoS targets the 

financial constraint of an organization, but not its physical network or server constraints.  
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EDoS occurs when zombie machines (part of a botnet) send a large amount of undesired 

traffic towards the cloud, exploiting the cloud’s scalability, to chalk up an exorbitant 

amount of cost on a cloud adopter’s bill. In other words, the attack is making the cloud 

unsustainable by fading the cloud billing mechanism to charge the cloud user's bill for the 

attack's activities. 

3.4 Proposed model 

Our study in this chapter focuses on the evaluation of the EDoS attack on the SaaS cloud 

service such as a web application service which could be considered as a single-class 

service in which there is only one kind of application service provided in the data center. 

The attack utilizes the scalability nature of the cloud to charge the cloud adopters extra 

cost for the attack activities. For the attack to have more malicious influences on the 

cloud economics, it is required to flood the cloud service by heavy work load forcing the 

cloud provision technique to add more instances to manage this workload and satisfy the 

SLA requirements for the target cloud service.  

Figure 3.1 shows a cloud-based web service architecture drawn based on the given 

specifications and architecture of most cloud computing providers like Amazon Web 

Application Hosting [67]. The main components are the Load Balancer (LB) service, VM 

instances, and Storage service. 
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Figure 3.1: Cloud-Based web application architecture 
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The LB passes the clients requests through to a pool of available VM instances that 

represent the web/application service [66]. VM instances are clustered in elastic groups to 

which users associate triggers that will automatically scale VM resources based on 

bandwidth or CPU utilization measured by a monitoring system such as Amazon 

CloudWatch web service. LB ensures even distribution of the incoming load among all 

running VM instances in a group [68, 69]. 

VM instances run simultaneously as web application service centers, each potentially 

having a queue to process client requests [72]. The scalability of the service can be 

controlled by varying automatically the size of the group based on parameters such as the 

average CPU utilization of the running instances [70]. For example, when the average 

CPU utilization for a group exceeds an upper threshold, a trigger is fired to create a new 

instance that will be attached to the group and registered at the LB. 

Like most web application architectures, a cloud-based web application service has a 

database server to be used for caching and storing configuration information [71]. For 

example, a Relational Database Service (RDS) could be used to enable a web application 

caching tier. 

For most of the web applications, the number of client requests and the service rate are 

considered to be random variables having Poisson distribution [63, 73, 74, 75]. Similarly, 

it is an adequate and reasonable assumption for a cloud-based web application to consider 

the requests arrival rate and their service rate to follow a Poisson distribution. Several 

studies have assumed exponential distribution for both the requests inter-arrival time and 

the requests service time in a cloud service [64, 65, 91, 92]. In addition, we are focusing 
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on the EDoS attack targeting a single-class service where all cloud customers’ requests 

have the same processing procedure as it is in the web service that delivers content, such 

as web pages, using the Hypertext Transfer Protocol (HTTP) over the Internet. Thus, 

considering a Poisson distribution for the service rate in our case is a valid assumption 

that also helps in simplifying our performance model. 

The cloud-based web application architecture shown in Figure 3.1 can be reasonably 

approximated using an open queuing network. Figure 3.2 shows an open queuing 

network model that mimics the required cloud-based web application stages including the 

load balancing service, computing tier represented by a group of parallel VM instances, 

and the cloud storage tier. 

The LB is modeled as M/M/1 queuing model, considering the use of randomized 

algorithm to balance the load amongst the available instances so that each instance has an 

equal probability of receiving a request [72].   

 

VM instances are modeled as parallel queuing models each of M/M/1. It is worth noting 

that, in reality, a cloud instance has a bounded buffer queue, i.e., M/M/1/k, but for 

approximation and convenience, we use M/M/1. Such approximation is highly accurate 

for systems with large finite buffers, such as cloud computing systems, where the 

probability of overflow of the buffer is negligible [105, 106]. 
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Figure 3.2: Queuing Model for the cloud-based web application 
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Modeling each compute instance as M/M/1 corresponds to the architecture of the instance 

as it has its own network interface (NIC), computing resources (CPUs), memory, and 

storage [72, 88]. For example, with using Single Root I/O Virtualization (SRIOV)-

capable Network Interface Card (NIC) [99], a VM could be bound to a Virtual Function 

(VF) driver that provides an abstraction of a dedicated NIC. Thus, when a packet is 

routed to the VM, it will be copied to the local queue assigned to the VM by the VF that 

gets executed with the virtual interrupt controlled by the SRIOV [100]. In addition, the 

LB is considered to be efficient and fast, otherwise, it will be a bottleneck at the cloud as 

it is the public access point of the cloud services. Thus, the other side (receiver), which is 

the computing instance, should have a queue to hold the arriving requests. Moreover, 

several studies have modeled a web service as a network of queues, in which each 

machine in the distributed system is modeled as a single queue [75, 96, 97]. Other studies 

have also proposed modeling each VM as a single queue for different purposes [65, 72, 

87, 92, 98]. 

The storage tier can be implemented using RDS, such as Amazon RDS which provides a 

managed relational database in the cloud as a web service. RDS offers several capabilities 

such as scaling up the compute and storage resources, monitoring database health, point-

in-time recovery for the DB Instance, and managing automated backups. Accordingly, 

RDS is considered to be vertically scalable on the database tier, and it is not able to scale-

out by adding database servers due to its classic architecture [90]. Thus, the Cloud 

Storage service with such characteristics could be modeled as a single M/M/1 queue as it 

also has been discussed in [88, 95]. 
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However, since the EDoS attack mainly utilizes the scalability of the computing 

resources to maliciously charge the user, we concentrate on modeling the computing 

layer of the cloud service to analyze the impact of such attacks on the cost and 

performance of the targeted cloud service. Furthermore, the utilization of Cloud storage 

can be ignored by assuming that all data requirements for the execution of a request is 

met by the virtual web application instance that has its networking, computing, and 

storage resources to process the requests [65, 72]. Thus, the problem can be reduced to 

the queuing model presented in Figure 3.3 as an open queuing network model. 

Since the LB ensures even distribution of the traffic among the instances, the transition 

probability, Pi, will be equal to 1/S for all the computing instances, where S is the number 

of running instances in the Auto-Scaling group. Assuming that all the computing 

instances have the same capacity of computing power, i=, and the arrival rate at each 

instance is , the equations of such model will be as follows. 

The mean computing utilization U is calculated as follows: 

 
(3.1) 

The mean response time, based on the given open queuing network model of S parallel 

single queues [79], can be calculated as follows. 
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Figure 3.3: Queuing model for the computing resources 
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Since the LB is presumed to evenly distribute the requests among the S running instances, 

the routing matrix will have probabilities, Pi, that are equal to S1 , where Pi is the routing 

probability to the i
th 

instance. As a result, the total input into each instance is: 

S
i




 

The average delay of a request in instance i can be calculated based on M/M/1 queuing 

theory to be: 

i

iT
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By little’s formula, the average number of requests in instance i is iiT . Thus, the total 

number of requests in the network is: 
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Considering that the total rate of request flow into the network is 
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. Thus, by 

little’s formula, the average delay of the network is: 
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Assuming that auto scaling of cloud instances is enabled and there is no delay in binding 

new instances to the group, the average response time of a request in the network, Rt will 

be: 
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(3.2) 

Noting that when comparing the obtained equations for the given queuing model to 

M/M/1 model with service rate of S, both have the same mean computing utilization, U. 

The mean response time, considering a single queuing model [79], is as follows: 

 


S
Rtmm
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Thus, the obtained average response time in Eq. (3.2) is S times the resulted one from 

M/M/1 with service rate of S. Such comparison will help in the simulation work by 

using only M/M/1 queuing model while considering the mean response time to be 1mmRt

times S. However, in this work Eq. (3.2) was applied considering multi M/M/1 queues. 

As a summary, since the response time is an important requirement in most of the SLAs, 

Table 3.1 shows the measured response time considering M/M/s, M/M/1, and parallel 

M/M/1 queues. It shows different response time measurements based on the input load. 

Table 3.1: Response time equations for different queuing model 
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3.5 Analytical Modeling of EDoS Attack 

Figure 3.4 shows the proposed queuing model for capturing the cloud service considering 

EDoS attack with rate of m , and legitimate traffic with rate of l  requests per second. 

The assumption of Poisson arrival for the DDoS attack has been discussed in [52, 76, 77, 

78]. Since the EDoS behaves similarly to DDoS in generating malicious flooding traffic, 

we have assumed Poisson traffic for the EDoS attack. Although, attackers can choose any 

distribution to generate the traffic, the more attractive one is the distribution that is closer 

to the behavior of the legitimate traffic. 

According to Poisson composition property [79], the aggregated traffic from multi 

sources each having an arrival of Poisson process follows a Poisson Process with an 

average arrival rate of . Thus, each node in the proposed queuing model has a 

Poisson arrival. 

The intended metrics for the proposed model can be calculated as follows. 

The mean utilization of the computing resources of the running instances can be 

calculated as: 

 (3.3) 
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Figure 3.4: Queuing model for EDoS attack against a cloud service 
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The utilization incurred by the attack is: 

 

which has an impact on both cost and performance metrics of the offered cloud services. 

The average response time Rt, can be calculated based on Eq. (3.2) to be: 

 (3.4) 

One of the measurements that we have studied, and which is the target of an EDoS attack, 

is the cost associated with both the computing resources and the bandwidth on the cloud 

service side. 

There are several pricing models that could be adapted to the Cloud computing system. 

Currently, Amazon mainly offers computing instances with three pricing models 

including on-demand, spot pricing, and fixed pricing models [81]. The on-demand model 

allows the cloud user to pay for the used resources by the hour with no long-term 

commitments. In the fixed pricing model, a Cloud user reserves Cloud instances with 

one-time payment for each instance, e.g., for a one or three year period; and in turn 

receives a significant discounted hourly pricing on usage. The spot pricing model, offered 

by Amazon EC2, allows a Cloud user to bid for available EC2 capacity and grants the 

user the requested resource only if the user’s bid price is above the current spot instance 

price, which fluctuates periodically based on supply and demand. 
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A Cloud user has to pay for the computing resources, the network traffic volume, and for 

the storage service, if required. In our work, we consider the cost related to both the 

computing usage and bandwidth usage. 

The cost with regard to the computing resources has been calculated based on CPU 

utilization as follows: 

 (3.5) 

where iU is the average CPU Utilization of all instances during the period ti expressed in 

hours, comicePr  is the base price charged for the smallest amount of computing resources 

per hour per instance, and iS is the number of running instances during time ti. 

Since we are interested in calculating the cost incurred by the attack assuming it lasts for 

T hours, the total cost during the attack can be expressed as follows: 

 (3.6) 

where U is the average utilization of the computing resources calculated in Eq. (3.3), and 

T is the total running time in hours. 

By substituting mU in Eq. (3.6), the extra cost incurred by the attack will be as follows: 



m
comattackcom TiceCOST  Pr  

The cost related to the bandwidth can be calculated as follows: 

TiceCOST bwbw  Pr  

 
n
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where  is the effective arrival rate measured in GB/s, and bwicePr is the price per GB. 

When assuming that the queuing–based loss probability of cloud service is zero, the 

effective arrival rate , equals the arrival rate, . Thus, the total cost can be expressed as 

follows: 

(  TSUiceiceCOST comsGBbw  PrPr /  (3.7) 

Where sGB/ is the effective arrival rate in GB/s, and equals ml   . 

The number of instances committed to the cloud application service could be calculated 

based on Eq. (3.3) when assuming 100% as the upper threshold utilization for 

provisioning to be as follows: 












 1



 ml
requiredS  

Thus, the number of instances is changed based on the arrival rate of requests and the 

capacity of the Cloud instance. 

According to the auto scaling service offered by Amazon [70], thresholds are used to 

trigger the provision mechanism to increase or decrease the number of running instances 

committed to an Auto-scaling Group. When the mean of CPU utilization, U , is above the 

upper threshold, Upper, the number of instances should be increased either by a specific 

number of instances or by a percentage of the current used resources to handle an 

increase in traffic. Similarly, when U is below the lower threshold, Lower, the number of 

instances should be decreased to more efficiently use computing resources. For example, 
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when we consider adding or removing instances by 10% of the running instances at the 

time of the threshold triggering, the provisioning can be expressed as follows: 

When   SSSUpperU new  1.0,  

  SSSLowerU new  1.0,
 

Where S is the current number of running instances, and newS is the updated number of 

instances after the occurrence of the trigger. 

3.6 Tuning the provisioning parameters 

One of the main characteristics of the cloud computing is its elasticity at which the 

resources can be scaled up or down based on some monitored metrics of the cloud 

computing services. Statistics about these metrics are collected during a window time 

called the monitoring window. When a particular metric indicates a value above a given 

upper threshold, a policy is triggered to provision more resources so as to enhance its 

performance with respect to this metric. On the other hand, when a metric has a value 

below a given lower threshold, a policy is triggered to terminate some resources. This 

will enhance the usage of resources and keep the monitored metric value above the given 

lower threshold. 

According to the auto scaling service offered by Amazon [70], VM instances are 

clustered in elastic groups to which users associate triggers that will automatically scale 

VM resources based on metrics measured by a monitoring system such as Amazon 

CloudWatch web service.  
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However, there are many factors related to the resource provisioning in cloud computing 

that might affect the performance of the cloud services. These factors include the 

overhead when allocating an instance to the cloud service, thresholds used to control the 

provisioning event such as the utilization threshold, the number of instances added every 

time the provisioning takes place, and the monitoring window time used for collecting the 

statistics.  

3.6.1 Upper Threshold Utilization 

In this section, we focus on tuning the upper utilization threshold factor which affects the 

performance of the cloud services. In this work, we only consider the usage of the upper 

threshold of the CPU utilization, which is used in the provisioning process to add more 

instances so as to cope with the load spikes. 

We have conducted several simulation experiments that mimic the cloud computing 

service characteristics to show and evaluate the impact of varying the upper threshold of 

the CPU utilization on the cloud service performance metrics. These metrics include 

response time, average CPU utilization, and number of allocated instances as an 

indication about the cost. 

In our case study, we assume a high load spike such as that caused by DDoS attacks. 

Thus, we have only considered the upper threshold for adding more instances so as to 

cope with the load spikes. Such upper threshold has been discussed in previous works 

[65, 69, 84, 89], and different values ranging between 50% and 90% have been used. In 

this work, and for simplicity, we considered studying four different thresholds, i.e., 50%, 

70%, 80%, and 90%. For each one, we considered the scaling size to be two instances per 
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provisioning occurrence. The time window that we have used to monitor the resources 

utilization is 5 minutes, as it is the default period used in the Amazon auto-scaling 

mechanism [70].  

We assumed using a small instance that has a capacity of 100 requests per second as it 

was discussed by Catteddu and Hogben [3]. The arrival requests rate was assumed to be 

200 Req/sec during the early periods of the simulation and then it increases to be 2400 

Req/sec after 25 minutes. The number of initial running instances is 5 instances which 

can handle 200 Req/sec under the 50% of the utilization. This means that the load was 

increased 12 times indicating a high load peak. 

Furthermore, we considered the overhead caused by committing instances to the cloud 

service to be 55.4 sec for provisioning one VM instance, as was measured by Islam et al. 

[93]. 

Figure 3.5 shows the output of the simulation experiments conducted for evaluating the 

impact of the utilization thresholds used with the provisioning process. Results show that 

all cases have the same trend during the early periods of the simulation time. For 

instance, all the evaluated performance metrics are identical for the first 95 minutes. This 

is due to the high load and the shortage of the instances processing this load, which leads 

to a high utilization values, i.e., greater than 90%. 

When there are enough instances to process the load of the input requests, the trend for 

each case starts to improve until reaching a steady state. The response time graph shows 

that, starting from 100 minutes up to the end of simulation, the response time is low for 

all the cases. However, during such period, the trend can be recognized as follows. First, 
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the case of 50% as a utilization threshold has the lowest response time, due to having 

more running instances, i.e., about 50 instances as shown in the Instances Graph. Second, 

the case of 90% has the highest response time as it has the lowest number of running 

instances, i.e., about 31 instances as shown in the Instances Graph. In this case, the 

provisioning has stopped at 100 minutes of the simulation time as the resources 

utilization value became below the threshold of 90%. Finally, the cases of 70% and 80% 

have identical trends in terms of the response time, with values ranging between those 

reported in the other two cases, i.e., 50% and 90%. 

As a verification of the simulation results, we calculated the minimum number of 

instances required to insure that the average utilization is below the given upper 

threshold. In the case of 80% as the upper utilization threshold, the number of required 

instances can be calculated as follows: 

8.0




S
. Thus,  1/25.1  S  (3.8) 

Where and  represent the arrival rate into the auto-scaling group and the service rate 

of one instance, respectively. 

When considering the case we studied, the minimum number of required instances is 31 

instances according to Eq. (3.8), while it is found to be 33 instances in the simulation 

results. The two additional instances obtained in the simulation results are due to the 

queuing overhead that triggered the initial provisioning for adding two more instances so 

as to flush out the queued requests. Such requests have accumulated when the number of 

instances was insufficient to process the input load. 
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It is obvious from the reported results that using an upper threshold of low values such as 

50% leads to using more instances while getting a lower response time. Whereas, using 

an upper threshold of high values such as 90% leads to using fewer instances while 

getting a higher response time. In other words, the higher the upper threshold value is, the 

less usage of instances and the higher response time we have. Similarly, the smaller the 

upper threshold value is, the more usage of instances and the lower response time we 

have. 

To obtain the optimal upper utilization threshold that could be used with the provisioning 

process when considering such a high increase in the load, one has to solve an 

optimization problem with two objectives. These two objectives are minimizing the usage 

of instances and minimizing the response time. 

There are several ways for solving such optimization problem [85, 101, 102]. However, 

we solve it for “our case study” using a graphical method by plotting the response time 

vs. the number of used instances [102]. This is done for different values of the threshold 

ranging between 50% and 90%.  
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Figure 3.5: Results of using different utilization thresholds 
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Figure 3.6 shows the optimal value of the upper utilization threshold, in our case study, 

by assuming that both objectives have the same relative importance in the optimization 

problem. Since these two objectives conflict, by using the mediums, we guarantee that 

the selected interior points will not lead to a cost higher than the medium. By repeating 

such process recursively, we get the optimal value that satisfies the equilibrium between 

the two objectives. For example, the first step shown in Figure 3.6, guarantees that the 

interior points will lead to a number of instances (first objective) less than 45 instances 

and an average response time (second objective) less than 0.13 sec. the rest of steps will 

narrow the periods toward the optimal value that satisfy both objectives. Thus, for our 

case study, we draw several mediums to determine the optimal value that satisfies both 

objectives and we found it to be 80%. 

In addition, we apply the above graphical method to determine the optimal thresholds 

corresponding to different input loads. Figure 3.7 shows the obtained results, and which 

indicate that the optimal upper thresholds for the given loads are between 70% and 90%. 

Thus, in our study about the impact of the EDoS attack on the cloud computing services, 

we choose the upper utilization threshold to be 80% as the mean of both 70% and 90%. 
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Figure 3.6: Optimal point leading to the minimum delay and resources 

 

 

 

Figure 3.7: Optimal upper thresholds for different loads 

  

30 35 40 45 50 55 60 65

0.05

0.1

0.15

0.2

0.25

  Optimal point (80%)R
e
s
p
o
n
s
e
 T

im
e
 (

s
e
c
)

Instances

0 800 1600 2400 3200 4000 4800 5600
0

20

40

60

80

100

O
p
tim

a
l U

til
iz

a
tio

n
 T

h
re

s
h
o
ld

 %

Load (Req/sec)



 

 

73 

3.6.2 Scaling size parameter 

There is also another parameter related to the provisioning process that affects the 

performance of the cloud service when adding resources to cope with the spikes of the 

incoming load, and that is the number of instances that will be added every time such 

provisioning process takes place.  

We conducted an investigation through simulation to show visually the impact of the 

scaling size parameter on the response time and the number of allocated instances; by 

considering five cases including allocating additional instances of 2, 3, 4, 26, or all the 

required instances during each provisioning period.   

We have excluded the investigation of scaling size of one instance since we are 

considering high load spikes at which the scaling by one instance is not convenient. In 

addition, the trends for scaling sizes above 4 can be judged from the trends of the used 

scaling sizes, i.e., 2, 3, and 4. The choice of scaling size of 26, the fourth case, is based on 

the Eq. (3.8) given that the arrival rate is 2400 Req/sec, where the number of instances is 

31, since the already allocated instances are 5, and the utilization threshold is 80%. For 

the last case, we calculated the required instances, by applying Eq. (3.8), where the 

utilization threshold is 80%. When the provisioning takes place at the first time, the 

scaling size is set to the calculated number of the required instances. Then, if the 

utilization is still above 80%, the provisioning takes place to add only two more 

instances.  

For all the cases, we used 80% of the utilization as a threshold and a constant input load 

of 2400 Req/sec. 
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In Figure 3.8, Response time Graph, results show, as it is expected, that when adding all 

required resources based on the offered load to the cloud service, the delay considerably 

converged earlier to the stable value of the response time with using less instances. In 

addition, the results show that in the first, second, and third cases, it takes a long time to 

converge to the stable low value of the response time.   

The results for the first case, with scaling size of 2, show that the performance metrics 

reached the steady state later compared to the second and third cases with scaling sizes of 

3 and 4, respectively. For example, the first case reached the steady state at 75 minutes of 

the simulation time whereas the second case reached it at 55 minutes and the third case at 

45 minutes. Nevertheless, after reaching the steady state, the response time for the three 

cases are comparable as it is shown in the response time Log Graph that presented the 

results using the log function for the purpose of obtaining a better view. 

The results obtained for the fourth case, show that it has a close trend to the last case 

during the time periods prior to the steady state of the performance metrics. However, it 

consumed more instances compared to the other cases. For example, such case required 

57 instances whereas the last case required only 33 instances to process the input load of 

2400 Req/sec. Thus, we focus in this investigation on adding specific low number of 

resources as it is in the first three cases discussed above. 
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Figure 3.8: The impact of using different number of instances in the provisioning. 
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However, regarding the last case, it is not practical in the market. For example in Amazon 

auto scaling technique, the customer can only configure the provisioned instances either 

by specifying the number of instances or the percentage of the instances to be provisioned 

when the provisioning takes place.  

Based on the simulation results shown in Figure 3.8, we can conclude that the less the 

scaling size value is, the less usage of instances we have and the more time is required to 

reach the steady state of the performance metrics. However, adding more instances such 

as in the fourth case, leads to the worst over-provisioning of the resources but it is the 

earliest case to converge to the steady state. 

Thus, we decided to tune such parameter by considering an optimization problem having 

two objectives including the early convergence to the steady state of the performance 

metrics and the efficient usage of the instances. The optimization problem is discussed in 

the following subsection. 

The first objective regarding the convergence to the steady state of the performance 

metrics can be expressed by the number of time slots (windows) needed to reach the 

steady state, which can be modeled as follows. 

The optimal number of instances required to process an observed load of 𝜆  can be 

calculated using Eq. (3.8). Thus, the optimal number of instances required to be added to 

cope with the spike of 𝜆  is:  

resrunresneeded _1/25.1_   , 

where resrun_  is the number of already running instances.  
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The required instances will gradually be committed to the service by adding X instances 

every time the provisioning takes place. In addition, after allocating all the required 

instances, it needs one window time to converge to the steady state as it was observed in 

the simulation experiments. As a result, the first objective can be expressed as follows: 

1
_

_)(1 









X

resneeded
wneededXFMin      , 1X .          (First Objective) 

The second objective regarding the efficient usage of the instances can be presented by 

the total number of instances assigned to the cloud customer, which in turn can be 

expressed as follows: 

resrunXwneededrestotalXFMin ___)(2  , 1X . (Second Objective) 

 The goal is to find X that minimizes both the convergence time expressed in the first 

objective and the total used instances expressed in the second objective. 

There are several optimization methods for solving the multi-objective optimization 

problems. Marler et al. [101] presented a survey of multi objective optimization (MOO) 

methods which have been categorized as methods with a priori articulation of 

preferences, methods with a posteriori articulation of preferences, and methods with no 

articulation of preferences.  

The first category includes methods that allow the user to specify preferences based on 

the structure of the optimization problem. Such preferences may be expressed in terms of 

the relative importance of different objectives. Examples of this category are Weighted 
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Sum (WS), weighted global criterion method, lexicographic method, weighted min-max 

method, exponential weighted criterion, and weighted product method. 

The second category includes methods to solve optimization problems that are difficult 

for a decision-maker to express their input preferences on the objective functions. Thus, 

these methods consider only the preferences on the final solution. Examples of this 

category are physical programming method, normal boundary intersection (NBI) method, 

and normal constraint (NC) method. 

The third category describes methods that do not require any articulation of preferences. 

Most of the methods in this category are simplifications of the methods in the first 

category considering that all the preferences are equal to 1. For example, the weighted 

sum method can be used to solve such problems, considering the weights for each 

objective function to be 1. 

Among the three categories of the methods, our optimization problem can be solved 

within the first category, as it is easy to give an explicit approximation of the preferences 

for our optimization problem. For example, the relative importance of the objectives 

function in our optimization problem are known so that we decided to give the cost 

objective function more weights since the focusing in our work is on the cost impact of 

EDoS attacks. 

We prefer using WS for the following reasons. First, it is the most common and simple 

approach to solve multi-objective optimization problems [85, 101, 103]. Second, it 

required setting only one parameter which is the weights, compared to other method like 

exponential method that required setting both the weights and P parameters, making it 
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more complicated to specify the preferences. Third, our problem is not so complicated, as 

it has a well-known structure of two objective functions and the preferences for those 

objectives can be set based on the relative importance of the objectives. Thus, there is no 

need to use methods that require more parameters setting, or have more computational 

complexity.  

The idea of the WS method is to convert the multi objective optimization problem into a 

single one using weights and summation for the objectives. The general formula of the 

WS method is as follows: 







n

k

kk
Xx

xfwwWS
1

)(min)( , 

0,1
1




k

n

k

k ww . 

where )(xfk  and kw  are the function of the kth
 objective and its weight, respectively. 

Thus, our two objectives optimization problem can be solved as a scalar optimization 

problem using the WS method as follows: 

( wneededrestotalWS
Xx

_)1(_min)( 


 , 

where 1X , and 01  . 

Practically, X has also an upper boundary as the number of instances that could be 

allocated is limited. For example, an Amazon EC2 account by default is limited to a 

maximum of 20 instances per EC2 region and can only be higher after getting an 
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approval from Amazon. In other words, X is bounded which has been assumed in our 

case to be 1001  X . 

We solved the above minimization problem using Matlab utilizing the “fminbnd” 

function [104] that solves such type of the bounded problems. The function searches for a 

proper value of X that minimizes WS. The solution to the above optimization problem 

depends on the weight, α, being used.  

Figure 3.9 shows the impact of weighting on the solution of the problem. Results show 

different behaviors of the optimization function based on the weights being used in the 

WS method.  

The weighing factor can be determined by several methods discussed in a survey done by 

Marler [101]. However, the weights might be chosen manually when the structure of the 

problem is well known considering that the relative value of the weights reflects the 

relative importance of the objectives. In our case, since we are focusing more on the 

impact of the EDoS attack on the cloud computing services, we decided to give the 

second objective, i.e., total number of instances, more weight than the first objective. In 

addition, we avoided using the weight of 0.9 and 0.8 as they imply a very high 

importance towards the second objective and a very low importance towards the first 

objective. This is not appropriate as the response time will have a very low importance. 

The weights of 0.7 and 0.6 gave comparable results of the WS function. Thus, we have 

chosen to use the weight of 0.6 with the second objective and 0.4 with the first objective. 

We solved the above optimization problem considering different rates as it is shown in 

Figure 3.10. For example, if the observed input rate is 2400 Req/sec, such as the one used 
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in the previous scenarios of the simulation, the optimal number of instances required to 

be added per provisioning event is 3 instances.  

For verification purposes, Figure 3.11 shows the total number of required instance verses 

the convergence time of the delay when the load is 2400 Req/sec. The optimal point 

considering both objectives is the third point which is corresponding to using 3 instances 

in the provisioning process. 
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Figure 3.9: The impact of weighting on the solution of the optimization problem 
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Figure 3.10: Loads vs. optimal number of provisioned instances. 

 

 

 

Figure 3.11: Optimal number of instances vs. convergence time 
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3.7 Simulation Setup 

The simulation model used through this dissertation is a discrete-event simulation. The 

simulation followed closely the guidelines given by Law and Kelton [82], including the 

use of initial seeds that were ten million apart, and avoiding any overlapping in the 

random number streams during the simulation. 

Proper seed selections have to be made in order to avoid wrong combinations of seeds 

and random number generators that may lead to erroneous results. A different stream is 

generated for each simulation variable. Here are briefly some of the guidelines that are 

followed in selecting seeds [82]: 

 Arbitrary values for seeds were not used. Also, the values of zero and even 

values were not used. 

 Every simulation variable has its own stream, and streams were not 

subdivided. 

 Overlapping of streams, to prevent correlation, was avoided by choosing seeds 

spaced 100,000 apart. In our case, the seeds were spaced 800,000 apart. 

As it is recommended by Law and Kelton [82], PMMLCG (prime modulus multiplicative 

linear congruential generator) is used in our simulation for generating random numbers. 

The PMMLCG is an efficient generator and one of the most popular methods for 

generating random numbers [82].   

To determine the simulation run length, first we applied the Welch technique to eliminate 

the warm-up period [82]. Welch's technique is based on plotting of moving averages 

calculated for the means of the observations made in replications. The warm-up period is 

selected at the point at which the plot becomes smooth. Then, the length of the simulation 
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is set to five times the length of the period. The number of arrival events was about 5 

millions to reach the steady state. 

Figure 3.12 depicts the general flowchart of the simulation model that is applied for each 

queue in our simulation. Our simulation model has two types of events including the 

ARRIVAL and DEPARTURE events. The ARRIVAL event occurs when a new request 

arrives to the system. The DEPARTURE event occurs when a request is completely 

processed by the system. The two events are generated independently such as each event 

has its own seed and random-number stream. 

We have conducted a discrete-event simulation experiment to evaluate the performance 

of the cloud service under the EDoS attack in terms of key performance indicators 

including end-to-end response time, computing resources utilization, and throughput. 

Since the EDoS attack is mainly targeting the cloud adopter, we have also evaluated the 

cost associated with the computing resources and bandwidth allocations at the cloud 

service side. 

In the simulation experiment, we have considered the same setup as that of the queuing 

model presented in Figure 3.4. The input to the simulation is an aggregated traffic from 

different sources including attackers’ traffic. We have considered the Poisson nature of 

the incoming traffic as was clarified in section 3.5. We have assumed a fixed input rate of 

400 Req/sec (request per second) representing the rate of the legitimate requests coming 

from clients and a variable input rate ranging from 400 Req/sec to 8000 Req/sec 

representing the rate of the attack traffic. 

As it was discussed in the previous section about tuning the parameters, we have assumed 

the parameters in the simulation experiments as follows. 
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The capacity of an instance is of 100 requests per second 

The number of initial running instances is 5 instances 

The provisioning overhead is of 55.4 sec 

The upper utilization threshold is of 80% 

The scaling size is variable based on the optimization mechanism discussed earlier 

regarding tuning the scaling size parameter. 

The cost has been calculated based on Eq. (3.7). The Pricecom has been set to $0.115 as it 

is recently reported in Amazon for small on-demand instances running on the Windows 

operating system [81]. Regarding the cost associated with the bandwidth allocation, we 

have used a base price of $0.01 per GB in/out data transferred based on the reported 

prices of Internet data transfer "in" and "out" of Amazon EC2 [81]. 

Finally, the relative error % is used to measure the accuracy of the queuing model results 

compared to the simulation model results. The percentage of the Relative error is defined 

as follows: 

 (3.9) 
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Figure 3.12 : Flowchart of the Simulation Model 
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3.8 Results and discussion 

We have conducted two experimental scenarios using the simulation model discussed in 

the previous section. In the first scenario, we have considered different attack rates to 

show the impact of the attack on the targeted cloud service. The second scenario is for the 

optimal case where there is no attack targeting the cloud service. In addition, the output 

of the proposed analytical model has been compared to the simulation results. 

Figure 3.13 shows the obtained results regarding the end-to-end response time of the 

legitimate requests. The results show that when the load increases, the corresponding 

response time also increases. It is obvious that the response time does not go up 

considerably when the attack traffic highly increases. This is due to the auto scaling 

mechanism that allocates more instances to process the high load caused by the attack 

traffic. However, the results in general show that the attack makes the legitimate clients 

suffer more response time compared to the optimal case.  

Figure 3.14 shows the evaluation of the computing resources utilization. Results show a 

trend similar to the one of the end-to-end response time in Figure 3.13 such that as the 

attack rate increases, the utilization increases. It is obvious from the results that the 

average utilization does not exceed the upper threshold, 80%, used in both simulation and 

analytical models. Moreover, the results show that the EDoS attack consumes more 

computing resources when compared to the optimal case where there is no attack. For 

instance, based on the numerical results obtained from the simulation, at an attack rate of 

6 KReq/sec, the mean utilization for 79 running instances is about 79%, whereas for the 

normal case the mean utilization is only about 67% while using only 6 instances. 
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Regarding the cost evaluation, Figure 3.15 shows an increase of the cost when the attack 

rate increases. In fact, the extra cost added because of the EDoS attack is very high when 

compared to the optimal cost where no attack takes place. For instance, at an attack rate 

of 6 KReq/sec, the total cost is about15 times the normal one. 

Figure 3.16 shows the resulted relative error percentage for the response time, utilization, 

throughput, and cost results when comparing the queuing model to the simulation model. 

It shows a good accuracy for all the studied metrics with maximum error of about 0.1%.  
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Figure 3.13: Response time evaluation, provision triggered at 80% 
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Figure 3.14: Computing resources utilization, provision triggered at 80% 
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Figure 3.15: Cost evaluation, provision triggered at 80% 

  

0 1 2 3 4 5 6 7 8
0

100

200

300

400

500

600

700

C
o
s
t 

$

Attack Rate (KReq/sec)

 Simulation (EDoS Attack)

 Analytical (EDoS Attack)

Simulation(No Attack)



 

 

93 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.16: Relative Error percentage of the analytical model, provision triggered at 80% 
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  CHAPTER 4     

 

EDOS-SHIELD MITIGATION TECHNIQUE 

In this chapter, we propose a novel solution, namely EDoS-Shield, to mitigate the 

Economic Denial of Sustainability (EDoS) attack in the cloud computing systems. We 

design a discrete simulation experiment to evaluate its performance and cost metrics. In 

addition, an analytical model has been developed to validate the results obtained from the 

simulation model. 

This chapter is organized as follows. First, Section 4.2 presents an introduction about the 

problem statement covered in this chapter. In Section 4.2, we discuss the related works 

and in Section 4.3 we present the proposed architecture. The experimental setup 

including the simulation model and results are discussed in Sections 4.4 and 4.5, 

respectively.  

4.1 Introduction 

Cloud computing allows us to scale up our servers and to serve a large number of 

requests for a service. The introduction of resource-rich cloud computing platforms, 

where adopters are charged based on the usage of the cloud’s resources, known as “pay-
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as-you-use” or utility computing, has transformed the Distributed Denial of Service 

(DDoS) attack problem in the cloud to a financial one. This new type of attack targets the 

cloud adopter’s economic resources, and is referred to as Economic Denial of 

Sustainability (EDoS) attack [48].  

A well-known tactic taken by EDoS attacks is to remotely control zombies to smoothly 

(with low rate to avoid triggering security alarms) flood a targeted cloud service by 

undesired requests. As a result of such undesired requests, and because of the cloud 

elasticity notion, the service usage will be scaled up to satisfy the on-demand requests. 

And because of the “pay per use” notion, a cloud adopter’s bill will be charged for those 

undesired requests, leading to service withdrawal or bankruptcy. 

What makes this more disastrous is that it is extremely difficult to selectively filter the 

malicious traffic without impacting the service as a whole. This also means that any 

proposed mitigating technique must be highly intelligent; otherwise, the technique itself 

could be utilized by the attackers as a source of EDoS attack. 

In this chapter, we propose a novel mitigation technique against EDoS attack in Cloud 

Computing, namely EDoS-Shield. The main idea is to verify whether the requests coming 

from the users are from a legitimate person or generated by bots. This is achieved by 

forwarding the first request to a verifier node in our proposed architecture. This verifier 

node is responsible for the verification process and for updating the whitelist and 

blacklist based on the results of this verification process. The subsequent requests coming 

from the bots will be blocked by a virtual firewall since their IP addresses will be found 

in the black list. On the other hand, the subsequent requests coming from legitimate 
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clients will be forwarded directly to the target cloud service since their IP addresses will 

be found in the whitelist. As a result, only the requests from legitimate clients will reach 

the target cloud service and thus mitigating the EDoS attack.  

4.2 Related Work 

Techniques for mitigating EDoS attacks are much needed for protecting the cloud 

infrastructure against the rippling effect of cost incurred on legitimate users through 

EDoS attacks. In this section, we discuss the related work including sPoW [56] which is a 

capabilities-based approach dedicated to mitigate EDoS, CloudWatch [107] which is an 

auto scaling technique, enabled by Amazon, and some overlay-based approaches that 

could be adopted to mitigate EDoS attacks in cloud computing. 

CloudWatch [107] is an auto scaling technique enabled by Amazon as a control 

technology that will reduce the effects of the EDoS attacks. CloudWatch is a web service 

that provides monitoring for cloud resources by which clients will be able to define 

boundaries that would limit the elasticity of their cloud platforms and thus reducing the 

effect of the EDoS attacks. However, this cannot be considered as an efficient practical 

solution for the EDoS attack since the user account could still be charged to some extent 

defined by quota due to such attack. In addition, when elasticity reaches the upper bound, 

the cloud service freezes and thus legitimate clients will be denied service till refreshing 

the quota again leading to a behavior similar to a DoS attack. 

HinKhor and Nakao [56] have described a self-verifying proof of work, sPoW, as a 

cloud-based EDoS mitigation mechanism by introducing an asymmetric step before 

committing the server's resources. The server requires a proof of work from the client, 
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before committing its resources to the client. Clients expend their resources to solve a 

“crypto-puzzle” and submit a proof of the solution as an embedded signal (capability) 

within the packets. A server has to generate a “crypto-puzzle” to protect the connection 

server channel. A crypto-puzzle consists of both the encryption of channel information 

(such as IP address and port number) and the concealed encryption key with k bits 

representing the puzzle difficulty. A puzzle requester running on the client-side expands 

the client resources by brute-forcing these k bits to discover the server channel 

information where it can submit an initial connection request. sPoW, which mediates the 

communication between clients and the protected server, has to verify the puzzle 

correctness and prioritize the requests based on the puzzle difficulty thereby reducing the 

number of application-level EDoS connection requests. 

To our knowledge, the only dedicated approach proposed to mitigate the EDoS in the 

cloud computing is sPoW approach. However, sPoW has several limitations described as 

follows. The first limitation is with regard to the asymmetric computation power for the 

end users. Since computational puzzles give advantage to end-users with faster CPUs, the 

mobile devices which have less power cannot receive services. Green et al. [108] have 

identified a problem of computational disparity when attackers use a Graphics Processing 

Unit (GPU) to solve the puzzle. Green et al. claimed that the computational disparity is so 

great that a legitimate client cannot receive services. The second limitation appears when 

attackers send huge number of requests for puzzles without solving them. In this case, the 

server has to generate a channel for each request which leads to a puzzle accumulation 

attack. One solution to this problem is to use shared channels; and in this case, there is a 

need to investigate the algorithm used to manage these channels. The third limitation is 
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concerned with the fact that since the server is involved in the puzzle generation process, 

the cost of such generation at the server side has to be investigated considering that the 

attacker could send a large number of requests. The fourth limitation is related to the case 

when an attacker requests high difficulty puzzles without solving them. In this case, the 

server has to generate a channel with a high difficultly puzzle leading to a problem of 

difficulty inflation where the legitimate clients also have to solve such high difficulty 

puzzles.  

Overlay networks are normally used to hide the location of a target server and thus 

prevent DoS attacks. Several studies have proposed using overlay networks to proactively 

defend against DoS and DDoS attacks [109, 110, 111, 112].  

Stavrou et al. [110] have proposed an architecture based on Secure Overlay Services 

(SOS) [109], WebSOS, to protect a web service against DDoS attacks using a filtering 

mechanism around the protected web server that admits HTTP traffic from only trusted 

sources known to overlay nodes. Legitimate clients have to first pass the Completely 

Automated Public Turing test to tell Computers and Humans Apart (CAPTCHA) [113]. 

This graphical Turing test is posed by an overlay node to decide on whether a client is 

allowed to get connected to a trusted approved location so as to access the web server. 

However, Karwaczynski and Kwiatkowski [114] evaluated the performance of WebSOS 

on the Planet Lab testbed, and reported 2 to 10 times performance degradation due to 

non-direct routing. 

Fosel [111] is another overlay based system for DDoS defense. Fosel is a filtering 

mechanism with the help of an overlay security layer including an overlay network, 
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secret green nodes, authentication techniques, and pre-defined rules for the purpose of 

filtering illegitimate packets. The green nodes are overlay nodes which are kept secret 

from the public. The application site has to randomly select a green node, or possibly a 

few green nodes, by sending a message to an overlay node to be selected as a green node 

related to that site. The idea is that the legitimate messages have to be verified by the 

overlay nodes, and then be forwarded through the overlay nodes to the secret green nodes 

related to the target. The Fosel filter, installed on the target, admits only those packets 

coming from the specific green nodes related to the application site. 

Ping and Nakao [112] have proposed a cloud-based overlay network, named CLAD, as 

an on-demand network service to protect the web servers against the DDoS. 

Implementing the overlay network in the cloud infrastructure is a promising idea since 

the cloud has an aggregated capacity exceeding that of most of the botnets. A CLAD 

node, at least one, mediates the traffic targeting the protected server to verify the clients 

using graphical Turing tests. When the clients pass the tests, the CLAD relays the request 

to the protected server. This is the closest work to our proposed approach as it uses the 

overlay network implemented on the cloud computing utilizing the availability and the 

scalability of the cloud resources.  

However, our proposed approach differs from the previously discussed overlay-based 

approaches in several important ways. First, the overlay routing could increase the end-

to-end latency [114, 115] due to indirection where the overlay network mediates all the 

traffic between the clients and the target server. Whereas, our proposed approach 

significantly reduces such delay since subsequent packets after the first successful request 

would be forwarded directly to the protected cloud service. In other words, the indirect 
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routing in our architecture would only happen for the first request coming from the client 

and the rest of the requests will use direct routing. Second, in most of the overlay-based 

approaches, the location of overlay nodes, i.e., IP addresses are clear to the public 

including attackers, and thus these nodes could be exposed to different attacks. However, 

our proposed technique does not require that the IP addresses of the verifier nodes be 

clear to the public. Third, most of the overlay-based approaches are using an overlay 

network as a security layer to hide the location of the protected server or application site. 

Such techniques raise a problem of feasibility of location-hiding [116]. However, our 

approach does not suffer at all from this problem as it is not required in our proposed 

approach to hide the location of the protected cloud service. Fourth, our focus is on 

mitigating the economic effect of the DDoS targeting the cloud service which was 

reported in [48] as an EDoS attack. 

4.3 Proposed Mitigation Architecture and Approach 

Figure 4.1 shows the proposed architecture of the EDoS-Shield for mitigating the EDoS 

in a cloud computing environment. The main components of the architecture are virtual 

firewalls (VF) and verifier cloud nodes (V-Nodes). The virtual firewalls work as filter 

mechanisms based on whitelist and blacklist that hold IP addresses of the originating 

nodes. And, the verifier cloud nodes update the lists based on the results of the 

verification process.  
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Figure 4.1: The proposed EDoS-Shield architecture for mitigating EDoS 
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The virtual firewall can be implemented in the cloud as a virtual machine that has the 

capabilities of filtering and routing. The VF uses two lists, a whitelist and a blacklist, to 

make a decision regarding the incoming packets from outside the cloud and destined to 

some services hosted in the cloud. The whitelist is used to track the authenticated source 

IP addresses so that the incoming traffic originating from these addresses will be allowed 

to pass the firewall towards the destined services. The blacklist is used to hold those 

unauthenticated source IP addresses so that the firewall will drop the incoming packets 

originating from these IP addresses. These two lists have to be updated periodically. 

Another component in our proposed architecture is the verifier nodes (V-Nodes) which 

are represented by a pool of virtual machine nodes implemented based on the cloud 

infrastructure. The V-Nodes constitute a cloud-based overlay network. A V-Node has the 

capabilities to verify legitimate requests at the application level using graphic Turing tests 

[117], such as CAPTCHA [118, 119, 120]. Another role of the V-Node is to update the 

lists used by the VF as was explained earlier. If the application request gets verified 

successfully, then the source IP address of that request will be added to the whitelist and 

the request will be forwarded to the destined service in the cloud. All the subsequent 

packets passing through the VF and having this IP address as a source address will be 

forwarded to the destined service. If the application request fails, then the source IP 

address of that request will be added to the blacklist, and subsequent packets originating 

from that source IP address will be dropped.  

Figure 4.2 shows a case of a legitimate request from a client, X, where the first request 

gets verified by a V-Node and passes the Turing test. Thus, its source IP address, X, has 
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been added to the whitelist and the subsequent requests from X to the destination D have 

been forwarded directly to D.  

Figure 4.3 shows a case of a request coming from an attacker (a bot), Y, where the first 

request gets verified by a V-Node and fails the Turing test. Thus, its source IP address, Y, 

has been added to the blacklist and the subsequent requests from Y to the destination D 

have been blocked by the VF.  

Since the requests originating from the bots, i.e., compromised machines, will fail at the 

verification stage, all the automated malicious requests will not reach the victim in the 

cloud. Therefore, the customer will not be charged for such attacker activities. 
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Figure 4.2: Normal request scenario 
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Figure 4.3: Bot requests scenario 
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4.3.1 Security Issues 

The goal of such proposed architecture is to mitigate the risk of the EDoS attacks against 

the cloud services. The main idea is to verify whether a request coming from a user is 

originated by a human or it is an automated one. The objective of such verification is to 

distinguish between legitimate and malicious users. This is achieved by directing the first 

request to a V-Node that is responsible for the verification process using CAPTCHA. The 

subsequent requests coming from the bots will be blocked by the VF (because they will 

fail the verification phase) and will not reach the victim (i.e., customer) and thus the 

customer will not be charged for these requests. 

Such proposed architecture is mainly used for protecting the cloud application services 

from the impact of application EDoS attacks. The non-HTTP traffic such as network 

layer attacks which targets the protected cloud service will be dropped by the VF. This is 

due to the fact that we are mainly protecting cloud application services, and the cloud 

infrastructure only allows Web traffic to pass through it. 

One challenge related to security is the IP spoofing attacks. For our proposed 

architecture, it is a must to protect the architecture from the IP spoofing attacks since the 

decision to forward a packet or to drop it is mainly based on the source IP address present 

in the whitelist and blacklist. To overcome such problem, techniques like [121, 122, 123, 

124, 125] could be used to detect and prevent the IP spoofing attacks. Algorithm 4.1 and 

Algorithm 4.2 show the actions taken by the VF and the V-Node when considering that 

the architecture is protected against the IP spoofing attacks. 
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Algorithm 4.1:  VF Actions  

Input: 

     P  Packet 

     S  Packet source IP address  

     D  Packet destination IP address 

     B  Blacklist  

     W Whitelist 

Begin: 

If (S є W  && SB  )  

      Forward P to D 

ElseIf (S єB )  

      Drop P 

    Else 

        Forward P to a V-Node 

End 
 

 

Algorithm 4.2:  V-Node Actions  

Input: 

     P Packet 

     S  Packet source IP address 

     D  Packet destination IP address 

     B  Blacklist 

     W Whitelist 

Begin: 

If (S B  && SW) {        

     Send to S a graphic Turing test 

     If (Turing test passes) { 

            WW+S  

            Forward P to D. 

       } 

     Else  

            BB+S 

END 
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4.3.2 Performance 

The V-Nodes constitute an overlay network implemented in the cloud computing system. 

Using an overlay network to mediate the traffic between clients and target servers could 

increase the end-to-end latency due to indirection even in the normal mode where there is 

no attack as it was reported in [114, 115]. However, one contribution of our proposed 

architecture in terms of performance is to reduce the overhead caused by the indirect 

routing when there is no attack since the indirect routing in our architecture would only 

happen for the first request coming from the clients while the rest of requests would use a 

direct routing. 

To overcome the bottleneck problem due to a centralized VF deployment, it is desirable 

to deploy VFs in the cloud considering load balancing issues. Firewall load balancing 

distributes traffic flows to one or more firewall farms which are a group of firewalls 

connected in parallel. The deployment of such firewall technology has been discussed in 

the literature [126, 127, 128]. O'rourke et al. [129] have presented a method to protect a 

firewall load balancer from a DoS attack and that work got a patent from Google Inc. 

4.3.3 Deployment 

Regarding the deployment of our proposed technique, the proposed architecture requires 

no modifications in the client side, the protected cloud service side, or the Internet 

network protocols. It requires only deploying a VF in the cloud computing system 

infrastructure and implementing V-Nodes as a pool of virtual machines which can grow 

in numbers to defeat the DDoS attack based on the scalability property of the cloud 

computing system. 
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The deployment of virtual firewalls in the cloud computing system has been discussed in 

the literature [130, 131, 132, 133, 134]. For example, Amazon EC2 provides a complete 

firewall solution as it is discussed in [130]. Virtual firewalls can be implemented based 

on VMware vShield Edge, and vShield App technology. vShield Edge is a virtual 

firewall appliance that can be provisioned on-demand and its services enabled on the fly 

to meet the flexibility requirement of cloud deployments [131]. Cisco Virtual Security 

Gateway (VSG) is a virtual firewall service that provides security policies on the 

virtualization layer of the data center or cloud environment [132].   

The cloud provider has to offer the proposed EDoS-Shield technique as an on-demand 

network service. The customers who are willing to protect their cloud services have to 

request such offered service. The pricing model for such services should be attractive and 

the customer has to pay for such services as a package for a utility, i.e., the payment 

should be based on the period of use, e.g., per month or per year, rather than consumption 

based. When the customer needs to be unprovisioned from such service, the firewall rules 

have to be updated to forward the traffic related to the customer to the target service 

without any inspection.  

There are several existing Cloud firewalls that provide a general security layer for 

protecting the cloud service, such as [23, 135, 136]. However, EDoS Shield mitigation 

technique requires special firewall capabilities including dynamic rules updating, dealing 

with blacklist and whitelist, and routing capabilities. Thus, we suggest deploying VF as a 

large EC2 instance that has a capacity of four EC2 computing units [137]. 
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4.4 Analytical Model 

In this section, we present the analytical model of EDoS-Shield mitigation technique. 

Figure 4.4 shows the queuing network that represents the architecture of EDoS-Shield 

shown in Figure 4.1. The input to the model is an aggregated traffic from different 

sources including attackers’ traffic. We have considered the Poisson nature of the 

incoming traffic.  

The results out of the analytical model include the performance and cost metrics at the 

cloud service side. The performance metrics include the end-to-end response time, 

computing resources utilization, and the throughput rate.  

Since we are studying the performance at the cloud service side, metrics include 

computing resources utilization, throughput, and the cost can be obtained from the sub 

network represents the cloud service. The end-to-end response time involves considering 

the whole queuing network as requests encounter delay while traveling through the 

mitigation devices to reach the target cloud service. 
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Figure 4.4: EDoS-Shield queuing model 
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For analyzing the queuing networks considered for the purpose of calculating the end-to-

end response time, we use the decomposition method discussed by Chandy and Sauer 

[138]. First, the network is broken up into subsystems including the VFs, V-Nodes, and 

the cloud service subsystems. Then, for each individual queuing subsystem, we get the 

average delay considering their related input and capacity. Finally, the end-to-end 

response time is calculated by aggregating all the delays along paths from the source to 

the cloud service as a destination. For further explanation, Figure 4.5 shows the 

considered subsystems and paths from the sources up to the target cloud service. In fact, 

most of the requests arriving at the cloud service go through path P1, as only few requests 

go through path P2 for the verification purpose and the subsequent requests will be 

forwarded to the cloud service via P1. Thus, for calculating the end-to-end response time, 

we only considered the subsystems along P1 which includes the outgoing link of the 

sender (Link1), the firewalls group (VFs), the incoming link of the cloud service (link2), 

and the cloud instances group (clouds). 

Figure 4.6 shows the corresponding network queuing model for the selected path P1. 

Links have been modeled as M/D/1 queuing system with exponential arrival time and a 

deterministic service time representing the link capacity.  
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Figure 4.5: Traffic flow paths from sources to a destination 
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Figure 4.6: Network queuing model for path P1 
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The average delay for a request passing through an M/D/1 queue can be computed as 

follows [139]. 

 

(4.1) 

where in is the mean request arrival rate and link is the mean link request service rate, 

i.e., its capacity. 

It is worth noting that using a deterministic service time for the involved links violates 

the analysis by decomposition of queuing networks in [138], which assumes exponential 

service times for all network elements including links. However, when changing the 

models for links from M/D/1 to M/M/1, a negligible difference was observed which 

comes in line with the claim by [140] regarding the insensitivity of the main system 

performance to violations of the homogeneity of service times. 

Clouds and VFs can be modeled as an open queuing network model of parallel single 

queues. Such a model has been discussed in Chapter 3. Thus, the average delay 

encountered for a request at VFs or Clouds subsystems can be computed as: 

 


S

S
Rt  (4.2) 

Where S is the number of instances in the group,  is the total arrival rate to the group, 

and  is the service rate of the instance in the group assuming that all the instances in 

each group have identical capacity of . 

Finally, the total delay for path P1 can be determined as follows: 
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Delay=Delay_VFs+ Dealy_link2+Delay_Clouds, 

where we have ignored the delay encounter because of the link from the source to the VF 

since we focus on the performance of mitigation technique which starts at VFs. 

Thus, the end-to-end response time, Rt, can be computed based on Eq. (4.1) and Eq. (4.2) 

to be as follows: 

 (4.3) 

Where 2link  is the capacity of the link from the VF to the cloud service, S1 is the number 

of the instances representing the VFs, S  is the number of instances representing the 

cloud service, 1 is the processing rate of a VF, 2 is the processing rate of a cloud 

instance, 1 is the rate of the requests forwarded by a VF toward the target cloud service 

(receiver), and 2  is the rate of the total requests arrived at the cloud service. Since we 

have assumed using Elastic Load Balancer (ELB) in front of the cloud service, the rate 

will be evenly distributed among the available instances. 

The computing resources U at the cloud service can be calculated as: 

 (4.4) 

One of the measurements that we have studied, and which is the target of an EDoS attack, 

is the cost associated with both the computing resources and the bandwidth on the cloud 

service side. A cloud adaptor has to pay for the computing resources, the network traffic 
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volume, and for the storage service, if required. In our work, we consider the cost related 

to both the computing usage and bandwidth usage. 

The total cost can be calculated as follows: 

 (4.5) 

Where bwicePr is the price per GB, 2  is the arrival rate at the cloud service side 

measured in GB/s, comicePr  is the base price charged for the smallest amount of 

computing resources per hour per instance, U is the average utilization of the computing 

resources calculated in Eq. (4.4), T is the total running time in hours, and S  is the 

number of running instances during time T. 

Regarding the cost of the mitigation technique, the cloud provider has to offer the 

proposed EDoS-Shield technique as an on-demand service. The pricing model for such 

services should be attractive and the customer has to pay for such service as a package for 

a utility, i.e., the payment should be based on the period of use, e.g., per month or per 

year, rather than consumption based. Thus, we are assuming that the cost of mitigation is 

based on the cloud provider who is offering it as a service. For example, The Cloud 

Leverage Cloud IPS/Firewall delivers multi-ten gigabit security performance for $150 per 

month, to include one terabyte of traffic [135]. 

For the throughput, it can be calculated directly from the little’s formula. When the 

number of running instances at the cloud service side is S, the arrival rate 
2 will be 

distributed among S instances due to load balancing. Thus, each will have S2 as an 

arrival rate. According to the little’s formula, the throughput of M/M/1 queuing system, 

(  TSUiceiceCOST combw  PrPr 2
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with arrival rate of S2  and a service rate of  , is (  SS 22   . As a 

result, the average throughput at the cloud computing service having S running instances 

will be 
2 . 

4.5 Selecting System Parameters 

For the target cloud service as well as the V-Node, we assumed that each instance to be a 

small instance that has a capacity of 100 Req/sec as it was discussed by Catteddu and 

Hogben [3]. 

The average service time of VF can be estimated by the sum of the average processing 

time for a request in the device driver and the average processing time for the rule set 

[141]. 

Liu and Wee [142] reported that an Amazon EC2 instance can handle at most 400 Mbps 

of combined ingress and egress traffic. We assume requests with an average size of 580 

bytes [83], by simple calculations, )10400()8580( 6 , the average processing time for 

a request in the device driver is about 11.6 µs.  

Regarding the average processing time for the rule set, Salah et al. [141] measured the 

average processing time per rule to be 0.05 μs using Intel Pentium 4 processors running at 

3.2 GHz. However, the capacity of the Amazon large EC2 instance is 4 EC2 Computing 

Units (ECU) where “One EC2 Compute Unit provides the equivalent CPU capacity of a 

1.0 - 1.2 GHz 2007 Opteron or 2007 Xeon processor” [144]. With the 3.2 GHz machine, 

0.05 μs is equivalent to 0.16 CPU cycles, which in turn is equivalent to approximately 
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610)4.4/1(16.0  or 0.036 μs for the large EC2 instance assuming that each ECU has 

an average capacity of 1.1 GHz. 

According to the statistical measurements performed by Wool [145] about the size of the 

firewall rule set from operational firewalls, the maximum size of the rule set is 2671 

rules. For the worst case, when assuming that each request hits the bottom rule, the 

average processing time for the rule set is about 036.02671 μs or 0.0962 ms. Thus, the 

average service time of the VF, 1/1 in Eq. (4.3), is as follows: 

µs 108=ms 0.0962+ µs 11.6
1

1




. 

For the analytical model, Eq. (4.3) has been used to compute the average response time 

considering the following settings. The capacity of the links to the cloud service is 

assumed to be 10 Gbps. The number of the running virtual firewalls, S1, and the number 

of instances of the cloud service, S, are assumed to be variable based on the provision 

technique parameters that have been set as follows. 

1- The number of initial running instances is 5. 

2- The provisioning overhead is of 55.4 sec. 

3- The upper utilization threshold is of 80%. 

4- The scaling size is variable based on the optimization technique discussed in 

chapter 3. 

Since the attack rate increases with the time, we have considered using only the upper 

threshold to add more instances to the scaling group.  
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The cost has been calculated based on Eq. (4.5). The comicePr  has been set to $0.46 for 

the large EC2 instance uses for the VF, and $0.115 for the small EC2 instance uses for 

the cloud service instances. Such prices recently have been reported in Amazon for on-

demand instances running on the Windows operating system [81]. For the cost associated 

with the bandwidth allocation, , we have used a base price of $0.01 per GB in/out 

data transferred based on the reported prices of Internet data transfer "in" and "out" of 

Amazon EC2 [81]. 

4.6 Simulation Setup 

We have conducted a discrete-event simulation to evaluate the performance of the EDoS-

Shield mitigation technique in terms of key performance indicators including end-to-end 

response time, computing resources utilization, and throughput. Since the EDoS attack is 

mainly targeting the cloud adopter, we have also evaluated the cost associated with the 

computing resources and bandwidth allocations at the cloud service side. 

In the simulation work, we have conducted three simulation-based scenarios. In the first 

scenario, we have considered different attack rates while using the EDoS-Shield to 

mitigate the attack. The second scenario is for the optimal case where there is no attack 

targeting the cloud service. The last scenario is for the worst case where the attack rate 

gradually increases while not using the EDoS-Shield to mitigate the attack. 

The simulation followed closely the guidelines given by Law and Kelton [82] including 

the use of independent replications with different initial seeds that were ten million apart, 

bwicePr
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and avoiding any overlapping in the random number streams during the simulation. We 

have considered the Poisson nature of the incoming traffic.  

Regarding the LB which is a part of the model shown in Figure 4.4, we have used a 

randomized algorithm based on uniform distribution to implement the load balancing 

process [72]. 

We have assumed a fixed input rate of 400 Req/sec representing the rate of the legitimate 

requests coming from clients and a variable input rate ranging from 400 Req/sec to 8000 

Req/sec representing the rate of the attack traffic. 

Finally, the output of the proposed analytical model has been compared to the simulation 

results. The relative error percentage is used to measure the accuracy of the queuing 

model results compared to the simulation model results. The percentage of the Relative 

error has been determined based on Eq. (3.9). 

4.7 Results and Discussions 

Figure 4.7 shows the obtained results regarding the end-to-end response time. The results 

show that when using the proposed EDoS-Shield, the corresponding response time is 

approximately constant and very close to the optimal case where there is no attack. This 

is due to blocking the attack’s requests for reaching the protected cloud service. 

However, the little increase in the end-to-end response time for the EDoS-Shield when 

compared to the optimal scenario is due to the delay that requests encounter at the VF. In 

addition, the results show considerable degradation effects on the cloud service 
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performance in terms of the response time when the attack rate increases and not 

implementing the EDoS-Shield mitigation technique.  

Regarding the results of the computing resources utilization, Figure 4.8 shows that with 

the proposed EDoS-Shield mitigation technique, the computing resources utilization is 

not affected due to the attack rate since the attack requests will not reach the target cloud 

service. As a result, the utilization will remain constant and identical to the one of the 

optimal case with no attack.  

Figure 4.9 shows the results of the cost associated with the computing resources and the 

bandwidth allocations. The results show that with the proposed EDoS-Shield technique, 

there is a little extra cost compared to the base case where there is no attack. Such extra 

cost of EDoS Shield is due to cost incurred at the VF and the verifier instances. However, 

the cost when not applying the mitigation technique increases significantly with the 

increase of the attack rate which consumes more resources as was also indicated clearly 

by the utilization results presented in Figure 4.8. For example, when the attack rate is 

8000 Req/sec, the results show a cost of about $654, $24, and $10 for the no mitigation 

case, EDoS-Shield case, and base case respectively. 

Regarding the throughput rate, it is expected that the throughput of the legitimate requests 

will not be affected by the attack rate even without applying the mitigation technique. 

This is due to the fact that the targeted cloud service is an on-demand cloud–based. 

According to the nature of the cloud computing system, i.e., scalability nature, we are 

assuming that there are enough on-demand cloud resources to be provisioned to the cloud 

instances executing the service. As a result, there is no degradation of the throughput rate 
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of the legitimate requests in both scenarios. Figure 4.10 shows the same expected trend of 

the throughput of the legitimate requests.  

Figure 4.11 shows the results obtained from the analytical model regarding the EDoS-

Shield compared to its simulation results. In general, the two models are very close to 

each other for all the studied metrics indicating a validation of the analytical model for 

the EDoS-Shield mitigation technique.  

When comparing the queuing model results to the simulation model results, the obtained 

relative errors percentage presented in Figure 4.12 show a good accuracy for all the 

studied metrics. For the response time, results show a maximum relative error percentage 

of about 0.2%. For the utilization, the cost, and the throughput metrics, results show error 

percentages less than 0.1% which indicates that the two models are almost identical for 

all the metrics. 
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Figure 4.7: Simulation results for the end-to-end response time. 
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Figure 4.8: Simulation results for the computing resource utilization. 
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Figure 4.9: Simulation results for the cost. 
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Figure 4.10: Simulation results for the throughput rate. 
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Figure 4.11: Analytical vs. simulation results with respect to the evaluated metrics 
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Figure 4.12: Relative error percentage of the analytical model 
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  CHAPTER 5     

 

ENHANCED EDOS-SHIELD FOR MITIGATING 

EDOS ATTACKS ORIGINATING FROM SPOOFED 

IP ADDRESSES 

In this chapter, we advocate a novel solution as an enhancement to our work presented in 

chapter 4, namely EDoS-Shield [146], to mitigate the EDoS attacks originating from 

spoofed IP addresses. We design a discrete event simulation experiment to evaluate its 

performance. The simulation model has been verified by an analytical model. The results 

show that it is a promising solution to mitigate the EDoS attacks originating from spoofed 

IP addresses. The enhanced EDoS-Shield technique also outperforms the original EDoS-

Shield in terms of performance and cost metrics. 

This Chapter is organized as follows. Section 5.1 presents an introduction about the 

problem. In section 5.2 we discuss the background related to using TTL in mitigating IP 

spoofing. In section 5.3, we discuss the related works. Section 5.4 presents the proposed 

architecture and section 5.5 discusses its performances issues. The analytical model for 

the proposed mitigation technique was discussed in section 5.6. Section 5.7 and section 
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5.8 present the parameters setting and the simulation setup respectively. Finally, the 

results out of both the simulation and analytical model are presented and discussed in 

sections 5.9.  

5.1 Introduction 

The main idea of EDoS-Shield technique, presented in chapter 4, is to verify whether the 

requests coming from the users are from a legitimate person or generated by zombies. 

Based on the verification performed at a verifier node (V-Node), the source IP address 

will be added either to a blacklist in case of failure, or to a whitelist in case of success. 

The subsequent requests coming from the zombies will be blocked by a virtual firewall, 

and the subsequent requests coming from legitimate clients will be forwarded directly to 

the target cloud service. 

For the original EDoS-Shield technique to achieve its goal of mitigating EDoS attacks, it 

is also as important to protect the cloud from IP spoofing attacks. This is due to the fact 

that the decision to forward or drop a packet is mainly based on the source IP address 

present in the whitelist and/or blacklist. To overcome this problem, many techniques 

[112, 122, 123, 124, 125] could be used to detect and prevent IP spoofing attacks. 

However, these techniques could have a negative impact on the performance of the 

original EDoS-Shield. In addition these techniques may not be easily deployed and 

incorporated into the infrastructure of the cloud. For instance, some techniques required 

involving routers along the path between the source and the destination [124, 147]. Other 

mitigation techniques incur more overhead at the destination side, which affects the 

performance of the protected server [56, 148]. 
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In this chapter, we address the issue of IP spoofing and show how a novel EDoS-Shield 

architecture can incorporate a mitigating mechanism for EDoS attacks. In the enhanced 

EDoS-Shield architecture, we make use of the time-to-live (TTL) value found in the IP 

header for the purpose of detecting the IP spoofed packets. These spoofed packets will 

then be dropped before reaching the protected server and hence mitigating the EDoS 

attacks that originate from spoofed IP addresses. In this architecture, when a V-Node 

performs a verification of a request, it will record the corresponding TTL value related to 

the source IP address. Then both values, i.e., IP address and TTL value, will be placed in 

the whitelist or blacklist, based on the results of the verification phase. Such information 

will be used later to distinguish the packets having spoofed IP addresses, and then can 

selectively filter out these packets by a virtual firewall (VF). 

5.2 Background 

The TTL value is defined to indicate the maximum lifetime of an IP packet, for the 

purpose of preventing it from circling on the network forever when a routing loop is 

present. When a packet passes through a router, the packet gets discarded if the TTL 

value is equal to zero; otherwise, the TTL field gets decremented by one. The difference 

between the final value and the initial value of the TTL represents the number of hops 

taken by the packet. And, it can be considered as the Hop-count value of a source and 

destination pair. In fact, calculating the Hop-count value is not a direct operation, since 

the initial values used in the TTL field are not fixed and vary based on the Operating 

Systems. However, the Swiss Academic Research Network (SWITCH) stated that the 

values of 32, 64, 128, and 255 are the default initial TTL values being used by modern 
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operating systems including Microsoft Windows, Linux variants of BSD, and UNIX 

systems. As was stated by Cheswick et al. [149], a Hop-count normally has a value 

between 1 and 30, and thus the initial TTL value can be deduced from the final TTL 

value. For instance, a packet having a final TTL value of 119 cannot have an initial TTL 

value of 255 and it must have128 as its initial value [150]. 

One of the possible problems in using the Hop-count for the purpose of detecting the IP 

spoofed packets is that multiple IP addresses may have the same Hop-count values. For 

example, if a zombie machine is spoofing an IP address IP1, and this machine has the 

same Hop-count value to the victim as that of the legitimate machine having the IP 

address IP1, then this will be undetected. In such a case, the filtering schema cannot 

recognize those packets coming from the zombie machine as spoofed packets. 

Reasonable diversity of the Hop-count values is required to ensure that different sources 

will not have the same Hop-count values to a destination. The stability of Hop-count 

values is also required to ensure the absence of frequent changes in the Hop-count values 

between a server and each of its clients. In other words, for the Hop-count based filters to 

be more accurate, the Hop-count values must be unique and stable for each source. 

Wang et al. [151] have assessed the diversity of the Hop-count values, in which they 

claimed that the Hop-count distribution in the observed data set satisfies the diversity 

property of the Hop-count values. This means that the Hop-count distribution in the 

observed data set has a reasonable diversity over the entire range of Hop-count values. 

This enables a very effective filtering schema since matching the Hop-count with the 

source IP address of each packet suffices to recognize spoofed packets with a high 

probability. 



 

 

133 

The stability in Hop-count values between a source and a destination node is crucial to 

ensure the correctness and effectiveness of the Hop-count based filtering schemas. This is 

due to the fact that the decision about the spoofed packets is made based on the mapping 

between the source IP address and the corresponding Hop-count value to the destination. 

In fact, the Hop-count stability is dictated by the end-to-end routing behaviors in the 

Internet. The more stable the end-to-end routes are in the Internet, the more stable the 

Hop-counts are. 

Several studies have been conducted to confirm the stability of routes during the packet 

delivery from a source to a destination [152, 153, 154, 155, 156]. Paxson [152] has 

conducted a study of end-to-end routing stability, and has shown that Internet paths are 

strongly dominated by a single route, and about two thirds of the studied Internet paths 

were persisting for either days or weeks. Rexford et al. [153] have claimed the stability of 

the BGP routes of popular prefixes for days or weeks at times, regardless of the large 

number of BGP update messages. Similarly, Shaikh et al. [154] studied the intra-domain 

routing behavior, and showed that the intra-domain topology changes are due mainly to 

external changes and no network-wide meltdown or network-wide instability is observed.  

Furthermore, a recent measurement study of the diversity of end-to-end paths in the 

Internet [155] has shown that end-to-end route properties did not significantly change in 

recent years, including the stability of the routes between pairs in the Internet. Cunha et 

al. [156] have also shown that despite the growth of the Internet and the introduction of 

new traffic engineering practices, route persistence and prevalence presented by Paxson 

[152] have not changed significantly. 
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5.3 Related Work 

Several studies have used the TTL values in different ways to detect IP spoofing attacks 

[147, 150, 151, 158, 161, 159, 160]. In addition, there are several proposed network 

security techniques based on whitelist and/or blacklist approaches [169,170, 171, 172]. 

Beverly et al. [161] have presented a forensic carving technique of network packets and 

associated data structures. They have utilized the IP TTL parameter of packets to 

determine if they were originated by a system in the local network, or received from a 

remote system.  

Mopari et al. [150] have used Hop-count for each IP address in an IP2HC (IP to Hop-

Count) mapping table to detect and drop IP spoofing packets. Their technique computes 

the Hop-count for each packet that reaches the terminal. The source IP address for each 

packet is considered as an index to the mapping table to retrieve the corresponding Hop-

count from the table. The packet is classified as spoofed when the calculated Hop-count 

differs from the retrieved Hop-count, otherwise it is legitimate. Mopari et al. have 

claimed that it is a simple and effective solution in protecting Internet servers against 

spoofed IP packets.  

Wang et al. [151] have presented a Hop-count based scheme that detects and discards 

spoofed IP packets. The Hop-count of the incoming packets is used to validate the 

packets’ legitimacy. They have studied some of the Hop-count properties that are crucial 

for the effectiveness of the Hop-count based approach in detecting spoofed IP packets. 

Among those properties are the diversity and stability of Hop-count values. Wang et al. 

have claimed the appearance of diversity and stability of the Hop-count values, and thus 
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such properties were the central assumptions behind the correctness and effectiveness of 

their proposed approach. 

Ohta et al. [158] have proposed a two-step approach for detecting spoofed packets by 

examining both TTL and Identification fields (IPID) of the IP header. Through the study, 

they presented an analysis to validate the uses of the TTL and IPID values to distinguish 

the spoofed packets from the other packets. 

KrishnaKumar et al. [159] have proposed a Hop-count based packet processing approach 

to counter DDoS attacks. Their proposed approach works as follows. First, each packet 

traveling along the router path is marked with a Path Identification (PID) which is 

derived from the concatenation of the hash value of the source IP address and the 

encrypted value of the Hop-count. Then, the router will maintain an accurate mapping 

table that contains both the IP2HC and the calculated PID. The filtering phase is executed 

for each packet with the help of the mapping table at the router by examining both the 

Hop-count value and the PID number marked in the packet header. A packet is 

considered to be legitimate only if its Hop-count and PID values match the ones placed in 

the mapping table. 

Hwang et al. [169] have proposed a three-tier intrusion detection system including 

blacklist, whitelist, and multi-class classifier. They have employed data mining and 

machine learning techniques to create both the whitelist and blacklist and to classify the 

attacks. The blacklist is used to filter out the known attacks from the traffic, and the 

whitelist to identify the normal traffics. 
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Soldo et al. [170] have introduced a framework for studying filter selection focusing on 

the optimal construction of filtering rules based on the source address/prefix. However, 

through their study, they assumed using an intrusion detection system to create the 

blacklist, while the sources of legitimate traffic are also assumed to be known. In 

addition, they considered addresses in the blacklist to be true and not spoofed. 

Simpson et al. [171] have proposed a whitelist-based approach at intermediate routers to 

defeat the DDoS attacks. The whitelist is created at the routers to hold the IP addresses of 

likely legitimate clients by observing outgoing traffic, presenting a challenge though 

proof-of-work, and providing flow cookies. For example, if an intermediate router 

observes TCP data from the server to the client, it whitelist the client IP address. 

Park et al. [172] have proposed a unified rate limiting algorithm to work against both 

Internet worms and DDoS attacks. The idea of their work is to use five execution 

modules to decide whether a packet should be dropped or passed to the destination. The 

modules are put in an order as follows. First, the scheme examines credit value, based on 

the number of failed connections, to filter out packets with invalid credit value. Second, 

the IP spoofing check module is used to decide about the legitimacy of the source based 

on the observed local address and the outgoing IP address. Third, the whitelist approach 

is used to reduce the execution time of the rate limiter by checking the packet 

transmission rate for only the whitelist connections. Fourth, the blacklist approach is used 

to drop packets if their source IP addresses are present in the blacklist. Finally, if a source 

IP address is not listed in either the whitelist or the blacklist, the packet will be validated 

to add its source IP address in either list. The validation is done by monitoring the ACKs 

within a specific time. 
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However, our proposed approach differs from the previously discussed approaches in a 

couple of important respects. First, we have combined using the TTL approach with the 

Whitelist and Blacklist approaches to detect and prevent EDoS attacks. Second, regarding 

the overhead introduced due to the used technique to detect the attack, our approach has 

less overhead since it uses only the IP address and the corresponding TTL value for the 

purpose of detection. Whereas, approaches presented in [169], [171], and [172] introduce 

more overhead as follows. In [169], the detection approach is based on the data mining 

and machine learning, which required more overhead to update the lists. In [172], all the 

packets have to be checked regarding their credit values and their legitimacy, even they 

were already checked and present in the blacklist or whitelist. In [171], the absence of the 

blacklist allows the attacks to make an overhead problem at the routers since the 

approach requires proofing the legitimacy of the sources even they already have been 

identified as malicious. On the contrary, our approach uses the whitelist and the blacklist 

as a first stage to decide about passing or blocking the packets. Thus, the subsequent 

packets will not need a further investigation at all. Third, our approach is more effective 

in terms of false alarm rates due to the thresholds used in our proposed algorithm. Park et 

al. [172] did not consider cases of the IP spoofing attacks where attackers attempt to 

block some of the legitimate clients by adding their source IP addresses to the blacklist. 

On the other hand, in our approach, we used thresholds to handle such case. For example, 

if the source IP address of a client is present in the blacklist due to an IP spoofing attack 

or due to a failure in the validation scheme, then, according to the approach presented in 

[172], the client is no longer able to communicate with the destination unless the blacklist 

is reset. However, in our approach, the client will have chances to verify its legitimacy 
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based on the used thresholds such as the number of failures of the source IP address, and 

the time period of the attack. Moreover, Soldo et al. [170] did not consider the case of 

spoofed IP address in their approach. 

5.4 Proposed Architecture and Algorithms 

As an extension to prior work on EDoS-Shield, we present in this chapter a technique to 

detect EDoS attacks originating from IP spoofed addresses. The same architecture of the 

original EDoS-Shield is used, but with extra fields utilized in the whitelist and blacklist to 

mitigate the IP spoofing attacks that could affect the original EDoS-Shield technique. 

These fields are the TTL values, and a counter of unmatched TTL values in both whitelist 

and blacklist, in addition to the attack start time in the blacklist.  

The TTL values used with both whitelist and blacklist are based on the verification phase 

done at the V-Node. A V-Node has the capabilities to verify legitimate requests at the 

application level using graphic Turing tests [117], such as CAPTCHA or reCAPTCHA 

[119, 162]. If the source IP address passes the test then the final value of the TTL will be 

placed in the whitelist along with the source IP address. If the test fails, the TTL value 

will be placed in the blacklist along with the source IP address.  

In general, the TTL values in the whitelist will be used to filter out the spoofed packets 

that have a spoofed IP address present in the whitelist. This case occurs when the attacker 

is spoofing an IP address which is currently in the whitelist. Thus, the TTL value will be 

used to filter out those packets coming from the attacker, since their TTL value more 

probably do not match the TTL value of the legitimate source address. The TTL values in 

the blacklist will be used as a further filtering phase to reduce the false positives that may 
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occur when the IP address of a legitimate client is spoofed by the attacker and has been 

wrongly placed in the blacklist. For example, when receiving a legitimate packet while its 

source IP address is already in the blacklist, its TTL value will be compared to the one 

placed in the blacklist to decide about its legitimacy.   

The unmatched TTL counter field will be used to reduce the false positives based on the 

exact TTL matching filtering criterion. Instead of dropping packets because of not 

matching the TTL value, a verification phase will be performed at the V-Node as long as 

the “unmatched TTL” counter does not exceed a given threshold. This will reduce the 

false positive results since packets having different TTL values still have a chance to 

verify their legitimacy at a V-Node. 

Changes of the TTL value between a source and a destination are limited over a period of 

time [151, 152, 155, 156]. Based on this assumption, if the number of changes exceeds a 

defined threshold, then these changes could be considered as abnormal and are due to an 

attacker forging the TTL values. Thus, when the threshold is exceeded, packets coming 

from the corresponding IP address, which is present in the blacklist, will be dropped 

without any further verification. 

The attack timestamp field in the blacklist is used to record the start time of the attack 

which is the time at which the source IP address is placed in the blacklist. The timestamp 

field will be utilized to make the verification phase at the V-Node more restricted during 

the attack. For instance, if a packet arrives during the lifetime of the attack with a source 

IP address that is present in the blacklist, it will be dropped without performing a further 

verification phase. On the other hand, if the packet arrives after the attack’s lifetime 
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elapses, then a verification phase will be performed since there is a probability that it is a 

non-spoofed packet. 

To avoid accumulating spoofed IP addresses in the blacklist which could be done 

maliciously by the attacker, both the start time and the common lifetime of the attack 

[163] can be used to estimate the end of the spoofing. In this case, the source IP address 

can be removed from the blacklist.  

Algorithm 5.1 describes the actions at the VF node when receiving a packet. At the VF, 

the filtering phase is kept simple with negligible overhead. A packet will be forwarded 

directly to the destination only if its source IP address is found in the whitelist and its 

TTL value matches the TTL mapped to the IP address present in the whitelist. Otherwise, 

packets will be forwarded to V-Nodes for further investigation. 

 

Algorithm 5.1:  VF Actions  

Input: 

     P  Packet 

     S  Packet source IP address  

     D  Packet destination IP address 

     B  Blacklist 

     W  Whitelist 

     TTL  Packet TTL value 

Begin: 

If (S є W  and  W[S].TTL==TTL) 

         Forward P to D 

Else  

         Forward P to a V-Node 

End 
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Algorithm 5.2 describes the actions taken by a V-Node when receiving a packet. Figure 

5.1 shows an abstracted view of Algorithm 5.2. At the V-Node, when receiving a packet 

from the VF, there are four cases based on the presence of its source IP address in the 

whitelist and/or blacklist, as shown in Algorithm 5.2. These cases are: The source IP 

address is new (first come), it is already present only in the whitelist, it is already present 

only in the blacklist, and it is present in both lists. 

For the first case, where the source IP address is neither in the whitelist nor in the 

blacklist, the V-Node will perform a verification phase using Graphical Turing test. If the 

test passes, the IP address along with the TTL value will be placed in the whitelist and the 

unmatched counter will be initialized to zero. If the test fails, the IP address along with 

the TTL value will be placed in the blacklist; and the timestamp and unmatched counter 

will be initialized to the current time and zero, respectively.  

For the second case, where the source IP address appears only in the whitelist, the V-

Node will perform a verification phase. If the test passes, the corresponding TTL value in 

the whitelist will be updated to the new value obtained from the last verified request. If 

the test fails, the unmatched TTL counter in the whitelist will be incremented and the 

source IP address will be added to the blacklist with its TTL value and timestamp. 
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Algorithm 5.2:  V-Node Actions  

Input: 

     P Packet 

     S Packet source IP address  

     TTL Packet TTL 

     D Packet destination IP address 

     B Blacklist 

     W Whitelist 

     Threshold Constant representing maximum unmatched TTL 

     LifeTim Constant representing the common Attack’s duration 

Begin: 

If (S B) { 

Send to S a graphic Turing test 

If (passes) { 

If (S  W) { 

WW+W[S]; W[S].TTL=TTL; W[S].unmatched=0;} 

Else 

W[S].TTL=TTL 

Forward P  to D } 

Else {  

BB+B[S]; B[S].TTL=TTL; B[S].unmatched=0 ;  

B[S].timestamp=CurrentTime 

If (S є W) W[S].unmatched++   

Drop P   }  } 

Else {    // (S є B )   

During =  ((CurrentTime - B[S].timestamp) <LifeTime) 

ExceedThr = (B[S].unmatched  > Threshold) 

MatchesTTL= (B[S].TTL==TTL)   

If (  During  and  (MatchesTTL  or  ExceedThr)) 

Drop P 

Else { 

Send to S a graphic Turing test 

If (passes) { 

If (S  W) { 

WW+W[S]; W[S].TTL=TTL; W[S].unmatched =0; } 

Else{ 

W[S].TTL=TTL; W[S].unmatched =0 } 

If (Not During) 

BB - B[S] 

Forward P to D } 

Else { 

Drop P   

If (Not During) { 

B[S].TTL=TTL; B[S].unmatched =0 ; 

B[S].timestamp=CurrentTime  } 

Else {  

B[S].unmatched ++ 

If (S є W)  

 W[S].unmatched ++  

 } 

}       } 

} 

End 
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Figure 5.1: Main activities at V-node side 
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For the third case, where the source IP address appears only in the blacklist, the packet 

will be dropped when its TTL value matches the corresponding TTL value in the blacklist 

or when the unmatched TTL counter in the blacklist reaches the threshold during the 

attack’s lifetime. We are assuming that two different sources will not have the same TTL 

value, since the probability of having the same TTL value for two different sources is 

very low. Otherwise, the V-Node will perform the verification phase. If the test passes, 

the packet will be forwarded to the destination and its source IP address will be placed in 

the whitelist along with the packet TTL value. If the test fails, the packet will be dropped 

and the corresponding entry in the blacklist will be updated as follows. If the packet is 

received within the attack’s lifetime, the unmatched TTL counter will be incremented. If 

it is received after the attack’s lifetime elapses, the corresponding fields, i.e., TTL, 

timestamp, and unmatched TTL counter, in the blacklist will be reset to packet TTL, 

current time, and zero, respectively. 

For the fourth case, the source IP address appears in both lists, which means that the 

incoming traffic at the V-Node side might have some packets with spoofed IP addresses 

and some other legitimate packets. In such a case, as shown in Algorithm 5.2, the packet 

will be dropped when its TTL value matches the TTL mapped to its source address in the 

blacklist, or when the unmatched TTL counter in the whitelist reaches the specified 

threshold within the attack’s lifetime. Otherwise, the V-Node will perform a verification 

phase. If the test passes, the packet will be forwarded to the destination and its 

corresponding entry in the whitelist will be updated by the new TTL value and by 

resetting the unmatched TTL counter to zero. If the test fails, the packet will be dropped 

and the unmatched TTL counters in both whitelist and blacklist will be incremented if the 
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packet is received within the attack’s lifetime. If the packet arrives after the attack’s 

lifetime elapses, then the corresponding entry in the blacklist is updated so that its fields, 

i.e., TTL, timestamp, and unmatched TTL counter, will hold the new values, i.e., packet 

TTL, current time, and zero, respectively. 

5.5 Security and performance Issues 

Considering a legitimate client with IP address S targeting a cloud service with IP address 

D, the normal behavior for a client is when no attacker is spoofing the IP address S that 

communicates with D. In such a case, the first request from S will be verified at the V-

Node and added to the whitelist; and as long as the subsequent packets have the same 

Hop-count, they will be forwarded directly to the target address D without being routed 

through the V-Nodes. If the TTL value changes while S is in the whitelist, the packet will 

not be dropped as long as the number of changes indicated by the unmatched TTL 

counter does not exceed the threshold. 

A simple attack could occur when the attacker is using a fixed spoofed source IP address 

without altering the initial TTL value. In such a case, the first request will be forwarded 

to a V-Node for the verification phase. Since it will fail the test, the spoofed IP address 

will be added to the blacklist along with its TTL value and the start time of the attack. 

The subsequent packets will be dropped in case of matching the corresponding TTL 

present in the blacklist. Otherwise, a request will go through the verification phase as 

long as the unmatched TTL counter does not exceed the given threshold or if the packet 

arrives after the attack’s lifetime elapses. 
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A more sophisticated attack could happen when the attacker changes the initial value of 

the TTL for each request, leading to a verification phase for each request, since dropping 

only occurs when matching the TTL in the blacklist. However, to reduce the overhead 

that occurs due to the verification phase at the V-Nodes, the unmatched TTL counter and 

the timestamp values in the blacklist are used to limit the number of verification steps. 

Therefore, the verification phase will only take place if the unmatched counter does not 

reach the threshold or when the request arrives after the attack’s lifetime elapses. 

However, there are two cases, namely the whitelist case and the blacklist case in which 

an attacker could utilize IP spoofing to bypass the filtering mechanism proposed in the 

original EDoS-Shield technique, presented in chapter 4. 

Whitelist Case. In this case, a V-Node has identified the source IP address as a 

non-spoofed address, and therefore this IP address has been placed in the whitelist. A 

problem might occur when an attacker sends requests with a spoofed IP address which is 

already in the whitelist targeting the same protected cloud service. A scenario of such a 

case is that the attacker initially sends a legitimate request so that its IP address can be 

added to the whitelist as a legitimate source. Then, the attacker could control a number of 

zombies to generate an extensive number of requests having his whitelisted IP address as 

a source IP address, which represents a spoofed address in this case. In such a scenario, 

all packets will bypass the filtering scheme, and thus will lead to flooding the victim’s 

targeted service. 

Figure 5.2 explains the scenario in which a fixed spoofing method is used to spoof the 

source IP address S that has already been approved and is present in the whitelist. Then, 

zombies will use S as a source IP address to flood the destination D. Thus, only those 
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packets having the final TTL values matching the TTL value in the whitelist will pass 

through the VF to the destination D. This could occur if the flooding sources have the 

same Hop-count to the destination, i.e., same as the Hop-count between S and D. But, 

such a case has a low probability to occur as was discussed in the previous section.  

However, since zombies use the same IP address S present in the whitelist, it is easy to 

detect such attack based on the spike of the traffic rate, because all the incoming packets 

in this case have the same source IP address S. Once this gets detected, the source IP 

address will be placed in the blacklist along with a timestamp, and it will be removed 

from the whitelist. Another way, presented in Algorithm 5.1, to mitigate the attack in 

such a case is to use TTL values to filter the packets at the VF before forwarding them to 

the destination even if their source IP address is present in the whitelist. In fact, the 

accuracy of the filtering phase at the VF in such a case is guaranteed when the final TTL 

value of a spoofed packet does not match the TTL value present in the whitelist. This is 

valid when assuming that the attacker will not forge the initial values of the TTL field in 

the IP header to make the final TTL values match the one present in the whitelist. The 

validity of such assumption is obtained from observing that most of the available DDoS 

attacking tools including TFN2k [164] and Stacheldraht [165] do not modify the initial 

TTL values [166, 167]. Moreover, for a sophisticated attack that could change the initial 

value of the TTL, still it is difficult for the attacker to know the actual Hop-count 

between the flooding zombie source and the victim [159]. 
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Figure 5.2: Whitelist case scenario 
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Blacklist Case. In this case, a V-Node has identified an IP address as a spoofed 

address and that IP address has been placed in the blacklist. A problem might occur when 

a legitimate client, having the same IP address as the one that has already been placed in 

the blacklist, is sending a request targeting the protected cloud service. If we decide to 

block all requests having the blacklisted IP address targeting the same protected cloud 

service, then also the legitimate client’s requests will be blocked leading to a behavior 

similar to that of a denial of service attack. Figure 5.3 describes such a problem along 

with the mitigation scenario.  

To mitigate such type of attacks, according to our proposed filtering technique, instead of 

blocking the subsequent packets coming from a blacklisted IP address, these packets have 

to be forwarded to the V-Nodes for further investigation as it is shown in Figure 5.3. If a 

legitimate client, having S as a source IP address, sends a request during the attack 

lifetime, then it will go through the verification phase as long as the unmatched counter 

does not reach the threshold. Upon the success of the test, S will be added to the whitelist 

leading to a mixed state where S is present in both the whitelist and the blacklist. This 

means that the subsequent packets having S as a source IP address will be filtered based 

on the information given in both the whitelist and the blacklist, i.e., TTL, timestamp, and 

unmatched TTL counter, as it is described in Algorithm 5.2. 

If a legitimate request arrives after the attack’s lifetime elapses, then it will go through 

the verification phase. Upon a successful verification, it will be added to the whitelist in 

addition to removing S from the blacklist. After removing the corresponding IP address 
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from the blacklist, the subsequent packets will be filtered at the VF based on both the 

source IP address and the TTL value. 

One case that may lead to a false positive decision is when a legitimate request from S 

arrives during the attack’s lifetime and has a TTL value equals to the TTL value 

corresponding to S present in the blacklist. However, the probability of having such a 

case is very low as was discussed earlier. 
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Figure 5.3: Blacklist case scenario 
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5.6 Analytical Model 

In this section, we present the analytical model of the enhanced EDoS-Shield mitigation 

techniques. Figure 5.4 shows the queuing network that represents the architecture of the 

mitigation technique which is similar to the architecture of the original one but with 

different algorithms implemented at the VF and V-Node. The input to the model  

In this section, we present the analytical model of the enhanced EDoS-Shield mitigation 

techniques. Figure 5.4 shows the queuing network that represents the architecture of the 

mitigation technique which is similar to the architecture of the original one but with 

different algorithms implemented at the VF and V-Node. The input to the model is an 

aggregated traffic from different sources including attackers’ requests. The aggregator 

can be implemented within the LB. We have considered the Poisson nature of the 

incoming requests as it is discussed in chapter 3.  

In the analytical model as well as in the simulation model, we evaluated the performance 

metrics including the end-to-end response time, computing resources utilization, and the 

throughput rate. As it is the main concerns with the EDoS attacks, we studied the cost 

evolution when applying the mitigation technique.  

The analytical model for the enhanced mitigation technique is similar to the one of the 

original EDoS-Shield, discussed in Chapter 4, except of some parameters that should be 

set to values corresponding to the studied cases with the enhanced EDoS-Shield 

technique. Mainly, the percentage of the attack requests that may pass the filters toward 

the destination, i.e. the false positive rate due to the filtering mechanism in the enhanced 

technique, will differ than the one uses with the original EDoS-Shield.  
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In the original EDoS-Shield, the false positive rate is zero as we assumed that it is 

protected against IP spoofing attacks. However, in the enhanced technique, the false 

positive rate is subjected to the attack cases. In the other words, the equations of the 

analytical model used for analyzing the original EDoS-Shield have been utilized to 

analyze the enhanced mitigation technique while involving the false positive rate in the 

arrival rates to the subsystems of the model.  

The studied metrics have been evaluated based on the corresponding equations discussed 

in Chapter 4. The queuing model has been summarized in Table 5.1. 

All the metrics listed in Table 5.1 have been evaluated based on the corresponding 

equations while setting 1  and 2  to be the legitimate rate plus the false positive rate. We 

have not considered the false negative rate since all the studied cases have no false 

negative rates according to our proposed technique. 

We studied two different cases of the EDoS attacks to evaluate the enhanced mitigation 

technique, which are the whitelist case, and the blacklist case discussed above in Section 

5. Each case has a different false positive rate based on the behavior of the attack and the 

used mitigation technique. The false positive rate plays the main role on the results of the 

analytical model. 
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Figure 5.4: Mitigation techniques’ queuing model 
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Table 5.1: A summary of the equations of the analytical model 
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Description: 

2link is the capacity of the link from a VF to the cloud service. 

1S is the number of the instances representing the VFs. 

S is the number of instances representing the cloud service. 

1 is the processing rate of a VF. 

2 is the processing rate of a cloud instance. 

1 is the rate of the requests forwarded by a VF towards the target cloud service (receiver). 

2 is the rate of the total requests that arrived at the cloud service. 

 

  



 

 

156 

For the whitelist case, we assumed that an attacker is generating normal requests toward 

the victim just to place his source IP address in the whitelist. Then, later, the attacker will 

command the compromised machines, zombies, to flood the victim by automated 

requests having the source IP already present in the whitelist. Thus, the requests coming 

from the attacker master node will pass the VF to reach the cloud service since requests 

have IP address present in the whitelist and their TTL values match the one in the 

whitelist. Moreover, some of the automated requests from the zombies will pass the VF 

when their TTL values match the one present in the whitelist. We assumed that the 

zombies are distributed randomly around the master node of the attacker so that their 

TTL values will have random values out of 255 as the maximum value of the TTL field. 

As a result, the percentage of the false positive rate for such attack case can be calculated 

as follows: 

255

1

__

1
_ 

sourcesattacknum
pFalse , 

where sourcesattacknum __  is the number of sources generating the attack requests. For 

example, when the number of the attack sources is 10, the pFalse_ will be about 

0.1039. 

For the blacklist case, we assumed that an attacker is spoofing an IP address related to a 

user to send a malicious request toward the protected cloud service just to place that 

legitimate source IP address in the blacklist. However, according to the enhanced 

mitigation technique’s algorithms, such case will not prevent the legitimate requests from 

reaching the cloud service as the legitimate user will have a chance to verify its 

legitimacy even his IP address is present in the blacklist. The problem is that the IP 
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address will be present in both the blacklist and the whitelist at the same time. As a result 

of such mixed case, some of zombies’ requests may reach the protected cloud service as 

long as their TTL values match the one present in the whitelist corresponding to the 

legitimate source IP address. For such case, we assumed that the zombies are also 

distributed randomly around the legitimate user’s machine so that their TTL values will 

have random values out of 255. Thus, the percentage of the false positive rate for the 

blacklist case is about 1/255, which is about 0.0039.  

5.7 Selecting System Parameters 

We have set the parameters required for the simulation model as well as for the analytical 

model based on the discussions presented in Chapter 4, which can be summarized as 

follows: 

1- The capacity of the target cloud instance and the V-Node, as small instances, 

is set to 100 Req/sec. 

2- The average service time of VF, as a large EC2 instance, is set to 108 s 

which is equivalent to a rate of 9260 Req/sec. 

3- The capacity of the links in the cloud infrastructure is set to 10 Gbps.  

4- Two running virtual firewalls. 

5- V-Nodes and Cloud instances are assumed to be horizontally scalable. 

6- The number of initial running cloud instances is 5. 

7- The provisioning overhead is of 55.4 sec. 

8- The upper utilization threshold is of 80%. 
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9- The scaling size is variable based on the optimization technique discussed in 

Chapter 3. 

10- The price of the small instance and the large instance is $0.115 and $0.46 per 

hour, respectively.   

11- The bandwidth price is of $0.01 per GB in/out data transferred. 

Regarding the threshold that has been used at a V-Node to represent the maximum 

allowable changes made to a TTL value in the proposed algorithm of the enhanced 

mitigation, it has been set to a value of 5. This is based on results which reported that 

about 95% of the studied paths had fewer than 5 observable daily changes [151]. The 

lifetime of the attack used in the filtering and verifying steps at the V-Node has been set 

to a value of one hour [163]. The TTL values have been generated randomly between 1 

and 255. 

5.8 Simulation Setup 

We have conducted a discrete event simulation experiment to evaluate our proposed 

mitigation technique considering the performance of the protected cloud service when 

deploying the proposed architecture. The performance has been studied in terms of key 

performance indicators which include end-to-end response time, computing resources 

utilization, and throughput. Since the main goal of the proposed architecture is to protect 

the cloud service against the EDoS attacks, we have also evaluated the cost associated 

with the computing resources and bandwidth allocation at the protected cloud service 

side. 
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We have studied and evaluated four different scenarios using the discrete event 

simulation model discussed in the previous section. In the first scenario, we have 

assumed that the cloud service was not protected at all against the EDoS attacks which 

represents the worst case scenario, i.e., without any mitigation technique. In the second 

scenario, we have assumed the original EDoS-Shield mitigation technique has been used 

to mitigate the attack. In the third scenario, our proposed enhanced EDoS-Shield 

mitigation technique is used to protect the cloud service. The last scenario is considered 

as the base scenario in which we are assuming there is no attack at all, and therefore it 

represents the optimal case. 

The simulation followed closely and carefully the guidelines given in [82] including the 

use of independent replications with different initial seeds that were ten million apart, and 

avoiding any overlapping in the random number streams during the simulation. 

We have assumed a fixed input rate of 400 Req/sec representing the rate of the legitimate 

requests coming from clients and a variable input rate ranging from 400 Req/sec to 8000 

Req/sec representing the rate of the attack traffic generated from 200 sources. The arrival 

rate has been assumed to follow a Poisson distribution. 

One of the measurements that we have studied using the simulation is the cost associated 

with the computing resources and bandwidth allocations at the protected cloud service 

side. The cost with regard to the computing resources has been calculated based on the 

equation given in [168] as follows: 

trans

m

i

i

cpu

ibaset CPUmtRCPUCPU  )1(cos  
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where cpu

iR is the CPU Utilization at the i
th

 allocation, it  is the duration of i
th

 allocation, 

CPUbase is the base price charged for the smallest amount of CPU time allocation, 

CPUtrans is the transfer fee charged each time we change the CPU allocation, and m 

represents the total number of changes. For simplicity, we have assumed that the CPUtrans 

is zero, by assuming one billing cycle during the attack period.  

Finally, the output of the proposed analytical model has been compared to the simulation 

results. The relative error % is used to measure the accuracy of the queuing model results 

compared to the simulation model results. The percentage of the Relative error has been 

determined based on Eq. (3.9). 

5.9 Results and Discussion 

We have considered two cases which are the whitelist case, and the blacklist case. Both 

cases have been evaluated by the simulation as well as by the analytical model. 

5.9.1 Whitelist Case Results 

Figure 5.5 presents the response time evaluation, and it is obvious from the results that 

the original EDoS-Shield scenario behaves similarly to the scenario with no mitigation 

technique. This is expected since the original EDoS-Shield will not filter out any packet, 

since all the packets coming from zombies have the source IP address that is already 

approved and placed in the whitelist. Moreover, the original EDoS-Shield causes more 

delay as requests will encounter extra delay at the VF and also through the link from the 

VF to the cloud service. However, the enhanced EDoS-Shield technique will filter out 

most of malicious requests based on the TTL values.   
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For the attack rates from 400 to 4800 Req/sec, the enhanced EDoS-Shield technique 

shows response time results less than the results obtained for the base case due to using 

more instances added by the provisioning technique to cope with the spike caused by the 

false positive rates reaching the destination. Since the false positive rate increases along 

with the attack rate increases, the attack traffic reaching the destination makes an 

overhead at the destination so that the average utilization exceeds the threshold and hence 

the provisioning occurs to add more instances to the cloud service. However, for the 

attack rates below 4800 Req/sec, the attack rate reaching the destination consumed a little 

computing power of the added instances leading to less average response time compared 

to the base case. Whereas, for the attack rates above 4800 Req/sec, the attack rate 

reaching the destination consumed most of the computing power of the added instances 

leading to an average response time greater than the one observed for the base case. 

 In fact, some requests arriving from the attacker node will behave as legitimate requests 

as long as their TTL values match the one in the whitelist, and therefore, such requests 

will not be filtered out and will reach the destination. Since we design the simulation with 

200 attacker’s sources, the amount of the attack traffic that will reach the destination is 

about 0.5% of the total attack traffic. Furthermore, since TTL value have been set 

randomly, about (1/255) or 0.39% of the traffic arriving from the zombies, having a TTL 

value matching the one initiated by the attacker, will also not be filtered out and will 

reach the destination. Thus, when comparing the enhanced EDoS-Shield to the optimal 

case, results show an increase of the response time, the computing resources utilization, 

and the cost due to such false positive rates.  
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Figure 5.6 shows the performance of the evaluated scenarios in terms of the computing 

resources utilization. It is obvious from the results that the average utilization does not 

exceed the upper threshold, 80%, used in simulation. However, the proposed enhanced 

EDoS-Shield mitigation technique outperforms the original EDoS-Shield in terms of the 

computing resources utilization as it uses fewer resources than the original one. 

Nonetheless, there is still an increase in the computing resources utilization with the 

enhanced proposed technique compared to the optimal case. This is due to processing 

about 1% of the attack traffic, which is the false positive rate that passes the filter. 

Figure 5.7 shows the results of the cost associated with the computing resources and 

bandwidth allocations, assuming that the attack lasts for 10 hours. The results show that 

when not applying the mitigation technique or when using the original EDoS-Shield, the 

cost increases significantly with the increase of the attack rate. This is due to consuming 

more computing resources for processing the attack traffic which was also indicated 

clearly by the utilization results presented in Figure 5.6. However, the little increases in 

the cost of the enhanced EDoS-Shield compared to the base case is due to the cost of the 

mitigation technique itself, i.e., the cost incurred at VFs and V-Nodes. 

Regarding the throughput rate, it is expected that the throughput of the legitimate requests 

will not be affected by the attack rate even without applying the mitigation technique as it 

is shown in Figure 5.8. This is due to the fact that the targeted cloud service is an on-

demand cloud–based service. According to the nature of the cloud computing system, 

i.e., scalability nature, we assumed that there are enough on-demand cloud resources to 

be provisioned to the cloud instances executing the service. As a result, there is no 

degradation of the throughput rate of the legitimate requests in all of the evaluated 
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scenarios except in case 2 where the attacks caused blocking of all the legitimate traffic, 

when the original EDoS-Shield technique is used. 

Figure 5.9 shows the corresponding evaluation results for the analytical model when 

considering the whitelist case scenario. In general, the analytical model and the 

simulation model are very close to each other for all the studied metrics indicating a 

validation of the analytical model for the enhanced EDoS-Shield mitigation technique.  

The resulted relative error percentage presented in Figure 5.10 for the whitelist case 

scenario shows a good accuracy in terms of the response time with maximum error of 

about 0.5%. Also, the accuracy of the utilization and the cost results shows a maximum 

error percentage of about 0.1%. 
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Figure 5.5: Whitelist case, simulation results for the end-to-end response time 
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Figure 5.6: Whitelist case, simulation results for the computing resource utilization 
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Figure 5.7: Whitelist case, simulation results for the cost evaluation 
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Figure 5.8: Whitelist case, simulation results for the legitimate client throughput rate 
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Figure 5.9: Whitelist case, analytical vs. simulation results with respect to the evaluated metrics 
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Figure 5.10: Whitelist case, relative error percentage of the analytical model 
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5.9.2 Blacklist Case Results 

For the blacklist case, as it is obvious from all the figures related to the performance of 

the blacklist case, all the measurement metrics of the original EDoS-Shield technique 

have results of zero. This is due to blocking all the legitimate traffic targeting the cloud 

service, since their source IP address has already been verified to be a spoofed address 

and therefore has been added to the blacklist. 

For the enhanced EDoS-Shield, results show that it has a performance that is close to the 

optimal base case. This is because the spoofed source IP address used by the attacker will 

be added to the blacklist. And, later that source IP address of the legitimate traffic will 

pass the verification phase to be added to the whitelist leading to a mixed case where that 

IP address will present in both the blacklist and the whitelist. As a result, all the 

legitimate traffic will pass the filter at VF and reach the destination. However, few of the 

attack traffic will be forwarded to the destination causing a little increase in the end-to-

end response time, computing resources utilization, and the cost shown in Figures 5.11, 

5.12, and 5.13 respectively. 

Figure 5.15 shows the results obtained from the analytical model regarding the enhanced 

EDoS-Shield compared to its simulation results when considering the blacklist case 

scenario. In general, the analytical model and the simulation model are very close to each 

other for all the studied metrics with relative error percentage less that 0.3% as it is 

shown in Figure 5.16. 
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Figure 5.11: Blacklist case, simulation results for the end-to-end response time 
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Figure 5.12: Blacklist case, simulation results for the computing resource utilization 
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Figure 5.13: Blacklist case, simulation results for the cost evaluation 
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Figure 5.14: Blacklist case, simulation results for the legitimate client throughput rate 
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Figure 5.15: Blacklist case, analytical vs. simulation results with respect to the evaluated metrics 
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Figure 5.16: Blacklist case, relative error percentage of the analytical model 
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  CHAPTER 6    

 

CONCLUSION AND FUTRE WORK 

This chapter presents a summary of our major contributions and findings in this 

dissertation work to model and mitigate the EDoS attacks targeting the cloud computing 

environment. It also gives indications of future research directions. 

This dissertation first presented a literature review focusing on the taxonomy of the cloud 

computing attacks as well as the EDoS attacks targeting the cloud computing services, 

and then studied the impact of EDoS attacks on the performance and cost metrics of 

cloud computing services. Finally, this dissertation developed and modeled mitigation 

techniques to detect and prevent EDoS attacks. The major contributions and findings of 

this dissertation are summarized below. 

Security of the cloud computing has been pointed as the main concern and challenge to 

the growth of this evolving paradigm. As a first contribution, in Chapter 3, this 

dissertation presented a study about the impact of the EDoS attacks on the cloud 

computing services. We developed a simulation model verified by analytical models to 

study such impact of EDoS attacks, considering a number of performance metrics. These 

metrics include end-to-end response time, utilization of computing resources being 
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consumed, and the incurred cost resulting from the attack. The proposed analytical model 

is convenient to show the impact of EDoS attacks on both the performance and cost 

issues for the services offered by cloud computing. Although we concentrate on modeling 

the EDoS attack against cloud computing, the proposed model is also suitable for other 

similarly behaving attacks such as DDoS. Based on the obtained results from the 

evaluation models, we found that the EDoS attack has a considerable impact on both the 

performance metrics and the cost of the cloud services. For example, results showed that 

at an attack rate of 6,000 Req/sec, the total cost is about 15 times the normal case where 

no attack takes place. In addition, even though the main target of EDoS attacks is to 

charge the cloud adopters more cost due to the attack activities, we also found that it has 

an impact on the performance metrics of the cloud computing services such as the end-to-

end response time. 

As it is the case with DDoS attacks, an EDoS attack is more sophisticated and 

consequently more difficult to detect as its behavior is becoming closer to the legitimate 

clients. Thus, as a second contribution, this dissertation in Chapter 4, described a novel 

architecture, namely EDoS-Shield, which is deployable as an on-demand cloud-based 

EDoS mitigation technique. We developed discrete simulation and analytical models to 

verify the effectiveness of the EDoS-Shield mitigation technique. Based on the results 

obtained from both the simulation and analytical models, we found that EDoS-Shield is 

an effective approach in terms of performance and cost metrics, when considering that it 

is protected against the IP spoofing attacks. In addition, EDoS-Shield has more 

contributions as follows. First, our proposed approach reduces extremely the overhead 

due to indirect routing since subsequent packets after the first successful request would 
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be forwarded directly to the protected cloud service. Second, our proposed technique 

does not require that the IP addresses of the verifier nodes be clear to the public; hence 

reducing the probability of exploiting these nodes. Finally, unlike most of the overlay-

based approaches, our approach does not suffer from the problem of location-hiding as it 

is not required in our approach to hide the location of the protected cloud service. 

In the original EDoS-Shield technique, the decision to forward or drop a packet is mainly 

based on the source IP address present in the whitelist and blacklist. Thus, it is as 

important to consider the case of IP spoofing when mitigating EDoS attacks. As a third 

contribution, this dissertation in Chapter 5, developed a novel and practical approach 

using a Graphical Turing test and TTL values from the IP header to update the whitelist 

and blacklist in order to mitigate EDoS attacks originating from spoofed IP addresses. 

The proposed approach is an enhancement to the EDoS-Shield where we considered 

different security issues regarding the proposed approach. In addition, we developed an 

analytical model for the enhanced EDoS-Shield to verify the simulation results. Based on 

the results obtained from both the simulation and analytical models, we found that it is an 

effective approach to mitigate EDoS attacks originating from spoofed IP addresses. 

Moreover, the enhanced EDoS-Shield technique also outperforms the original EDoS-

Shield in all studied performance and cost metrics. 

In the context of cloud computing, auto scaling is one of the main mechanisms used to 

assure QoS for cloud services as well as the efficient usage of resources. While modeling 

the cloud services, we found that the configuration parameters of the provisioning 

mechanism have a notable effect on the performance of cloud services. One of such 

important factors is the setting of thresholds that control the triggering of the auto scaling 
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policies, for the purpose of adding or terminating resources from the auto-scaling group. 

Thus, in this dissertation, as a fourth contribution, we simulated and studied the impact of 

setting the upper utilization threshold on the performance of the cloud services. In 

addition, we formulated and solved an optimization problem for tuning the upper 

utilization threshold based on input loads. Even though we focus on a specific case study, 

such evaluation will help in understanding and deciding about the optimal threshold. The 

optimal threshold should lead to minimizing the cost in terms of the number of allocated 

instances and to provide an acceptable QoS for the cloud services. 

Another important factor in the auto-scaling mechanism is the scaling size factor which 

has an impact on the performance of cloud services. The scaling size refers to the number 

of instances that will be added every time the provisioning process takes place to add 

more resources to cope with the spikes of the incoming load. The spikes in the incoming 

load might occur due to normal behavior of the cloud customers or due to malicious 

behavior such as EDoS attacks. Thus, in this dissertation, as a fifth contribution, we 

simulated and studied the impact of the scaling size during the provisioning process on 

the performance of the cloud services. In addition, we formulated and solved an 

optimization problem for tuning the scaling size of the provisioning mechanism 

considering both the cost and the response time. The study will help in understanding and 

deciding about the optimal scaling size that leads to minimizing the cost, and to provide 

an acceptable QoS for the cloud services. 

Some directions for future work include the following. First, a suggested future work is to 

conduct an experimental implementation to validate the effectiveness of both the original 

EDoS-Shield and the enhanced one for mitigating EDoS attacks. Second, it would be 
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interesting to extend the work done in this dissertation regarding the optimization 

problems for the purpose of tuning the provisioning mechanism parameters. For example, 

one could investigate tuning more parameters including monitoring window size, lower 

utilization threshold, and delay constraints. Third, another suggested future work is to 

evaluate the impact of EDoS attacks on the cloud computing services, while considering 

the spot pricing model instead of the on-demand pricing model that we have used through 

this dissertation. Finally, as a future work, we suggest investigating the impact of EDoS 

attacks using an experimental test bed to validate the findings obtained from both the 

simulation and analytical models that we have carried out to study the impact of EDoS 

attacks on the cloud computing services. 
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