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We present experimental and theoretical results on single- and multiple-electron capture, and fragmentation,
in C6+ + C60 collisions at velocities in the vcol = 0.05 − 0.4 a.u. range. We use time-of-flight mass spectrometry
and coincidence detection of charged fragments to separate pure target ionization from processes in which
the C60 target is both ionized and fragmented. The coincidence technique allows us to identify different types
of fragmentation processes such as Cq+

60 → Cq+
58 + C2 and Cq+

60 → C(q−1)+
58 + C+

2 . A quasimolecular approach is
employed to calculate charge transfer and target excitation cross sections. First-order time-dependent perturbation
and statistical methods are used to treat the postcollisional processes: the calculated rate constants for C2 and C+

2

emission from the excited and charged fullerene are then used to evaluate the fragmentation dynamics. We show
that the target ionization cross section decreases with the induced target charge state and the impact energy. C2

emission from Cq+
60 is found to dominate when q � 2 while C+

2 emission dominates when q � 5, in agreement
with the present and previous experimental results.

DOI: 10.1103/PhysRevA.90.032701 PACS number(s): 34.50.−s, 36.40.Qv, 34.10.+x, 34.70.+e

I. INTRODUCTION

Over the past decades, fullerenes have been extensively
studied by means of various excitation and ionization agents,
such as photons [1–3], electrons [4–8], ions [9–24], or
laser pulses [25–30]. It has been demonstrated that hot
fullerene ions produced in these interactions may cool down
by electron emission [29,31–33], radiative decay [34,35],
or by statistical fragmentation processes [36–39]. In the
last case, this is typically manifested by long sequences of
neutral C2 emissions (see, e.g., Ref. [40]). The lowest-energy
dissociation channel for moderately charged fullerenes is close
to 10 eV, e.g., 10.64 eV for C+

60 [41,42]. Due to their high
heat capacities (many degrees of freedom) internal energies
well above the dissociation energy threshold are required to
observe unimolecular fullerene decay on the experimental
time scales: microseconds. This was unambiguously shown
by the authors of Refs. [22,23], where the excitation energies
of the fragmenting fullerenes in keV H+ + C60 → H− + C2+

60

and F2+ + C60 → F− + C3+
60 collisions were measured to be

�50 eV. These results are important benchmark data for
the validation of statistical models and molecular dynamics
simulations, which have been commonly used to guide
interpretations of experimental results [36,39,43–45].

Up to this date, statistical models have only been used
to calculate the branching ratios for neutral fragment emis-
sions (e.g., C2 and C4) from fullerene ions in low charge
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states [46–49]. However, it is well established that charged
fragment emission becomes more important as the fullerene
charge state increases due to the increase in the internal
Coulomb repulsion. As a consequence, C+

2 emission becomes
a competitive processes for C3+

60 [50]. According to density
functional theory calculations, Cq+

60 [51] and Cq+
70 [52] are

thermodynamically unstable for q > 5, while so-called fission
barriers prevent even much more highly charged systems to
decay promptly [53]. Indeed, Cq+

60 ions in charge states up to
q = 12 have been observed in time-of-flight experiments [54],
thus showing stability in the μs time scale.

In the laboratory, highly charged keV ions can be used to
ionize fullerenes and to study the competition between neutral-
and charged-fragment emissions from multiply charged Cq+

60
(typically q ∼ 1–7) [10,11,15,24]. In such collisions, electrons
may be captured at large distances with low internal fullerene
heating due to nuclear and electronic stopping processes.
The cross sections for charge transfer processes have been
successfully rationalized with the aid of the classical over-
the-barrier model treating the C60 molecule as a conducting
sphere [11,55,56]. This model relies on the assumption that
there is a (quasi) continuum of projectile capture states at the
top of the barrier for electron transfer.

In the present work, we go one step further in our
understanding of ionization and fragmentation of fullerene
by ion projectiles in high charge states. In particular, using
a similar approach as in the combined experimental and
theoretical study of He2+ + C60 collisions [24], we report
results for the C6+ + C60 collision system. We thus address
the stability of the C60 fullerene in high charged states.
Since the collision time (subfemtoseconds) is much shorter
than the vibrational periods of C60 (approximate picoseconds),
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FIG. 1. (Color online) Schematic of the experimental set up
(see text).

the ionization and fragmentation processes are treated sepa-
rately in the theoretical calculations.

The paper is organized as follows. In Sec. II we briefly de-
scribe the present experimental mass-spectrometry technique.
In Sec. III we describe how we calculate absolute charge
transfer cross sections, energy transfers due to inner-shell
capture processes, and branching ratios of C2 and C+

2 emission
as functions of the fullerene charge state and internal energy.
In Sec. IV we compare our calculations with the present and
earlier experimental results. Finally, we summarize our main
conclusions in Sec. V.

II. EXPERIMENTS

The experiments have been performed at the ARIBE
facility [57], the low-energy ion beamline of GANIL in Caen,
France. A schematic of the crossed beam collision device [58]
is given in Fig. 1.

The C6+ ions are produced in an electron cyclotron
resonance ion source and are accelerated to kinetic energies
between 30 and 60 keV. The ion beam is mass-over-charge
selected by an analyzing magnet. We use a gas of 13CH4 to
avoid the beam pollution by other multiply charged ions and
we obtained a pure 13C6+ beam of a few microamps after mass
selection. After passing a diaphragm of 3 mm, the beam is
focused by an Einzel lens into the interaction zone where it
collides with a molecular beam of C60 fullerenes. The collision
zone lies inside the extraction region of a modified linear
Wiley-McLaren time-of-flight (ToF) mass spectrometer [59].
Cationic products from the target (intact fullerenes and frag-
ments) are extracted into the mass spectrometer. To obtain a
high detection efficiency of heavy particles, we use a modified
Daly detector, which also allows a constant detection yield over
a wide range of masses. Thus, the cations are postaccelerated at

the end of the drift tube to a conversion plate and the secondary
electrons emitted by the impact on the plate are guided by a
weak magnetic field to a Z-stack of microchannel plates. The
arrival times are digitized by a multiscaler with 1-ns resolution
(FAST ComTec P7888).

The molecular beam effuses from a tube connected to a
crucible filled with C60 powder of 99.95% purity (M.E.R.
Corporation). Both parts (the tube and crucible) are resistively
heated and the temperature, controlled by a thermocouple, is
kept at 740 K during the experiments.

The ion beam was chopped in 500-ns pulses with a
repetition rate of 4 kHz. The spectrometer extraction field
is switched on within 10 ns after the beam-pulse passage
through the interaction region and stays on for 8 ms. The
target density and ion beam current are kept sufficiently low
such that only a very small fraction of the ion beam pulses,
less than 1 in 100, leads to ionization and/or fragmentation
of a fullerene. This also means that the probability that there
will be more than one ionization or fragmentation event per
beam pulse is below 1%. The time at which the extraction
voltage is switched on defines the START signal for the time
of-flight measurement. Each recorded ion arrival time then
gives a STOP signal and the corresponding flight time and,
thus, the mass-to-charge ratio of that fragment is determined.
When a fullerene evolves in such a way that at least two charged
fragments are emitted, several STOP signals are recorded
for the corresponding START signal. The number of charged
products, i.e., the number of STOP signals is the multiplicity of
the collision event. The next START signal (i.e., the next switch
of the extraction pulse voltage) defines the end of the previous
event. With the event-by-event list obtained, we can build
spectra as a function of the multiplicity [60]. Thus, considering
the high transmission and detection efficiency of the setup and
its operation under single-collision conditions, the 1-STOP
spectrum contains stable Cq+

60 (at the μs timescale) intact
fullerenes and Cq+

n fragments resulting from C2 emission of
Cq+

60 [7]. The 2-STOPS spectrum reflects the charge-separation
of Cq+

60 in two charged fragments C(q−r)+
n and Cr+

m including
the (C(q−1)+

58 )(C+
2 ) ion pair which is of particular interest for

the present study [20].

III. THEORETICAL METHODS

The interaction time is of the order of 10−14 s for
ions colliding with C60 at velocities between 0.05 and 0.4
a.u. This is much shorter that the C60 vibrational period
(∼10−12 s). Therefore the collision is a much faster process
than fragmentation and thus we can perform the theoretical
treatment of these two processes separately. Here we present
some details of the theoretical methods and simulations which
we will later use for discussions of charge transfer, energy
deposition in the fullerene, and its fragmentation.

A. Charge transfer and electronic excitation

In the simulations of the collisions, we describe the elec-
tronic structure of C60 by using an extension of the spherical
jellium model of Puska and Nieminen [61]. Then we use the
Kohn-Sham (KS) formulation of the density functional theory
to describe the electronic density of the fullerene in terms
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of single-particle orbitals. From these orbitals we obtain the
corresponding one-electron potentials using the local-density
approximation with exchange-correlation and self-interaction
correction (LDAXC-SIC). The orbital-dependent potentials
obtained with this method exhibit the correct asymptotic
Coulomb behavior (−1/r), which is crucial in this work
because charge transfer and excitation occur mainly at large
distances. This methodology was presented in detail in
Ref. [62].

We use the potentials of the orbitals obtained for the
dynamical treatment of the collision. For this, we employ
the quasimolecular approach of ion-atom collisions at low
energies. This approximation allows us to describe multi-
electron processes in collisions with many active electrons.
We solve the Ne-body problem, where Ne is the number of
electrons, by means of the independent electron model (IEM)
and the inclusive probability method introduced by Lüdde and
Dreizler [63]. A full quantum-mechanical description in the
IEM is possible because each active electron moves in the field
produced by two potentials: the potential for the C6+ projectile
and the calculated (LDAXC-SIC) potential of the fullerene. In
the range of impact energies covered in the present work, the
collision velocities are always smaller than the velocity of
one electron in any orbital. This fact justifies the use of the
quasimolecular approach for the description of the ion-atom
(ion-cluster) collision. For further details see Refs. [64,65].

We have calculated charge transfer cross sections for the
present C6+ + C60 collisions within the inclusive probability
method [63]. This method has been successfully used earlier
to treat charge transfer collisions between metal clusters and
atoms or ions [64–67]. We first calculate the total probability
PCT(b,q) for removing exactly q electrons from the fullerene
(by means of charge transfer to the C6+ ion) as a function
of the impact parameter b. The corresponding charge transfer
cross section is

σCT(q) = 2π

∫ ∞

RC

bPCT(b,q)db, (1)

where RC = 6.7 a0 is the fullerene radius. We use impact
parameters from b = RC due to the jellium description of C60.
This procedure was repeated for q = 1–6, i.e., for removal of
one to six electrons from C60 producing C+

60 through C6+
60 .

Figure 2 shows the correlation diagram for the relevant
molecular orbitals of (C60 + C)6+. Three main regions con-
tribute to the charge transfer processes: R ∼ 20 a.u. capture
from inner molecular orbitals to n = 5, R ∼ 30 a.u. capture
from 2g and 2h to n = 6, and R ∼ 40 a.u. capture from 2h to
n = 7.

B. Fullerene excitation energy

Electron capture can take place from inner orbitals of the
fullerene, thus leading to an electronically excited charged
cluster. We define the electronic energy deposited in the
fullerene after the charge transfer for each produced Cq+

60 at
given impact parameter and collision energy as

E
q+
dep(b) =

Ns∑
s

P s(b)
(
E

s,q+
excited − E

q+
ground

)
. (2)
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FIG. 2. (Color online) Correlation diagram for the relevant
molecular orbitals of (C60 + C)6+ denoted by their character at infinite
separation: n = 5, 6, and 7 orbitals from C6+ and π 2s, 2p, 2d , 2f ,
2g, and 2h orbitals from C60.

The sum runs over all possible Ns electronic states created
after the charge transfer of q electrons (Ns = 12, 66, 220, 495,
792, and 924 for q = 1, 2, 3, 4, 5, and 6, respectively, within
the spherical electronic structure used for the description of
the fullerene). The excitation probability for each state P s(b)
has been previously computed using the inclusive probability
method [63]. E

s,q+
excited is the electronic energy of the created

state s just after the collision (before relaxation) and is given
by

E
s,q+
excited =

∑
i

εi , (3)

with εi being the energy of the occupied KS orbitals after the
collision. E

q+
ground is the electronic energy of the Cq+

60 molecule
when it is electronically relaxed

E
q+
ground =

∑
i

ε′
i , (4)

where ε′
i = εi − q/RC , the energies of the Kohn-Sham orbitals

for a q times charged fullerene (εi are the orbital energies for
the neutral systems) [68].

The total excitation energy E∗
60 is given by the electronic

energy deposited due to nonvalence electron capture and due
to the temperature T of the fullerene before the collision

E∗
60 = E

q+
dep + ET . (5)

We computed the internal energy due to temperature with the
Dulong-Petit formula for an ensemble of harmonic oscillators

ET = (3Nat − 6)kBT . (6)

Nat is the number of atoms in the fullerene and kB is the
Boltzmann constant.
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C. Statistical fragmentation

The excited charged fullerenes can transfer their electronic
excitation energy to the internal modes through electron-
phonon coupling, leading to vibrational excitations and pos-
sibly also fragmentation. In this work we use a statistical
fragmentation model based on the Weisskopf theory [69]. It
is a first-order time-dependent perturbation (and statistical)
approach, initially proposed to study the decay phenomena in
nuclear physics and successfully employed for the treatment
of metal clusters [65–67,70] and small carbon clusters [71,72].
Using this method we obtain an analytical form for the
evaluation of the fragmentation rate constants, which reduces
the computational cost with respect to molecular dynamics
simulation. In the case of neutral C2 evaporation the formalism
has already been presented in Ref. [65]. Here, we extend this
formalism for the description of the C+

2 fission.
Given a quantum system described by the Hamiltonian

H = H0(ti = 0) + H ′(t > 0), in which H0 represents the
nonperturbed system at t = 0 and H ′ is a constant perturbation
for t > 0, the number of transitions due to the perturbation
Ni→f from an initial state ψi to a closely related set of final
states {ψf } is given by

dNi→f

dt
= 2π

�
|H ′

i→f |2ρf , (7)

where H ′
i→f = ∫ +∞

−∞ ψ∗
f (r)H ′ψi(r)d3r , is the matrix element

for a transition between the initial and final states ψi→ ψf .
The final state density is ρf . Equation (7) is Fermi’s golden
rule and gives the transition rate k ≡ dNi→f

dt
, from one initial

state ψi to a set of possible final states around ψf .
Here, we evaluate the fragmentation of an exited charged

fullerene by assuming sequential mechanisms where C2

evaporation is in competition with C+
2 fission (see Fig. 3)

Cq+
58 + C2 ←−

k
evap
60,2

(
Cq+

60

)∗ −→
kfiss

60,2

C(q−1)+
58 + C+

2 (8)

For the loss of a neutral C2 molecule [left-hand side of Eq. (8)],
the rate constant depends on the excitation energy, k

evap
60,2(E∗

60).
The ejected C2 may carry some kinetic (e) and vibrational (x)
energy with it. Then, if the energy required to remove a neutral
C2 from Cq+

60 is D60,2, the resulting Cq+
58 fullerene will have an

internal excitation energy

E∗
58 = E∗

60 − D60,2 − x − e. (9)

FIG. 3. Schematic energy profile for the excitation, C2 evap-
oration, and C+

2 asymmetric fission. Dissociation energies, fission
barriers, and rate constants are shown.

Thus, in (Cq+
60 )∗ → Cq+

58 + C2 reactions (C2 evaporation), the
density of final states is

ρf =
∫

dx

∫ E∗
60−D60,2−x

0
ρ58(E∗

58)ρ2(x,e)de, (10)

where ρ58(E∗
58) = ρ58(E∗

60 − D60,2 − x − e) and ρ2(x,e) are
the densities of states of Cq+

58 and C2, respectively. The latter
is associated with two degrees of freedom, the vibration (ρv,2)
of the C–C bond and the translation (ρt,2) of the molecule,
and can be separated as well: ρ2(x,e) = ρv,2(x)ρt,2(e). The
translational density of states of C2 is

ρt,2(e) =
∫

p

(2π�)3
δ

(
e − p2

2m2

)
d3rd3p = �4πm2p

(2π�)3
,

(11)

where p2

2m2
is the C2 kinetic energy. The vibrational density of

states ρv,2(x) is

ρv,2(x) = 1

�wd

	(D2,1 − x), (12)

where 	 is the Heaviside function and x ∈ [0,D2,1], being
D2,1 the dissociation energy of C2, and wd the vibrational
frequency. It has been shown by the authors of Ref. [73] that
the rotational energies are much smaller than the vibrational
energies for C2 emitted from charged fullerenes and the former
are thus not included in the present discussion.

To evaluate H ′
i→f , we consider the reverse reaction

(molecular fusion) with the rate

dNf →i

dt
= 2π

�
|H ′

f →i
|2ρi = jσ (e). (13)

The flux j is

j = p

m2�
, (14)

where p is the momentum, m2 is the reduced mass of the
ejected dimer, and � is the normalization volume. Using the
principle of detailed balance [74]

|H ′
f →i

|2 = |H ′
i→f

|2 (15)

and taking into account that ρi = ρ60(E∗
60), we have

|H ′
i→f

|2 = �

2π

jσ (e)

ρ60(E∗
60)

= �

2π

p

m2�

σ (e)

ρ60(E∗
60)

. (16)

Using e = p2

2m2
and Eqs. (10)–(12) and (16), the C2 emission

rate [Eq. (7)] can now be rewritten as

k
evap
60,2 = m2

π2�4wd

∫ α

0
dx

∫ E∗
60−D60,2−x

0

ρ58(E∗
58)

ρ60(E∗
60)

σ (e)ede (17)

with

α =
{
E∗

60 − D60,2 if E∗
60 − D60,2 � D2,1,

D2,1 if E∗
60 − D60,2 > D2,1,

with E∗
58 given by Eq. (9). For the loss of C+

2 [right-hand side of
Eq. (8)], two charged species interact after the fragmentation
giving a Coulomb potential barrier as shown schematically
in Fig. 3. The total energy (internal plus translational) of
the C(q−1)+

58 + C+
2 system is between V = VFB − D60,2+ and
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E∗
60 − D60,2+ − x − e, where VFB is the fission barrier, D60,2+

is the dissociation energy (i.e., the energy difference between
the initial Cq+

60 and the final C(q−1)+
58 + C+

2 ground-state ener-
gies), and V is the molecular fusion barrier. The vibrational
energy of C+

2 is x and its kinetic energy is e. Thus, we have
for the fission a rate constant

kfiss
60,2 = m2

π2�4wd

∫ α

0
dx

∫ E∗
60−D60,2−x

V

ρ58(E∗
58)

ρ60(E∗
60)

σ (e)ede

(18)
with

α =
{
E∗

60 − D60,2 − V if E∗
60 − D60,2 − V � D2,1,

D2,1 if E∗
60 − D60,2 − V > D2,1.

The density of states of the parent Cq+
60 and produced

(Cq+
58 C(q−1)+

58 ) clusters are given by a combination of the dif-
ferent contributions: translational, vibrational, and rotational.
We can neglect the translation of these clusters because the
ejected dimer carry most of the translational energy. We further
use the approximation ρr,58

ρr,60
≈ 1, i.e., we are assuming that

the densities of rotational states ρr are the same for C60 and

C58. We take the fullerene vibrational density of states in the
harmonic approximation

ρv(E∗) = (E∗)(g−1)

�(g)
∏g

j=1(hvj )
, (19)

where g is the number of vibrational degrees of freedom, vj is
the frequency of its j th vibrational mode, and � is the Euler’s
gamma function.

Furthermore, in the original Weisskopf formulation [69],
the cross section is defined as

σ (e > V ) = πR2
C

(
1 − V

e

)
, (20)

where V is a Coulomb barrier (see Fig. 3) and RC is the
cluster radius. When the two charged fragments approach
each other, C(q−1)+

58 + C+
2 → Cq+

60 , a Coulomb potential barrier
appears V �= 0 and the geometrical cross section is weighted
by the relation between the kinetic energy of the dimer and the
barrier. In the case of neutral C2 evaporation V = 0 and thus
the cross section is just the geometrical one σ = πR2

C . With
these considerations, Eqs. (17)–(19) and (20) give

k
evap
60,2 = φ

{
(E∗

60 − D60,2)(g+2) if E∗
60 − D60,2 � D2,1,

(E∗
60 − D60,2)(g+2) − (E∗

60 − D60,2 − D2,1)(g+2) if E∗
60 − D60,2 > D2,1,

(21)

and

kfiss
60,2 = φ

{
(E∗

60 − D60,2 − V )(g+2) if E∗
60 − D60,2 − V � D2,1,

(E∗
60 − D60,2 − V )(g+2) − (E∗

60 − D60,2 − D2,1 − V )(g+2) if E∗
60 − D60,2 − V > D2,1,

(22)

with

φ = πR2
C

(E∗
60)(f −1)

1

g

1

(g + 1)

1

(g + 2)

m2

π2�4wd

�(f )
∏f

i=1(hvi)

�(g)
∏g

j=1(hvj )
.

The input data needed to evaluate the rate constants
are dissociation energies, fission barriers, and vibrational
frequencies. They have been taken from density functional
theory calculations [50,51].

In this work we are interested in evaluating the competition
between evaporation and fission as a function of the charge,
excitation energy, and time after the excitation. We thus
consider the first step in the fragmentation of (Cq+

60 )∗ assuming
the scheme in Eq. (8). After the evaluation of the fragmentation
rate constants, a set of coupled equations is integrated in time
to obtain the probability of no fragmentation PCq+

60
, evaporation

PCq+
58

, and fission PC(q−1)+
58

at a given excitation energy. We
integrate in time the equations until t = tmax; tmax is the
experimental time window for measuring the decay, which
depends on the type of mass spectrometer (but is of the same
order of magnitude as the time of flight)

PCq+
60

= exp
[−(

k
evap
60,2 + kfiss

60,2

)
tmax

]
,

PCq+
58

= k
evap
60,2(

k
evap
60,2 + kfiss

60,2

)(
1 − PCq+

60

)
, (23)

PC(q−1)+
58

= kfiss
60,2(

k
evap
60,2 + kfiss

60,2

)(
1 − PCq+

60

)
,

where the probabilities, PCq+
60

, PCq+
58

, and PC(q−1)+
58

depend on

k
evap
60,2[E∗

60(b)] and kfiss
60,2[E∗

60(b)]. We allow C2 emission to take
place if E > D60,2 and C+

2 emission if E > VFB , i.e., we
open the fragmentation channels only if they are energetically
accessible.

Finally, we combine the charge transfer with the fragmenta-
tion probabilities to obtain the cross sections for the production
of Cq+

60 , Cq+
58 , and C(q−1)+

58 :

σCq+
60

= 2π

∫ ∞

RC

b[PCT(b)]
[
PCq+

60

]
db,

σCq+
58

= 2π

∫ ∞

RC

b[PCT(b)]
[
PCq+

58

]
db, (24)

σC(q−1)+
58

= 2π

∫ ∞

RC

b[PCT(b)]
[
PC(q−1)+

58

]
db.

FIG. 4. Mass spectrum due to 30 keV C6+ + C60 collisions.
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FIG. 5. (Color online) Computed absolute charge transfer cross
sections (in 10−16 cm2) in C60 + C6+ collisions as a function of the
impact velocity (in a.u.).

IV. RESULTS AND DISCUSSION

In Fig. 4 we show a typical mass spectrum recorded
in 30 keV C6+ + C60 collisions. The intensity distribution
is similar to those at higher collision energies (not shown) and
is dominated by intact Cq+

60 ions (q = 1–5), but large fragments
such as Cq+

58 are also present for q > 2. These high-mass
peaks stem from distant electron transfer collisions where
little energy is deposited in nuclear and electronic stopping
processes, while the low-mass peaks are due to Coulomb
explosions of highly charged and highly excited Cq+

60 ions
formed at smaller impact parameters.

The calculated cross sections for the production of Cq+
60

ions, σCq+
60

, are shown in Fig. 5. In all cases σ decreases
with the collision velocity. σ decreases also with the charge
state, being much smaller for q = 3 and 4. The cross sections

1 2 3 4
Charge state

0.0

0.2

0.4

0.6

0.8

1.0

σ(
C

60q+
) /

 σ
(C

60+ )

0.05 a.u.
0.1 a.u.
0.15 a.u.
0.2 a.u.
0.25 a.u.
0.3 a.u.
0.35 a.u.
0.4 a.u.
0.31 a.u.
0.35 a.u.
0.45 a.u.
COB

FIG. 6. (Color online) Relative charge transfer cross sections
σ (Cq+

60 )/σ (C+
60) as a function of the charge state. Open symbols

full lines: theoretical simulations, filled symbols dashed lines: ex-
periments, “X”-dashed line: classical over-the-barrier (COB) model.
Lines between the data points are to guide the eye.

FIG. 7. (Color online) C2 evaporation (left column) and C+
2

asymmetric fission (right column) probabilities as functions of the
excitation energy and the time after excitation.

in Fig. 5 are higher than the ones obtained within a simple
classical over-the-barrier model, showing that capture at large
distances plays an important role (see the correlation diagram
in Fig. 2). A comparison between the experimental and
theoretical relative cross sections σ (Cq+

60 )/σ (C+
60) is given in

Fig. 6. The trend is qualitatively reproduced by the simulations,
being slightly overestimated for q = 2, underestimated for
q = 3, and correctly predicted for q = 4.

Figure 7 presents the fragmentation behavior obtained in
our simulations: probabilities of fission and evaporation are
shown as a function of the time after excitation, and of the
fullerene internal energy E = E∗

60 + ET (T = 800 K). For
the neutral, singly, and doubly charged C60 no fission is
observed, as expected (see upper right panel of the figure). For
these charge states evaporation is the dominant fragmentation
channel in the whole range of excitation energy and time. For
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FIG. 8. (Color online) C2 evaporation and C+
2 asymmetric fission

probabilities as a function of the time of flight at given two typical
values of excitation energy. Internal excitation energy due to the
temperature E∗

Temp, included for T = 800 K. Solid blue, dashed red,

and dotted-dashed green lines represent Cq+
60 , Cq+

58 , and C(q−1)+
58 ,

respectively.

q = 3, 4, and 5 we observe competition between fission and
evaporation in certain regions of time and energy. For q = 6
fission dominates, and almost no evaporation is observed
(see lower left panels of the figure).

Figure 8 shows fission and evaporation probabilities as
a function of the time after excitation computed for two
values of excitation energy EC∗

60
= 50 and 75 eV. The typical

experimental value of extraction time after excitation is
∼10−6 s, and thus, the figure give us a hint for the interpre-
tation of the experiments, in particular competition between
evaporation and fission in the first step of the fragmentation:
C(q−1)+

58 ← (Cq+
60 )∗ → Cq+

58 . At low excitation energies (50 eV)
C2+

60 does not start fragmentation until a time about 10−3 s is
reached, i.e., in these conditions, after the collision process
has taken place a metastable (C2+

60 )∗ remains intact for ∼10−3

s, even when the excitation energy is five times larger than
the energy required for C2 evaporation [41]. However, when
the excitation energy increases to 75 eV, the time to observe
fragmentation decreases: it takes place at the experimental
extraction time t ∼ 10−6 s. For a larger excitation energy
(E = 100 eV, not shown in the figure) the fragmentation is over
before the extraction time in the experiment. When the charge

FIG. 9. Time-of-flight distribution of the cationic products in
the 1-STOP spectrum (only one charged fragment detected) after
collisions of C6+ and C60 at v = 0.31 a.u.. Zoom-ins of regions around
C2+

60 , C3+
60 , and C4+

60 are shown in panels (b), (c), and (d), respectively.
Horizontal lines in lower panels show the typical tail corresponding
to delayed fragmentation during extraction time.

increases, the fragmentation is faster and appears at shorter
time. For C6+

60 at 50 eV, the C5+
58 probability, which comes

from the fission channel and is the dominant process, is about
2.5% at t = 10−6 s; and reaches 99.5% at t = 5.45×10−3 s.
In the 75-eV case, from q = 3 to q = 5, both C2 and C+

2
emission processes occur on time scales corresponding to that
for extraction in the experiment.

A comparison between the simulations and the experi-
mental measurements has been carried out by analyzing the
so-called 1-STOP spectrum (Fig. 9). It shows fragments which
are produced without any other cationic species in the same
event. Smaller fullerenes, such as Cq+

58 due to emission of
neutral C2 molecules, are also recorded. A detailed analysis
of the shapes of the peaks observed in this spectrum (see the
zoom-in in Fig. 9) shows the typical “tail” corresponding to
delayed fragmentation during the extraction time of a few
microseconds. These observations agree with our simulations
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FIG. 10. Time-of-flight of C(q−1)+
n ions measured in coincidence

with C+
2 in C6+ + C60 collisions at v = 0.45 a.u.

with excitation energies of ∼75 eV and fragmentation times
of t ∼ 10 μs (see Fig. 8).

In Fig. 10 we show the spectra for Cq+
n fullerenes detected

in coincidence with C+
2 . The fission is not observed for

charge states lower than four. Our calculations show a
similar behavior: In Fig. 11 we show the fragmentation cross
sections evaluated within the Weisskopf formalism. For this,
evaporation and fission rate constants have been computed
employing the deposited energy as a function of the impact
parameter. These results are for vcol = 0.05 − 0.3 a.u., and
charges q = 2 − 6, and are shown for different detection times.
The cross sections are higher for the lower velocities, which
can be understood since the target excitation processes become
more effective in these cases. In agreement with the assumption
of a more efficient excitation leading to fragmentation at low

impact velocities. As expected, the fragmentation cross section
of evaporation and fission are comparable for intermediate
charge states, being evaporation dominant for q = 2 and
fission for q = 6.

Our fragmentation simulations are also in good agreement
with other recent experimental measurements. Reinkoster
et al. [75] who reported ionization and fragmentation of C60

after excitation by synchrotron radiation in the energy range
26–130 eV. Fragmentation of C+

60 and C2+
60 was not observed

at t = 8 μs for an excitation energy of 41 eV by Reinkoster
et al. [75]. Our Weisskopf calculations show that fragmentation
starts at ∼ 50 eV, showing that intact C+

60 and C2+
60 species

will be detected at lower values of excitation energy, also in
agreement with the authors of Refs. [76,77]. In Ref. [75] C+

58
production was observed at 65 eV of excitation energy (in
agreement with our results). At higher excitation energy the
small observed yield of C+

58 is due to further C2 evaporation
From C+

58 [78].
Concerning ion-fullerene collisions, recent experiments

[22,23] have measured the internal energy of fragmented
doubly and triply charged fullerenes prepared in collisions
H+ + C60 → H− + (C2+

60 )∗, and F2+ + C60 → F− + (C3+
60 )∗,

respectively. A wide distribution of excitation energies is
measured in the emission of C2 from C2+

60 (within an extraction
time of 3.5 μs). Evaporation from the triply charged fullerene,
C3+

60 → C3+
58 + C2, was observed with an excitation energy

distribution centered on ∼50 eV. In these experiments, thermal
electronic ionization of (C3+

60 )∗ leads to C4+
60 which may decay

further via dissociation. The energy distribution estimations
are also in good agreement with our simulations (see also
Ref. [78]). The measured excitation energy distributions in
the fragmentation of C4+

60 are in the energy range 40–100 eV
centered at ∼60 eV both for C2 and C+

2 emission on the
experimental time scale [79]. Intact fullerene ions were
observed for excitation energies of about 30 eV while about
80 eV was required for observation of C2+

58 and C3+
58 on the

FIG. 11. (Color online) Calculated cross sections for producing intact Cq+
60 ions (solid blue curve), and Cq+

58 and C(q−1)+
58 fragments (dashed

red and dashed-dotted green curves, respectively) as functions of time for C6+ + C60 collisions at five different velocities (see text).
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experimental time scale in Ref. [79], which is consistent with
our simulations. In the case of highly charged fullerenes,
collisions of 280 keV Xe25+ on C60 allowed to measure an
average lifetime of 1.1 μs where the decay was dominated by
C6+

60 → C5+
58 + C+

2 [80]. If we assume an excitation energy of
∼60–80 eV this lifetime is in agreement with our calculations.

V. CONCLUSION

We have presented a combined experimental and theoretical
study on charge-transfer, excitation and fragmentation in
C6+ + C60 collisions. From the theoretical point of view we
present a computational strategy that allows a quantitative
description of the main ionization and fragmentation processes
without any fitting parameters. We have treated Coulomb
fission barriers for the emission of C+

2 ions from Cq+
60 within

the Weisskopf formalism to achieve this goal. From the
experimental point of view the detection in coincidence of
charged fragments allows to distinguish different channels.

We have shown that charge transfer cross sections decrease
with the number of electrons being transferred from the
fullerene and with the impact velocity. The highly charged
fullerenes produced in the collision mainly get rid of part of
their excess energy through bond cleavage. In particular, we
have observed strong competition between C2 and C+

2 emission
for C60 charge states q = 3, 4, and 5 in the time-of-flight
range studied. For low charge states (q < 2) evaporation of
neutral C2 dominates while C+

2 emission dominates for high
charge states (q = 6). Fragmentation measured in the typical
experimental time scales (μs) correspond to energy deposits
in the collision of the order of a few tens of electronvolts

(∼50–100 eV). Our theoretical predictions are consistent with
the present measurements and with other recent experimental
studies.
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