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ABSTRACT

Nowadays, security incidents have become a familiar “nuisance,”
and they regularly lead to the exposure of private and sensitive data.
The root causes for such incidents are rarely complex attacks. In-
stead, the attacks are straight-forward, and they are enabled by sim-
ple misconfigurations, such as authentication not being required, or
security updates not being installed. For example, the leak of over
140 million Americans’ private data from Equifax’s systems ranks
among most severe misconfigurations in recent history: The under-
lying vulnerability was long known, and a security patch had been
readily available for months, but it was never applied. Ultimately,
Equifax blamed an employee for forgetting to update the affected
system, highlighting the personal responsibility of that operator.

In this paper, we investigate the operators’ perspective on secu-
rity misconfigurations to approach the human component of this
class of security issues. We focus our analysis on system operators,
as although they are the relevant actors managing the affected sys-
tems, they have not yet received significant attention by prior re-
search. We follow an inductive approach and apply a multi-step em-
pirical methodology: (i) a qualitative study to understand how to ap-
proach the target group and measure the misconfiguration phenom-
enon, and (ii)a quantitative survey rooted in the qualitative data. We
then provide the first analysis of system operators’ perspective on
security misconfigurations, and we determine the factors that oper-
ators perceive as the root causes. Based on our findings, we provide
practical recommendations on how to reduce security misconfigu-
rations’ frequency and impact.
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1 INTRODUCTION

Security incidents and vulnerabilities in today’s Internet are often
believed to be caused by programming errors, such as faulty input
validation, race conditions, or buffer overflows, that are exploited
to disrupt services without the vulnerability being publicly known
and before a patch is available (0 days). However, when investigat-
ingrecent security incidents, such as those of Equifax [2, 3], wefinda
different picture. The vulnerability exploited in the primary Equifax
incident, in which personally identifiable information of 143 million
customers were inadvertently disclosed and which sparked a con-
gressional inquiry, was clearly a programming mistake. However,
while a patch to address the bug was released months prior, it was
simply not yet deployed to the production environment.

Of course, not applying (security) patches can have its cause in
countless reasons, such as technical debt accumulated over time, or
availability and functionality requirements. Yet, when investigat-
ing the Equifax incident, such complex reasons are not the breach’s
cause. In the end, Equifax blamed the entire incident on a single
operator for forgetting to install security patches in time [4].

Broadening the scope, incidents that have their root cause in hu-
man error can be found all over the Internet, from basic infrastruc-
ture to applications [5, 6]. For example, in early 2015, over 40,000
MongoDB instances were publicly accessible from the Internet, with-
out authentication and authorization, and, in turn, allowed anyone
to retrieve the stored data [7], which might have been confiden-
tial or possibly would have even required governmental security
clearances. In fact, one of these MongoDB instances contained mil-
lions of voting records from Mexican citizens, and, in turn, it leaked
them online [8]. Other database systems, like Redis or memcached,
are not spared from similar human error: hundreds of thousands of
systems were discovered to be unprotected [6]. The configuration
of Transport Layer Security (TLS) for web application servers are
often similarly vulnerable to misconfigurations due to human er-
ror [9]. Ultimately, misconfigurations can also lead to other vulner-
abilities, such as servers becoming vulnerable to denial-of-service
attacks [10, 11], or websites turning malicious [12] or being defaced
to embarrass the systems’ operators [13, 14].

The overarching aspect of these incidents is that the mistake lead-
ing to the incident occurred during the operation of the affected sys-
tem instead of its development (as it is the case for software vulner-
abilities). These mistakes do not need to be complex, but they can
even be comparatively simple errors, such as missing or incorrect
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firewall rules, faulty or missing authentication, or software depen-
dencies, for which security updates were not installed. Following,
we use misconfiguration as the covering term for such (human) er-
rors in the operation of systems, and we use security misconfigura-
tion when such an error allows an attacker to impact the confiden-
tiality, integrity, or availability of a system (i.e., its security). The
corresponding actors are called operators (also called administra-
tors, or admins, sometimes prefixed with the type of system that
they operate, for example, network operator or system administra-
tor), and they are responsible for configuring systems to fit them to
an organization’s specific needs.

In this paper, we investigate the operators’ perspective on secu-
rity misconfigurations. Specifically, we aim to answer the following
questions:

(1) Do security misconfigurations (regularly) occur in practice?

(2) If security misconfigurations occur commonly, what are the
reasons as to why they occur?

(3) Do security misconfigurations lead to security incidents?

(4) If security misconfigurations led to security incidents, were
the misconfigurations known and addressable?

(5) If security misconfigurations were known and could have
been addressed, what caused them not to be addressed?

To do so, we use a multi-step empirical approach, first approach-
ing the target group with a qualitative study to lay the foundation
for a subsequent quantitative evaluation. We investigate the subject
matter in an explorative, open-minded way, to elicit a picture on op-
erators’ perceptions, without being biased by seemingly established
concepts and beliefs within the research community. Hence, we con-
tribute the first empirical analysis from the operators’ perspective,
collecting a data set that can serve as the foundation and point for
comparison in future work.

We make the following major contributions:

o We present the first qualitative and quantitative study that
investigates operators’ perceptions of factors leading to se-
curity misconfigurations.

o Our results indicate that the majority of security misconfig-
urations have not (yet) led to security incidents, which sug-
gests that countless undiscovered issues may be present in
Internet-connected systems.

e We identify social (communication), structural, and, institu-
tional factors to be major facilitators for bad security posture
based on our analysis of the operators’ perspectives on mis-
configuration facilitators.

o We find that structural and procedural mitigations already
exist that would prevent most security misconfigurations that
our participants encountered, but that these procedures are
often not in place for various reasons.

e Weprovide practical recommendations on how toreduce and
the frequency and impact of security misconfigurations.

Outline. First, we describe our ethical considerations (Section 2).
Next, we detail the methodology of our qualitative approach (Sec-
tion 3), which is followed by our qualitative results (Section 4). We
then discuss the methodology of our quantitative study (Section 5)
and analyze the collected quantitative data (Section 6). Finally, we
compare to related work (Section 7), discuss the limitations of our
work (Section 8), and summarize our key findings (Section 9).
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2 ETHICAL CONSIDERATIONS

For the research of this paper, we conducted interviews and surveys
that involve human subjects, and we collected data about their ex-
perience. Furthermore, our subjects might be inclined to talk about
past behavior. As such, the nature of our research renders it inher-
ently challenging yet critically important to execute it ethically. At
the time the research was conducted none of the then relevant host
institutions had an Institutional Review Board (IRB) or a similar
committee advising on potential ethical issues. Hence, we indepen-
dently followed the guidelines set out by the Menlo Report by the
U.S. Department of Homeland Security [15, 16].

The participants of both studies were informed about the purpose
of the studies and gave their consent to using the data for research
purposes. For the interviews, participants had the option to review
and redact the transcripts for confidential information before we
entered them into our research pipeline (including anonymization)
and they were also allowed to opt out and withdraw from our study
at any point. Particularly the option to redact and withdraw from
the study is crucial because pre-studies indicated that participants
may be overly cautious if these options are not provided, due to
being concerned about accidentally violating non-disclosure agree-
ments or private data. We did not question or deny any requests for
redaction, and we did not require any justification.

To preserve the anonymity of participants, we anonymized all
items that constitute Personally Identifiable Information (PII) prior
to analyzing the data. Furthermore, given that we are analyzing re-
sponses of individuals online, we consider their aliases/nicknames
as PII. Correspondingly, for our quantitative study, we collected
minimal PII in aggregated form only (e.g., a participant’s age was
collected in range bins), and we did not collect other PII at all, such
as gender, nationality, etc. Instead, we focused our survey on pro-
fessional information of the subjects, while ensuring that this infor-
mation cannot reveal the participants’ identities.

3 QUALITATIVE METHODOLOGY

The literary body on misconfigurations and their security impact is
still sparse, which is why we followed an inductive approach [17]
and used a qualitative study as a starting point for our quantitative
study. Following, we detail our study design, recruitment procedure,
and target population.

3.1 Interview Study Design

To better assess the respondents’ perceptions and opinions on se-
curity misconfigurations, we opted for semi-structured interviews
with specific, yet open-ended questions. Our goal is to get a broader
overview of systemic influences by letting participants digress when
answering, which might happenbecause operators tend to be enthu-
siastic about their work (judging from our initial experience).

We started each interview with a brief introduction of ourselves,
the study, and its research goals. Furthermore, we encouraged par-
ticipants to provide technical and in-depth explanations of opera-
tions related topics. Subsequently, we engaged in three preset ques-
tions, which we selected based on the initial encounter:

(1) Which security-related misconfigurations have you en-
countered?
This question aims to investigate the types of misconfigura-
tions that can emerge during operations, and the systems
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that might be misconfigured easily or often. We also asked
how the interviewee discovered the mistakes, to understand
what reveals security misconfigurations. We then inquired
whether the security misconfigurations led to security inci-
dents, and how they think that the misconfigurations could
have been prevented.

(2) How do you think misconfigurations occurred?
This question allows operators to conjecture on possible fac-
tors that facilitate misconfigurations. We did not restrict an-
swers to specific incidents, and also allow participants to in-
clude perceived factors.

(3) How did misconfigurations affectyou and the way your
company approaches and handles security?
This question aims at understanding if the personal work at-
titude or habits have changed in response to a security mis-
configuration, or if there were sanctions or changes in con-
figuration procedure after an incident took place.

3.2 Data Analysis

To analyze the interviews, we collected anonymized Internet Relay
Chat (IRC) log files. In a first round, we analyze the anonymized in-
terviews with QDA Miner [18], and gradually generate categories
while keeping the underlying codes rather specific to not generalize
them prematurely. Subsequently, we perform inductive coding [19-
24], which is commonly used to construct models and theories based
on qualitative data in social sciences and usable security [9, 25].

We then use Strauss and Corbin’s descriptive, axial coding [23]
and selective coding to group our data into categories and models.
We first code, then iteratively refine our research questions, with an
emphasis on the different stages of coding.

We use one coder to construct the code book, which is deemed
acceptable in social sciences, especially when the analysis is inter-
pretative and exploratory [26]. An additional researcher, who had
not been involved in the data collection, then uses the codebook to
assess the frequency of codes in the interviews. We pay special at-
tention to cases in which the participants exhibit strong opinions,
which appear to be the most challenging tasks, and how they explain
misconfiguration facilitators in conjunction with the underlying
root causes. Due to our community-driven approach (Section 3.3),
mostinterviews were in German. These interviews are analyzed by a
German native speaker. We pay special attention to preserve mean-
ing, tone, and, context when translating them into English. In the
case of English-speaking participants, we do not correct typograph-
ical or grammatical mistakes.

3.3 Operators as a Target Group

Operators are personnel who are tasked with configuring and main-
taining complex systems. Therefore, they constitute an ideal start-
ing point for an investigation of multi-domain causes for security
misconfigurations. However, operators are, like developers [27], a
vocationally enclosed group, or as Halprin phrased it: “The average
system administrator’s day consists of so many complimentary and
contradictory tasks that they often find it difficult to describe to other
people what it is that they do.” [28]. Furthermore, they perform ...]
such a wide variety of tasks each and every day, that it is often dif-
ficult to remember what they did before lunch.” [28]. Even though
Halprin’s observations stem from 1998, they remain valid today. In
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general, operators tend to be highly restricted in their time commit-
ments [29]. Therefore, any additional tasks, such as participating in
a research study, must be sufficiently incentivized. Unfortunately,
traditional recruitment methods, that is, monetary incentives, are
not applicable: Operators are generally well compensated and more
concerned about committing their time than receiving additional
pay [29]. Correspondingly, we did not compensate interviewees.

Additionally, typical recruitment strategies, such as (mass) mail-
ing campaigns, are also problematic: Operators are skeptical about
unsolicited mail, due to being regularly confronted with spam and
phishing at work [30]. Furthermore, there is no central database of
system operators’ contact addresses that could be used to launch a
campaign for recruitment, contrary to, for example, Android Devel-
opers [31]. Therefore, we opted for a community-driven approach
to contact the target population.

Recruitment. In the context of our study, the operators are do-
main experts. However, the topic of our study bears a primarily
negative connotation and operators might be embarrassed to admit
misconfigurations. To address this problem, we aimed to create a
safe environment in which they felt comfortable to disclose miscon-
figurations, also knowing that their data was treated confidentially.
During our initial engagement, several operators expressed that the
best place to recruit participants would be via IRC.

We used the channel of the German Network Operators Group
(DENOG) to recruit participants, which means that the operators
of our study are members of an online community. Note that, for a
lot of operators, IRC is usually running in the background (“idling”)
and used to share news and ask specific questions. Similarly, oper-
ators seek leisure time in IRC, discussing various topics with peo-
ple in their community. Therefore, in conjunction with earlier ob-
servations on time pressure and commitments, we framed our in-
terview about misconfigurations as a way to find leisure and to re-
lax. Overall, we conducted interviews with 6 participants online via
IRC for our qualitative study, which did not reach theoretical satu-
ration [32]. However, the potential lack of saturation is alleviated
as our qualitative analysis is only used as a first step for our quanti-
tative study. Additionally, the target population is diverse with re-
spect to different (demographic) aspects, such as their relationship
to the organization ranging from freelancer consulting for compa-
nies of various sizes to administrators from non-governmental or-
ganizations (NGO) to medium to large organizations. Furthermore,
administrators are diverse with respect to their role within a team
(e.g., team lead, administrator, engineer, or consultant) and their ed-
ucation and previous work experience.

4 QUALITATIVE RESULTS

In this section, we discuss the results from our qualitative evalua-
tion. For eased readability, we use pseudonyms for all participants
instead of IDs. Following, we group the results of our qualitative
research steps into six major categories (Table 2), from which we
derive theories that we test through our subsequent quantitative
investigation.

4.1 Background and Demographics

Due to the nature of our target group and the focus on their per-
ceptions of misconfigurations, we did not request in-depth informa-
tion about the participants’ employers. Especially in the context of
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Pseudonym Background Language

Alex Former database administrator (DBA), now German
DBA team lead, large organization, mostly
databases and Red Hat Linux

Benjamin Operator focusing on networking/systems, German
organization size unclear

Christian Linux administrator with additional network- German
ing tasks, medium-sized organization

David Consultant, freelancer, mixed setup as used German
by the customers, not administrating himself
anymore

Eno Network operator, organization size unclear, German
also active in an NGO

Konstantin Network engineer, large public healthcare English
provider

Table 1: Interview partners and their backgrounds

Category Description

Misconfiguration The technical misconfiguration and resulting security flaw
Types

Impact Consequences for organizations, clients, and users

of Security Incidents

Misconfiguration Why misconfigurations occurred

Facilitating Factors

Impact on How an incident impacted the work environment

Work Environment

Detection Circumstances leading to misconfiguration detection
Possible Mitigations Methods, tools, and processes that would have prevented

misconfigurations

Table 2: Coding-categories that emerged from interviews

Category Example

Authentication Faulty or missing identity verification
Passwords Bad or publicly known (e.g., default) passwords
Updates Missing or delayed (security-related) updates
Firewalls Disabled firewalls, faulty filter settings
Encryption Unencrypted login pages, bad SSL/TLS settings
Scripting Faulty automation stalling system components

Storage Backups on the same drive as the productive system

No hardening Not following best current practices, although it has no
direct security impact

Authorization Faulty assignment of access privileges

Deployment Publishing information like extended log files or version
information in connect banners

Integration Insufficiently separated systems (e.g., Internet and intranet),

not adapting old configuration to new systems

Table 3: Misconfiguration types of the qualitative study

interviews, where participants may digress around questions, spe-
cific inquiries might have influenced their openness. Nonetheless,
we include general information on their background, such as rel-
ative organization size or industry sector. We carefully examined
the operators’ statements about their general work environment to
ensure that the participants did not accidentally reveal identifying
information, and to redact such information before proceeding with
the interviews. We also inquired about the operators’ background,
for example, which kind of systems they commonly operate. Our
participants have diverse backgrounds (Table 1), spanning smaller
and larger organizations as well as different aspects of operations,
including networks, systems, and, (database) applications. Interest-
ingly, as to why misconfigurations occur, the participants described
their perceived issues in general, and regularly and explicitly noted
that their comments are independent of any specific organization.
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4.2 Coding Categories

Misconfiguration Types. This category contains the cases that the
operators considered a security misconfiguration. We categorize
themin eleven sub-categories (Table 3), which are intentionally tech-
nical. Although including the nature of the misconfiguration (its
root cause) could yield interesting categories, such as the usage of
defaults due to being misled by conventions, or lack of updates due
to abandoned components (e.g., if the initially responsible person
left the organization), it ultimately leads to fuzzy results as miscon-
figurations often have several contributing causes. Hence, we de-
tach the technical mistake from its cause. This approach is more
suitable to identify both misconfiguration types and the involved
components.

Impact of Security Misconfigurations. During our study, intervie-
wees were mostly vague on the impact of security misconfigura-
tions. In many cases, the impact follows directly from the type of
misconfiguration, like when an operator does not configure authen-
tication, then unauthorized parties will have access. However, if the
(potential) impact does not directly follow from the misconfigura-
tionitself, then itis often not clear whether there has been an accom-
panying incident. Furthermore, even if an incident occurs, then the
incident may still not be attributable to a single misconfiguration.

Misconfiguration Facilitators. Identifying misconfiguration facil-
itators is one of the objectives of our study. The interviewees’ per-
ceptions on potential causes yield a multitude of unique codes in
which the operators explain what keeps them and their peers from
configuring systems correctly and securely. We encouraged the par-
ticipants to cover all aspects of potential factors, which resulted in
several mutually dependent codes. In turn, a clear distinction and
separation between them is challenging. Based on our coding, we
systematically group codes relating to misconfiguration facilitators
by the responsibility domains of the actors:

Systems
This category relates to the systems involved, for example,
complex setups, software with bad defaults, or, complex and
confusing interfaces.
Operators
This category includes personal shortcomings of the opera-
tors, such as overconfidence or insufficient knowledge.
Organizational Environment
This category relates to the operators’ organizational envi-
ronment, including management, or policy implementation.

Systems. Factors relating to the systems that the operators use
are predominantly usability issues, as Krombholz et al. also discov-
ered [9]. For instance, Alex remarks: “If you are setting up a new
system, you have to learn how it works first. But getting it working
is usually more important than figuring out which switches are there,
and which have to be flipped so the system is working and secure.”
The issues in this group have technical solutions: Pervasive usabil-
ity, better system management tools, and secure-by-default [33].

Operators. The operators are the main actors in systems’ opera-
tion, and we group factors together under the operators’ umbrella
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that relate to them personally. During our interviews, the most fre-
quently mentioned issues on the operators’ side was alack of knowl-
edge, experience, or concern, but also simple blunders, or as David
putit: “typos happen.”

Focusing on knowledge and experience, Eno states that most new
operators, just right out of school, are ...] still wet behind their
ears regarding security.” Similarly, on the matter of misleading tu-
torials perpetuating insecure solutions, like chmod -Rv 0777 ./,
Christian mentions that “with enough experience you would never
do something like that. But it’s written on the Internet.” Interestingly,
Acar et al. [31] reported similar behavior among programmers.

On a self-reflective note, Konstantin reports why he misconfig-
ured a firewall, exposing countless internal hospital systems: “As
to why, well I was fairly right out of school, unexperienced, and my
education did not even prepare me for something so complex.”

Organizational Environment. In our classification, the organiza-
tional environment includes actions by the organizations’ manage-
ment team, as well as other institutional and policy-driven exter-
nal factors, like standards and regulations. Particularly important
is that personal and systemic factors can be amplified by the en-
vironment. For example, Konstantin continues his prior comment:
‘T had very little training, our manager was the ‘figure it out yourself
type’. Which was common back then :)”

The participants also reported unreasonable budget constraints,
an unreflected faith in external suppliers, and consultants leading
to issues. David remarks on why automation and quality assurance
as remedies to typos and blunders are not implemented by a multi-
national network provider: “They use external consultants up to the
team-lead level. These cost 1/4 of an engineer in Germany. Why should
they care about implementing quality assurance or automation?”

Interviewees often trace these issues back to management having
little to no understanding about what exactly the operators’ day-to-
day responsibilities look like. Such as when Konstantin and multi-
ple colleagues tried to communicate to their manager that a security
misconfiguration related issue in their network was in dire need to
be addressed, the manager “[...] then claimed we where just after buy-
ing fancy hardware, and overdoing [exaggerating] the severity of the
warned about issues.” This may tie in with more structural communi-
cation issues, or as David remarks: “From a manager’s point of view
all technicians are the same. Why? Because no matter to whom he
talks, he does not understand him.”

Factor Frequency. In our analysis, we find that external factors
appear more frequent than systems or personal factors. The most
common factors that we encounter are “unqualified leadership” and
“financial decisions.” Interestingly, insufficient knowledge and con-
cern are mentioned frequently, but other systemic reasons, such as
poor defaults or usability issues, are mentioned rarely.

Impact of Misconfigurations on Job Attitude. Over the course of
our interviews, we frequently encounter codes indicating that se-
curity misconfigurations lead to some positive change in job atti-
tude. Konstantin comments on actions taken after an incident: “We
adopted a clear naming standard for our firewall rules and interfaces
[...] The hospital in question started segmenting up there [their] net-
work.” Similarly, Benjamin remarks that “processes were adjusted”.
However, he also notes that “Timepressure is usually not fixed, be-
cause everything has to be fast.” Several interviewees report that
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while actions were taken in response to an incident, they did not
include a general commitment to security, but they were incident-
driven remediation of the specific issues. More generally, the differ-
ing statements can be summarized by Christian’s remark: “Either
you are embarrassed by your mistake and learn from it, or you estab-
lish more funny processes and buy useless security stuff. In large shops
it’s usually the latter.”

Detection. Looking at how misconfigurations are discovered in
practice, we identify three principal cases: (i) detection due to an
incident, (ii) accidental detection, and (iii) detection during an au-
dit. In our interviews, Christian reports an example of (i), namely
how he encountered a misconfigured system because it was unac-
counted for, security patches were not installed, and, in turn, it was
compromised: “Oryou re wondering why there still are worm-infested
Windows machines on your network and only then realize that the
print-server of $printing-system also uses windows. Of course not hav-
ing been updated for years.” In contrast, Benjamin explains how he
accidentally stumbled upon a misconfiguration, insufficiently pro-
tected file shares, by chance: “Chance is, if you are searching for some-
thing on a file share and suddenly stumble onto something that should
not be there.” He also reports that found misconfigurations during
security audits. However, based on the interviews, we cannot deter-
mine a clear distinction between audits as a method for detecting
misconfigurations versus them being a method to preventing them
in the first place.

Possible Mitigations. We identify four clusters from the mitiga-
tion strategy codes: (i) personal measures, (ii) non-personal mea-
sures including organizational strategies, (iii) postmortem strate-
gies, and (iv) social strategies. Generally, system operators are con-
fident that existing tools and procedures could mitigate security
misconfigurations if they were used. Furthermore, a technique that
received particular attention across operators are “blameless post-
mortems”. Blameless postmortems are important and effective be-
cause, as Benjamin putsit, “[...] they are not about figuring out who’s
guilty, but instead about finding a sustainable solution for the prob-
lem.”

Personal Measures. The operators also commonly mention per-
sonal behavior and actions to reduce the occurrence of misconfig-
urations in the first place. On the more straight-forward side, they
suggest to be mindful about one’s tasks and to pay attention. Simi-
larly, having enough time to actually be mindful, planning well be-
fore making changes, and having a clear overview and understanding
of the system are aspects that operators see themselves to be respon-
sible for. To ensure some of these personal best practices, Eno aims
to make changes to systems he operates only between 8 AM and
2 PM. Furthermore, they frequently mention that it is imperative to
have enough fundamental knowledge of the task at hand, as well as
sufficient experience in system operations.

Non-personal Measures. Foreshadowed by the perceived reasons
for security misconfigurations leaning toward non-personal issues,
operators also have strong tendencies toward process driven mitiga-
tions. For example, operators frequently mention that they require
processes that enable them to work without making mistakes. Sim-
ilarly, operators are concerned about the lack of understanding by
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their managers onhow diverse the knowledge inIT is and what tech-
nicians require in terms of environment, tools, and support to work
effectively and efficiently. In turn, they also perceive their job as be-
ing a translator between management and IT, and they indicate that
there should be more IT professionals bridging the communication
gap between IT and management. This highlights the importance
of communication, particularly across departments, which is tightly
connected to the suggested social strategies.

Post-Mortem and Social Strategies. It is common practice to con-
duct a postmortem analysis after any incident, with the goal of iden-
tifying what went wrong and why. The operatorsin our study strongly
emphasize that a postmortem must be blameless. In ablameless post-
mortem, personal responsibility and accountability is detached from
the what and why. Specifically, a blameless postmortem aims to pre-
vent operators from omitting the truth to avoid punishment for mis-
takes, which could obscure or cover the actual underlying causes for
the incident, such as a lack of automation or poor procedures that
lead to security misconfigurations.

4.3 Summary

Overall, our qualitative study reveals perceptions on the many inter-
dependent facets of security misconfigurations. Our interviewees
have a broad range of experiences with security misconfigurations.
Based on our interviews, security misconfigurations appear to be a
common problem in the operations community. Although technical
mitigation strategies exist, operators still perceive mitigation strate-
gies as rarely or insufficiently implemented and they see the princi-
pal reasons for misconfigurations in the institutional and manage-
ment domain. The operators also highlight that the discovery of a se-
curity misconfiguration or an incident due to a misconfiguration it-
self often hasa positive effect on a company’s security posture. How-
ever, this positive effect can only be temporary. Based on these ob-
servations, we focus our quantitative analysis on three core themes:

(1) Security misconfigurations are more common than the

reported security incidents indicate.
Security misconfigurations do not always lead to large-scale
security incidents. Hence, they may not have been publicly
disclosed. Based on our qualitative research, we assume that
misconfigurations are a regular occurrence and every opera-
tor has encountered them previously.

(2) Security misconfiguration facilitators arelargelybased

in the management and institutional domain.
Most discussed misconfiguration facilitators pertain to deci-
sions by management or institutional characteristics, such as
insufficiently allotted time to complete tasks, underspecified,
missing, or overly restrictive processes, as well as unreason-
ablebudget constraints. These conditions appear to be caused
by alack of understanding or trust toward the operators.

(3) Security misconfigurations that result in security inci-
dents make management and operations (temporarily)
more security-sensitive.

Several interviewees stated that discovering security miscon-
figurations made them more cautious. Furthermore, as inci-
dents also involve management, the negative impact of mis-
configurations (eventually) will make management more ap-
preciative of security and incident prevention, which, in turn,
increases their willingness to invest in the security measures
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that prevent or reduce the impact of misconfigurations. Im-
portantly, it only increases their willingness if we expect the
cost of an incident to be higher than its preventive measures,
which has become a reasonable assumption today due to the
theft and value of private data, and governmental fines [34].

5 QUANTITATIVE METHODOLOGY

To investigate the observations from the qualitative study, we con-
ducted a broader quantitative study. We implemented our question-
naire using Google Forms [35].

5.1 Questionnaire Structure and Sections

We specifically design our questionnaire so that it allows investi-
gating the previously stated observations.! To address multiple cat-
egories of subjects gracefully, there are multiple paths through our
questionnaire, primarily based on the subjects’ current state of em-
ployment (Figure 1). See the full questionnaire in Appendix A.

At the start of our questionnaire, we inform participants about
the purpose of our study, and we explain the applicable privacy con-
siderations. We also inform the participants that completing the sur-
vey will take between 10 and 20 minutes, depending on how many
of the qualitative questions they will answer. Participants were not
compensated for participating in our survey.

Throughout our survey and wherever an estimation within a cer-
tain range was needed, we use unipolar and bipolar five-step Likert-
type scales with balanced options that would be perceived as equally
far apart from each other [36].

We focus our survey on: Occupation, Job Environment, Daily
Business, Past Misconfiguration Experience, Misconfiguration Facili-
tating Factors, Consequences, Opinions, and Demographics.

Occupation. Operators may work in different organizational se-
tups and constellations. In fact, during our qualitative study, some
operators were working as independent consultants, other opera-
tors were employed by a company, and others again have left the
profession, but remain involved in the operations community and
still have important insights to share. To address these three groups
correctly in wording and to classify their responses appropriately,
our questionnaire is divided in three branches (Figure 1). Each branch
uses the same structure and types of questions, but the wording is
adjusted to fit the operator’s employment situation (e.g., a consul-
tant has customers, while an employed operator has managers).

Job Environment. We also investigate the institutional environ-
ment that the operators work in. This includes the operators’ job
titles, whether it matches what they are actually doing, and, if they
perceive themselves as operators. Participants that did not consider
themselves as operators are led to an exit page, and we thank them
for their participation. We also ask about the organizations’ size or
industry for an in-depth analysis of the prevalence of misconfigura-
tions in future work.

Daily Business. The next part of our survey deals with what our
respondents do on a day-to-day basis, for example, what kind of IT
systems they operate and how they would estimate their expertise
in the respective fields. Furthermore, to assess working experience,
we also record how long they have been operators.

The questionnaire covers additional topics that are beyond the scope of this paper.
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Figure 1: Questionnaire overview

Past Misconfiguration Experience. This section of our question-
naire is dedicated to security misconfigurations and experiences
that operators have with them. To collect comparable and correct
data, we define and describe what security and security misconfig-
urations are in the context of the questionnaire. The questions of
this section serve to address our observation that security miscon-
figurations appear to be a common issue in IT operations. Hence,
we record whether operators had misconfigured something before
that was security-relevant, and whether there had been an incident
because of it. Furthermore, based on our observations on the impor-
tance of blameless postmortems, we also ask if they had encountered
a security misconfiguration made by someone else.

To better understand the frequency of different types of miscon-
figurations, and to compare to the respondents’ self-reflections in
the first part of this section, we also inquire whether the operators
have encountered a specific misconfiguration or had misconfigured
a specific system themselves using examples of misconfigurations
from our qualitative study (Table 3). To supplement our qualitative
data on how misconfigurations are detected in practice, we also pro-
vide an optional free-text field.

Misconfiguration Facilitating Factors. In this part of the survey,
we ask operators to indicate how regularly they encountered the
personal, environmental and system-specific misconfiguration facili-
tating factors that we identified in our qualitative study (Section 4).
Again, we provide a free-text field to collect additional qualitative
data.
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Consequences. Investigating consequences of a security miscon-
figuration incident relates to the reoccurring theme that incidents
supposedly change a company’s security posture. Hence, we in-
quire whether the discovery of security misconfigurations resulted
in a perceived change in security posture, and whether the opera-
tors perceived possible changes as for the better or for the worse.
Concerning the influence of a security incident, participants com-
pare the impact of actual security incidents to the mere discovery of
misconfigurations. For both questions, they are free to pick I don’t
know if they have no experience or opinion on the matter.

Opinions. The last misconfiguration-related part of our question-
naire addresses the operators’ opinions on statements from our qual-
itative interviews. Questions include, for example, whether the op-
erators felt they were taught how to deal with broken systems over
the course of their education, and whether they think that too many
options are configurable nowadays (“too many knobs”). Table 4 (Sec-
tion 6) provides an overview of the statements that we analyze. Fur-
thermore, we inquire which systems they find particularly hard to
operate and why (in a free-text field), as they may point at particu-
larly hard-to-use or unpopular systems that researchers should in-
vestigate more closely.

Demographics. To allow comparison of our data with other stud-
ies, such as the USENIX LISA salary survey among operators [29],
we collect demographic data on the participants. This includes their
work location, age range, and level of education.

5.2 Dissemination

To increase participation in our study, we established a brand in our
dissemination channels to utilize a recognition effect that spans all
dissemination channels. We also used this brand in our survey, so
that participants recognized our survey throughout different dis-
semination channels [37]. Establishing a recognizable brand was
particularly crucial to recruit system operators, who are more diffi-
cult torecruit through traditional mechanisms (e.g., monetarily, due
to generally higher compensation) and more time constrained (i.e.,
they might not participate the first time they encounter the study),
because information and reminders about the study were more eas-
ily and immediately recognizable. We did this through comics in a
distinctive drawing style (e.g., Figure 2). Our drawings also proved
useful for illustrating concepts, clarifying definitions, and what we
were asking for in the questionnaire. Furthermore, while we did
not compensate participants, we provided them the opportunity to
be informed about any updates on our research project. To ensure
anonymity of survey responses, we collected the email addresses
through a separate form, which was fully separated from the survey.

We used a multi-channel approach to disseminate our study di-
rectly within the operations community:

(1) A presentation at the 76 RIPE Meeting, which is the reg-
ular meeting of the local IP address authority for Europe,
the Middle-East, and Russia, where we also used the afore-
mentioned drawing-style to establish the brand, assuming
that brand recognition for a funny and appealing presenta-
tion [38] might convince operators to participate in our sur-
vey [37].
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(2) Publishing articles in the blogs of the RIPE NCC [39] and AP-
NIC [40], the latter of which is the address registry for Asia
and Oceania.

{3) Sending emails to operations mailing lists with several thou-
sand recipients.

(4) Social media activity in relevant industry communities ad-
vertising the survey.

We refrained from utilizing community and “question and answer”
sites like Server Fault [41] or Super User [42] because their respec-
tive terms of service prohibit advertising or conducting surveys (do-
ing so is often perceived as intrusive by operators). In fact, although
we only advertised our survey on mailing lists for which it was al-
lowed, we occasionally received negative feedback that our study
was unsolicited. We did not trace participation in the survey to a
specific dissemination channel, as we opted to not implement user
tracking in our questionnaire due to ethical concerns.

6 OQUANTITATIVE RESULTS

Farticipation. We published our survey on July 19, 2017 and con-
cluded it 30 days later (August 17, 2017). In total, we received 231
responses, 80 percent of which were recorded in the first 15 days.
78 participants subscribed to our mailing list for updates on our
findings. Figure 3 shows how our dissemination efforts relate to the
number of participants of the questionnaire.

Filtering. We excluded ten responses from our analysis due to
incorrect or incomplete data. For four of these ten submissions no
data was collected, potentially due to Google Forms malfunctioning.
The six other respondents stated they had never worked as opera-
tors before, two of which additionally declared that they just liked
disrupting surveys. Hence, our analysis is based on the remaining
221 current and former operators.

Demographics. The majority of respondents works in Germany
(45.70%), but we also received notable contributions from other parts
of Europe, specifically the Netherlands, Switzerland, and the United
Kingdom (Figure 4(a)). Likely because our dissemination focused on
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Figure 4: Key demographics of the quantitative study

European organizations, other parts of the world are underrepre-
sented. However, considering the increasing internationalization,
especially in IT industries, we do not regard this as a significant
limitation. That it is not a limitation is also being highlighted by
the distribution of age and experience of participants (Figure 4(b)
and Figure 4(c)), which is similar to that of other regions, for ex-
ample, as shown by earlier studies for the U.S.-centric operations
community [29]. Concerning the level of education, our results dif-
fer: 63.8% of all respondents have at least a Bachelor's degree, which
stands in contrast to 41.7% in the last LISA salary survey [29]. Nev-
ertheless, this difference may be due to the eased accessibility and
lower personal financial cost of higher education in Europe, pos-
sibly because of larger public financial support [43]. These consid-
erations underline that our sample is—within its limitations (Sec-
tion 8)—representative concerning the underlying strata.

Employment Situation. For the results of our survey, 82.1% of op-
erators are employees, 8.2% are self-employed, and 2.7% are former
operators. Notably, nearly half (48.9%) of all participants consider
their position to be at least partially a managerial position (e.g., as
team leaders). We also find a reasonable variety in terms of indus-
tries that the participants work in: Spanning from IT enterprises
to ISPs to government organizations and organizations that do not
operate in the IT sector, but who rely on IT to support their core
business operations.

6.1 Security Misconfiguration Frequency

Our first observation from our qualitative study is that security mis-
configurations are an (even more) common issue than reported (se-
curity) incidents indicate. Since security misconfigurations carry
a certain amount of guilt, operators may not be upfront or hon-
est when being asked about misconfigurations that they personally
created (Le., if there are no “blameless postmortems™). Therefore,
we separated the involved responsibility domains (Section 5) and
we first asked the operators whether they had misconfigured some-
thing themselves, and then whether they had found somebody else’s
misconfiguration.

For the former self-reflective part, we also provided operators
with the option to acknowledge that they may have misconfigured
something, which they yet have to notice. We also inquired if any
of the discovered misconfipurations led to a security incident. Fur-
thermore, to also include cases for which the operators did not fully
share our understanding of a security misconfiguration, we subse-
quently presented them with a list of possible misconfigurations
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operators encountered/did themselves.

based on our qualitative study. Again, we asked whether these mis-
configurations had happened to them, and/or, if they encountered
them.

From 221 operators, 170 (76.92%) acknowledge that they miscon-
figured a system and 68 (30.8%) state that at least one misconfig-
uration led to a security incident (Figure 5). Nine operators (4.1%)
state that one of their own security misconfigurations led to a se-
curity incident, contradicting their prior statements that they are
not aware of security misconfigurations that they committed in the
past. This may be explained by different notions of security miscon-
figurations. If we consider the answers to specific incidents, then
the number of operators acknowledging their own security miscon-
figurations rises to 196 (88.7%). Furthermore, when prompting for
specific misconfigurations they had encountered, only one operator
(0.5%) claims to have never encountered any of the specific miscon-
figurations we mentioned, or even encountered one in general.

Looking closer at specific types of misconfigurations (Table 3),
the average operator made more than four different kinds of mis-
configurations (4.3) and encountered more than eight (8.4). Out of
twelve presented misconfigurations, the most common self-made
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ones are delayed or missing updates, faulty scripting, and faulty fire-
wall configuration (Figure 6). Among the encountered misconfigu-
rations, weak or default passwords, delayed or missing updates, and
faulty assignment of permissions are the most frequently selected
misconfigurations (also Figure 6). The most interesting observation
here is that, with a deviation of around 20%, the relative frequency
for self-made and encountered misconfigurations match, except for
cases that are straight-forward violations of operational best prac-
tices (weak or default authentication credentials (password), insuffi-
cient security hardening, and misusing systems). We conjecture that
the difference may be related to avoidance of negative self-reflection
in our participants.

Discussion. Overall, close to all respondents of our survey en-
countered security sensitive misconfigurations in practice. This cor-
responds to our qualitative interviews, in which all interview part-
ners encountered misconfigurations and shared a multitude of re-
lated experiences. Nevertheless, we see a tendency of operators to
be more willing to acknowledge misconfigurations if it does not
attribute guilt to them. In line with our qualitative interviews, it
highlights the importance of blameless postmortems. Concerning mis-
configuration types, weak or default passwords, lax permissions,
and delayed (security) updates are the most frequent issues, closely
followed by insufficient and too permissive firewall rules. Interest-
ingly, these are also the types of misconfigurations that are regularly
considered responsible for major data leaks [44].

6.2 Organizational Factors and Management

In our questionnaire, we asked the operators which misconfigura-
tion facilitating factors they identified for misconfigurations that
they encountered during their work. The most frequent personal
factors are a lack of knowledge (78.73%) and a lack of experience
(75.57%), which aligns with our qualitative interviews, where par-
ticipants frequently mentioned that missing experience and a lack
of knowledge are major issues.

In the context of environmental factors, the most frequent rea-
sons are sole responsibility (76.92%) and insufficient quality assur-
ance (73.30%). The general picture here is that during the qualitative
interviews, the focus was on social issues, while during the question-
naire study organizational aspects appear to stand out. This may be
attributable to the different circumstances induced by the qualita-
tive and the quantitative methodology [45], that is, the difference is
because social issues are more likely to be voiced during the (seem-
ingly) less formal interviews rather than a survey. This may also
play a role in why the usage of defaults is the most common sys-
temic factor, while it was only infrequently mentioned during the
interviews: Respondents may not have felt comfortable to discuss
it, as it is stigmatized as a form of personal failure.

Turning toward the management, we find that operators con-
sider poor “financial decisions” and “unqualified leadership” less of
an issue than the initial qualitative interviews indicated. While our
interview partners were quite vivid about their perspective on the
quality of their leadership, only little more than a third of operators
(39.37%) see unqualified leadership a