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Abstract

One approach to solve the end to end (E2E) quality of services (QoS) problem of multimedia services delivery over
multi-domain IP heterogeneous network infrastructures in a scaleable manner is the establishment of long term QoS
enabled aggregated pipes. To allow dynamism, the actual service invocation of these pipes can be made as a separate action
from the pipes subscription. This paper proposes a service invocation admission control algorithm that can be applied to
aggregated IP pipes taking into account new service requests and the actual utilization of the domain resources of the sub-
scribed pipes.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

In an end-to-end audio-visual chain of a next gen-
eration network is going to involve several entities
such as Service Providers (SP), Content Providers

(CP), Network Providers (NP), Content Consumers
(CC), Access Providers (AP), Brokers/Resellers, etc.
The transport of multimedia content from CPs’ con-
tent servers (CS), through several heterogeneous IP
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autonomous domains, to potential CCs at a desired
level of QoS raises a significant scalability problem.
The establishment of logical long-term QoS-enabled
pipes at an aggregation level over underlying hetero-
geneous IP multi-domains could constitute a scal-
able mechanism towards an end-to-end multimedia
content delivery with QoS guarantees [1–5]. The
pipes are logically established through negotiation
of Service Level Agreement/Specification contracts
between SPs (pSLA/pSLS).

The pipe construction is initiated by a SP, based
on its knowledge about location of CPs/CSs and
location of potential customers. SP makes a request
for a pipe to involved NPs. The relationship
between SP and NPs could be a star, a hub or a
.
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cascaded peering one [3,4]. The latter is more scal-
able because the SP does not need to interact with
all NPs in the chain, but only with the first one sit-
uated at the ingress of the desired path. Each pSLS
request contains all desired QoS parameters (e.g.,
bandwidth, delay, jitter, loss rate, etc.). The pipes
are requested by SPs and they are agreed between
SP/NP, NP/NP, etc. This is called the subscription

phase. The actual network resources allocation at
the underlying network elements for these pipes
can be done immediately at the time of subscription,
or later, based on agreed explicit or implicit requests
signaled by the SP. This action is called aggregate
pipe service invocation.

Note that we make a clear distinction between
subscription and invocation of the aggregated pipes
and individual user service subscription and/or
invocation. After the installation of the aggregated
pipes in the network domains, SP is able to offer ser-
vices for individual flows. The aggregated capacities
are ‘‘sold’’ in a retail manner, to many customers,
through individual contracts customer-SLA/SLS

(cSLA/cSLS) between SP and each interested
customer.

Focusing on the aggregated pipe invocation
phase, this phase is the one in which the actual
QoS enabled aggregated pipe is installed at SP
request in the network elements of each involved
NP in the pipe chain. The amount of requested SP
resources may be those previously agreed in pSLS

contracts, or may have different values (less or even
more if over-subscription is allowed). Therefore an
invocation-level Admission Control (AC) is neces-
sary in each domain, taking into account the service
requests and the actual utilization of the underlying
domain resources.

This paper proposes such an AC algorithm for
pSLS based pipes invocation. Starting from previ-
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ous other approaches, [1,2,6,7,10], it is proposed
and studied a modified AC, flexible and scalable,
policy driven and having a simple implementation.

The paper is organized as follows. Section 2 briefly
discusses the pSLS invocation framework where the
proposed AC algorithm could be applied. Section 3
presents the proposed service invocation admission
algorithm and Section 4 concludes the paper.

2. pSLS invocation framework

Fig. 1 depicts a high level view of Traffic Trunks
(TTs). Each TT belongs to a QoS class of service
(QC). TTs are considered distinctly for intra and
inter-domain paths/links. An intra-domain TT can
be defined from an input I/F of an ingress router
up to an output I/F of an egress router. An inter-
domain TT can be defined from an output I/F of
an egress router up to an input I/F of an ingress
router of the next domain.

The intra-domain TT constitutes an abstraction
of resources allocated for this TT between an ingress
and egress point of this domain, no matter the intra-
domain path is. On an inter-domain link, we sup-
pose that we have one TT per QC.

The pSLS invocation framework that is deploy-
ing in the context of the IST FP6-IP ENTHRONE
project [3,4] is depicted in Fig. 2. The pSLS Invoca-

tion Handler (pSLS_IH) has the role to activate the
pSLSs, at request of SP, after the pSLSs have been
agreed and subscribed.

To process a new pSLS invocation request, an
Admission Control (AC) algorithm has to consider
the following information: subscription information

(read from the pSLS repository) for the QoS class
in question; invocation request parameters for an
already agreed pSLS pipe belonging to a certain
QoS class; previous invocation parameters of the
gress 
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Fig. 2. pSLS Invocation framework functional blocks.

E. Borcoci et al. / Computer Networks 51 (2007) 4669–4678 4671
request – if some previous invocation exists for the
same pipe, but with different parameters; current

status of the network load (with respect of the path
desired), delivered by the network monitoring sys-
tem; policy rules, which can influence the admission
or rejection of the invocation request. In case of
pSLS invocation request acceptance, the configura-
tion information for network level AC and traffic
conditioning purposes are downloaded to the NP’s
intra-domain Resource Manager.

The pSLS_IH has the following interfaces with
the respective operation:

1. pSLS Subscription AC (pSLS-S-AC) to pSLS_IH:
Information related to new pSLSs agreed by
pSLS-S-AC is passed to the handler, or, this can
be obtained by pSLS_IH from pSLS repository.

2. SP/Upstream NP pSLS Invocation to pSLS_IH:
It supports the explicit invocation start or termi-
nation of a pSLS by a SP/Upstream NP. The
handler notifies the requesting party about suc-
cess or failure of its request.

3. pSLS_IH to Service Provisioning: It allows for
prolongation of pSLS invocation to downward
domains via Service Provisioning and also allows
the pSLS_IH to interrogate the Service Provision-

ing about the validity of pSLS invocation request.
4. Intra-domain Resource Manager (RM) to pSLS_

IH:
– Provisioned resource availability for the

domain – Domain Total Trunk Resource Avail-

ability Matrix (DTT_RAM) described in
[3,4]. This matrix describes what traffic trunks
(scope, characteristics) have been provisioned
inside the domain for each QC. Alternatively,
this information can be obtained from the Ser-

vice Provisioning block, which also has
received this matrix from the NP.
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– Current Domain Resource Load Matrix-(CD-

RLM), this matrix should be offered by the
Network Monitoring System (after measure-
ments performed on the network). It shows
the fraction of busy resources out of the total
capacity of each TT of DTT_RAM.
5. Inter-domain Network Manager (NM) to pSLS_
IH:
– Provisioned resource availability for the out-

put links of the domain – Inter-domain Total
Trunk Resource Availability Matrix (ITT_
RAM) described in [3,4]. It contains data on
the output traffic trunks for each QC. The
traffic trunks are external but adjacent to this
domain. Alternatively this information can
be obtained from the Service Provisioning

block, which also has received this matrix
from the NP.
– Current Inter-domain Resource Load Matrix –
(CI-RLM) – given by the Network Monitoring

System; it indicates the amount of busy
resources out of the total specified by
ITT_RAM, for each TT.
6. pSLS_IH to Intra-domain Resource Manager

(RM): This interface allows the actual activation
of traffic conditioning and QC enforcement at the
involved network elements.

7. pSLS Invocation Handler to pSLS repository:

Information about subscribed pSLSs is passed
to pSLS_IH. Information about previous invoca-
tion parameters are also stored in the pSLS

repository and can be read by the pSLS_IH.
The pSLS_IH writes or updates in the pSLS

repository, the invocation parameters for each
invoked pSLS.

Optionally the pSLS Invocation Handler can
inform the Intra-domain RM about special situa-
tions, e.g., ‘‘a large number of rejections of pSLS
invocation requests’’ in order to trigger network
reconfiguration.

3. The pSLS invocation admission control algorithm

3.1. Requirements and assumptions

A pSLS may be invoked in several ways, depend-
ing on the scheduling agreements existent in the
pSLS contract:

(a) Static invocation: this is done immediately
after subscription, (no additional signaling
from SP); each NP on the path, installs the
pipe in its network domain, using the full
range of parameters (bandwidth) as specified
by pSLS contract. The lifetime of the pipe
installed is the same as specified in the pSLS
contract.

(b) Dynamic explicit invocation: this is done at SP
initiative at an invocation request instant, (it
may be later than subscription), for the full
bandwidth previously agreed, or only a per-
centage of it. The pSLS_IH at the first NP
receives invocation information, and extracts
the relevant parameters. The Service Provi-
sioning block at NP will contact the next NP
along the path of the pSLS associated pipe
in order to extend the invocation chain of
actions, and so on, up to the last domain of
the pipe. The termination of invocation is also
explicitly signaled by SP.

(c) Dynamic implicit invocation: if this was agreed
in the pSLS contract (time schedule with
desired time intervals for invocation) then
each NP on the path, will generate the invoca-
tion commands and latter termination.

This paper analyses the case b, which is the
most complex one. Note that the pSLS subscription
process (depending on domain policy) can
accept over-subscription, based on some multi-
plexing gain assumptions/policies when admit-
ting the pSLS requests. Therefore the pSLS-IH

should include an AC algorithm to analyse
the actual parameters desired in the invocation
request.

The proposed pSLS-I-AC (pSLS invocation
admission control) algorithm complements the
pSLS-S-AC (pSLS subscription admission control)
algorithm of Fig. 2. The main difference between
the pSLS-S-AC and the proposed dynamic pSLS-

I-AC algorithm is that the latter has to take also
into account the real network load in addition to
the pSLS contract parameters. Furthermore, at the
invocation time it has to satisfy the new user perfor-
mance QoS requirements, to avoid jeopardizing the
existing admitted flows and to allow for efficient net-
work resources utilization.

The proposed pSLS-I-AC has also to comply
with the following requirements:

– work at the aggregated level, for traffic trunks
associated for different classes of services (aggre-
gated pipes associated to pSLS contracts),
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– apply AC decisions appropriate for real time traf-

fic flows,
– allow dynamic, total or partial invocation of pre-

viously subscribed pSLSes, while taking into
account the current status of the network load,

– base its decisions on information about:
• pSLSs established, taken from the pSLS

Repository as a result of previous pSLS

accepted subscriptions,
• current level of aggregated traffic load,

(already invoked pSLSs); this information is
obtained from an appropriate monitoring
system,

• available network resources (upper bounds),
• traffic description for new pSLS invocation

requests,
• information based on the enforced policies for

each domain.
In a first, more simple approach, we do not con-
sider the potential interactions among different
QCs, despite the fact that such an effect can exist
in practice. It is supposed that resource provisioning
by the network is done per QoS class; TTs concern-
ing different QCs seen as separate resources, irre-
spective the fact that on the physical infrastructure
the paths can be (totally or partially) the same. At
the network level, the traffic conditioning mecha-
nisms and scheduling are supposed to differentiate
between classes and apply the appropriate schedul-
ing, so as to fulfill the requirements of each QC.
In a more complex approach, the above restriction
can be relaxed (resource sharing among several
TTs belonging to different QCs).

3.2. Total traffic demand estimation

We adopt the approach described in [2,7] for a
hybrid traffic-descriptor and measurement-based
AC, where the new flow to be admitted is described
by its own traffic descriptor, while the bandwidth
consumed by the already established flows is obtained
by real-time measurements through an appropriate
monitoring task system. Taking decisions based on
the actual network status, makes less important
the accuracy of the traffic descriptors and the
conformance of the real flows to those descriptors.

• Traffic multiplexing issues

The pSLS associated pipe carries many multi-
plexed individual flows. Therefore an effective band-
width based approach is appropriate for bandwidth
related computations and allocation. In [8] it is
shown that when the statistical multiplexing is sig-
nificant, the distribution of the stationary bit rate
can be accurately approximated by a Gaussian dis-
tribution. The work [9] shows even more: aggrega-
tion of a fairly small number of traffic streams is
still sufficient to allow for the Gaussian character-
ization of the input process. The effective bandwidth
of the multiplexed sources is given by [7]:

C � mþ ar; where a ¼ ½�2lnðerrÞ � lnð2pÞ�1=2
:

ð1Þ

Here, m is the mean value of the aggregated bit rate;
r is the standard deviation of the aggregate bit rate;
err is the upper bound on allowed queue overflow
probability.

• Measuring issues

Fig. 3 depicts an example of a domain having
several trunks on the same physical link. R1 is an
ingress router and R2 an interior router of a domain
(AS). TT1 has three active pipes (i.e., already
invoked) corresponding to three pSLSs. A fourth
invocation request arrives for a pSLS pipe in
TT1.

The monitoring system is supposed to be able to
measure the traffic load per each TT. This assump-
tion requires the capability to measure load on each

of the different TT flow belonging to the same QC.

For intra-domain TTs, the measuring process is per-
formed at the output I/Fs of each ingress router of
the domain (e.g., R1), point a (see both Figs. 1 and
3). For inter-domain TTs, this is done at the output
interfaces of each egress router of the domain, point
b (see Fig. 1).

Considering an intra-domain TT as an edge-to-
edge logical pipe and an inter-domain TT as a
domain-to-domain logical pipe, the load informa-
tion measured in the two aggregation points a.
and b. is sufficient to know the load on each TT.
This can lead to a scalable solution for monitoring.
Assuming the measuring can be done, at the output
interfaces in cases a. or b., the measured (for a given
TT) parameters are the mean rate Mms of the offered
load and its variance (rms)

2. These values are in fact
measured at the input of intra-domain TTs and
respectively at the input of inter-domain TTs.

The paper does not discuss the selection of the
time window value for measurements. Details are
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given in [2,7,10], which propose a sufficient time
window to take measurement samples.

• Combining the requested traffic descriptor with
the measured values

We suppose that a new invocation request is
coming to the proposed pSLS-I-AC algorithm,
invoking partially or totally a pSLS pipe trans-
ported by a traffic trunk (TT), belonging to a given
QoS traffic class QC1. TT has some resource bounds
UBm(OQL1)-minimum and UBM(OQL1)-maxi-

mum, where the factor Overall Quality Level

(OQL) can be found [3,4]. Let OQL1 be the value
of QC1. The overall quality level is a factor (OQL
2 [0, 1]) selected by the NP for serving different
QCs. The greater OQL, the better QoS guarantees
are obtained meaning less possibility of sharing
resources between TTs and thus less degree of over-
booking admission for requests. The pSLS-I-AC

algorithm compares the sum of the current load
(measured) and the new requested load against the
above bounds.

The new request comes with the parameters
(mnew, rnew – they should be compliant with the val-
ues of the pSLS contract). Now, we have to ‘‘add’’
this traffic to the measured one in order to estimate
the total invocation demand (including the new
requested flow). This will give the necessary invoca-
tion capacity estimation:
Ci�est ¼ ðMms þ mnewÞ þ a0PLR½ðrmsÞ2 þ ðrnewÞ2�1=2
;

ð2Þ
where a0PLR is computed as in (1) for the target pack-

et loss rate (PLR) for the aggregated flow.
In the particular case when the new request spec-

ifies only its peak rate pnew�r, then rnew=0 and
mnew = pnew�r.

Having this sum, the admission control criterion
is very simple: If (Ci�est 6 PT*Cavail) then accept,
otherwise reject.

Here Cavail is the available capacity (upper
bound). We also introduce a Protection Threshold

(PT 2 [0, 1]) factor, which is the percentage of the
resources allowed to be used. This factor might
compensate for some measurement errors, but also
may be influenced by NP policies. For instance, if
the NP network manager would like to be more
conservative w.r.t. resource allocation, then the PT
is lower, or if it would like to be more liberal, then
the PT is greater.

• Refinements for PT computation

Works [2,7] propose a different factor, called pre-

caution factor (PF)P 1, and a heuristic formula for
PF. This factor is included in the AC criterion, in
order to address such issues as: (1) source heteroge-
neity and (2) effect of measurement errors. The deci-
sion rule in their case is:

If PF �Ci�est 6 Cavail then accept; otherwise reject:

ð3Þ
A second correction factor is proposed in [2,7], that
is PF 0 = PF*c, where c depends on the PLR value
for the reference source and target PLR for aggre-
gated flow.
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We propose to define:

PT ¼ að1=PF Þ; with a 2 ð0; 1�; ð4Þ

where the factor a can be determined by policy con-
siderations. The introduction of a enables the con-
trol of the resource allocation process by a single
tuning factor at a high level.

• Specific decision formulas

We use the generic notation Cavailable to indicate
the UBm(OQL1) bound or UBM(OQL). Remem-
ber that the two bounds correspond and have to
be compared to the minimum and maximum
requested rates:

SRm minimum traffic rate to be offered to an
SLS so that its service can run at acceptable
level.

SRM maximum traffic rate to be offered to an
SLS so that its service can run at very good
level.
If we use a reference source model as defined in
this section then we can roughly approximate the
minimum rate requested as SRm = m, and
SRM = m + ar; see formula (1). Therefore the com-
parison relationships used in decision, Ci�est 6

PT*Cavailable, applied for a QoS class QC1, on a
traffic trunk TT1, having a OQL factor OQL1
would become:

TDTm ¼ ðMms þ mnewÞ 6 PT �UBmðOQL1Þ ð5Þ

for the lower bound, and

TDTM ¼ ðMms þ mnewÞ þ a0PLR½ðrmsÞ2 þ ðrnewÞ2�1=2

6 PT �UBMðOQL1Þ ð6Þ

for the upper bound.
In order to increase the ability to react to traffic

variation and network load and prevent QoS degra-
dation, we extend (additionally to the above PT fac-
tor), the usage of formulas (5) and (6) with a
Random Early Detection (RED)-like behaviour for
AC decision. A similar approach is used in [11],
but in a different context.

3.3. Algorithm description

The pSLS subscription phase establishes two
kinds of commitments for a pSLS pipe belonging
to a given TT through the pSLS-S-AC algorithm:
– strong commitments if the total resource requests
is below the Rmin,

– statistical commitment if the total resource
requested is between Rmin and Rmax.

The above commitments could be found in detail
in [3,4]. The upper bounds UBm(OQL) and
UBM(OQL) values are defined for each QC. The
portion of resources between Rmin and Rmax is a
shared pool of resources between this TT and other
TTs (see Fig. 4). Therefore it is a matter of NP pol-
icy how many requests will be admitted, if the total
amount of resource request for a given TT is close
to the value Rmax. The proposed pSLS-I-AC algo-
rithm should prevent entering in to the congestion
region for the trunks.

The pSLS invocation parameters could be differ-
ent from the pSLS subscription parameters. If the
pSLS contract specifies permission of overbooking
then the system can allow a larger amount of
requests in the invocation request than in the sub-
scription contract. But, this should be controllable
in the sense that congestion should be avoided.

• Approach 1 (monitoring system can supervise
each TT)

We suppose that we have knowledge on:

– a TTi, belonging to the QoS class QCj;
– the values Rmin, Rmax for TTi and the bounds

UBm(OQLj) and UBM(OQLj) (remember that
the portion Rmax-Rmin is shared with other
TTs, belonging to the same QC);

– pSLSk subscription information for a pipe on TTi

(this is not yet invoked);
– the measured values of the total load, at the out-

put interfaceof the ingress router invoked on TTi.

Under such conditions a new invocation request
comes for invocation of pSLSk.

The high level description of the algorithm is:

– verify that the request is conformant with the sub-
scription and reject if not. (Note that if overboo-
king is allowed then the request can ask for more
resources than in the previous subscription.)

If verification is ok then,

– compute the total request current load plus the
new request (minimum and maximum),
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– if the request-maximum level is below the Rmin
level of resources then accept it, otherwise apply
the RED policy as described in the Fig. 4. There-
fore, the decision to accept/reject a request,
which brings the total demand in the region
Rmin–Rmax will be not a binary one as in formu-
las (5) and (6) but a probabilistic one. In Fig. 4,
for simplicity reasons we have put PT = 1.

Note that on different links along the path of a
given trunk TTj inside a domain, this trunk may
share bandwidth with other TTs, (belonging to the
same QoS class) but the latter ones may be different
on each link. So, for scalability reasons, the algo-
rithm is not aware of the amount of the current load
produced by other TTs sharing bandwidth with TTj.
This weakness can be compensated by the RED
mechanism. While total load on each TT is closer
to its Rmax value, the more probable is that the
RED mechanism will reject a new invocation (see
Fig. 4). So the AC decision for a pSLS invocation
request addressed to a given TT, is decoupled from
invocations belonging to other TTs. But the actual
coupling (from the performance point of view) still
exists between different TTs if the shared part of
the resources is used. Concerning this point, one
has to adjust the RED parameters and UBm and
UBM bounds through policy based actions, taking
into account information delivered by the monitor-
ing system.

• Approach 2 (monitoring system cannot supervise
each TT)

In this case the monitoring system is not able to
measure individual TT load, for each TT belonging
to a given QC, but only aggregated values for traffic
load for different QCs. The formulas (5) and (6) can-
not be used. In such a case, to compute the current
load on the trunk in question, the algorithm will use

the invocation values for the active pSLSs and add to
these the new request’s desired load (specified by
traffic descriptors). The RED mechanism described
for Approach 1 can be still used. Additionally one
can use the measured values given by the monitor-
ing system in order to adjust the Protection Thresh-

old (PT) proposed in the formula (4) or to adjust the
factor a via an appropriate policy.

For scalability reasons, we constrain the resource

sharing only among TTs having the same edges, the
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same intra-domain path and belonging to the same

QoS class. However, the network utilization could
be better if we allow sharing resources among TTs
belonging to different QoS classes. This will need
an extension of the algorithm, which is left for fur-
ther study.

4. Conclusions

An admission control algorithm has been pro-
posed for invocating the installation of QoS enabled
aggregated pipes in a multi-domain environment. It
is believed that such an algorithm could enhance the
dynamism of an E2E QoS-offering system, by
decoupling the subscription phase for QoS enabled
pipes and their actual invocation and installation
in the network. The proposed AC is flexible in
resource allocation, due to its decision method, in
order to get different levels of QoS guarantees. It
could be easy to implement, provided that exists a
capable network monitoring system in each autono-
mous domain. Also it can be extended to be driven
by a policy-based management logical structure.
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