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Abstract. From the viewpoint of higher dimensional Auslander-Reiten theory, we introduce a
new class of finite dimensional algebras of global dimension n, which we call n-representation
infinite. They are a certain analog of representation infinite hereditary algebras, and we study
three important classes of modules: n-preprojective, n-preinjective and n-regular modules. We
observe that their homological behaviour is quite interesting. For instance they provide first
examples of algebras having infinite Ext1-orthogonal families of modules. Moreover we give
general constructions of n-representation infinite algebras.

Applying Minamoto’s theory on Fano algebras in non-commutative algebraic geometry, we
describe the category of n-regular modules in terms of the corresponding preprojective algebra.
Then we introduce n-representation tame algebras, and show that the category of n-regular
modules decomposes into the categories of finite dimensional modules over localizations of the
preprojective algebra. This generalizes the classical description of regular modules over tame
hereditary algebras. As an application, we show that the representation dimension of an n-
representation tame algebra is at least n+ 2.
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1. Introduction

The notion of global dimension gives an important measure in representation theory of algebras:
Algebras of global dimension zero are semisimple, and their representation theory is trivial in the
sense that any module is a direct sum of simple modules. Algebras of global dimension one are
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path algebras of quivers, and their representation theory has been one of the central subjects in
modern representation theory. Unfortunately it seems to be quite hard to develop general theory
for algebras of higher global dimension though there are a number of important classes for which
more is known. This means that we need to restrict our consideration to some special classes to
get a fruitful theory.

From the viewpoint of higher dimensional Auslander-Reiten theory, a distinguished class of finite
dimensional algebras of global dimension n, called n-representation finite algebras, has been studied
[HI1, HI2, I1, I4, IO1, IO2]. They have an n-cluster tilting subcategory with an additive generator,
whose structure is controled by the higher Auslander-Reiten translations τn : modΛ → modΛ and
νn : D

b(modΛ) → Db(modΛ). They are characterized as follows: An algebra of global dimension
n is n-representation finite if and only if for any indecomposable projective module P , there exists
ℓP ≥ 0 such that ν−ℓP

n (P ) is indecomposable injective [IO2, Theorem 3.1]. Thus for n = 1 the
notion of 1-representation finite algebras coincides with the classical notion of representation finite
hereditary algebras.

Since in classical theory one has representation infinite algebras as natural counterpart to rep-
resentation finite ones, it is natural to ask “What are n-representation infinite algebras?”

The aim of this paper is to introduce n-representation infinite algebras and study their proper-
ties. Our definition is a simpler analogue of the above property of n-representation finite algebras
and given in terms of a higher Auslander-Reiten translation: A finite dimensional algebra of global
dimension n is called n-representation infinite if and only if ν−i

n (Λ) is a module (i.e. concentrated
in degree 0) for any i ≥ 0. Thus for n = 1 our notion of 1-representation infinite algebras coincides
with the classical notion of representation infinite hereditary algebras. We show (in Theorem 3.4)
that n-representation finite algebras and n-representation infinite algebras give two disjoint classes
of n-hereditary algebras, which are certain homologically nice algebras.

As a first example of an n-representation infinite algebra consider the Beilinson algebra, given
by the quiver

1

a1
0

...

a1
n

2

a2
0

...

a2
n

3 · · · n

an
0

...

an
n

n+ 1 , subject to the relations aki a
k+1
j = akj a

k+1
i .

By Beilinson [Be] this is the endomorphism algebra of the tilting bundle
⊕n

ℓ=0 O(ℓ) on Pn. Using
knowledge on the category cohPn, in particular Serre duality and sheaf cohomology, it is easy to
see that the Beilinson algebra is n-representation infinite. For details, see Example 2.15. We see (in
Section 5) that the Beilinson algebra is actually only one member of a large class of n-representation

infinite algebras which we call “type Ã”.
For n-representation infinite algebras, we introduce three distinguished classes of modules: The

first one is P = add{ν−i
n (Λ) | i ≥ 0}, which we call the n-preprojective modules, and the second

one is I = add{νin(DΛ) | i ≥ 0} which we call the n-preinjective modules. The third class which
we call n-regular modules is described as R = {X ∈ modΛ | ∀i ∈ Z : νin(X) ∈ modΛ} (see
Proposition 4.15). In the context of higher dimensional Auslander-Reiten theory, the category

C
0 := {X ∈ modΛ | ∀i ∈ {1, . . . , n− 1} : ExtiΛ(P ∨ I , X) = 0}

gives a higher analogue of module categories. We give the following result, showing that the
properties of these subcategories are very similar to the classical hereditary situation.

Theorem 1.1 (see Theorems 4.17 and 4.24). Let Λ be an n-representation infinite algebra.

(a) We have C 0 = P ∨ R ∨ I .
(b) We have

HomΛ(R,P) = 0, HomΛ(I ,P) = 0, and HomΛ(I ,R) = 0,

ExtnΛ(P,R) = 0, ExtnΛ(P,I ) = 0, and ExtnΛ(R,I ) = 0.
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(c) For any indecomposable non-projective X ∈ P∨I (respectively, non-injective Y ∈ P∨I ),
there exists an n-almost split sequence

0 → Y −→ Cn−1 −→ Cn−2 −→ · · · −→ C1 −→ C0 −→ X → 0

such that Y ∼= τn(X) and X ∼= τ−n (Y ).

It is worth noting that n-representation infinite algebras form an answer to the following question
in homological algebra, which was asked in [I2] and at ICRA XI:

Question 1.2. Is there a finite dimensional algebra Λ with an infinite set {Xi}i∈I of isomorphism
classes of indecomposable Λ-modules such that Ext1Λ(Xi, Xj) = 0 for any i, j ∈ I?

We see (in Proposition 4.9), that for any n-representation infinite algebra with n > 1, both the
categories P of n-preprojective and the category I of n-preinjective modules provide examples
of the form asked for by Question 1.2.

As in the classical case n = 1 and the case of n-representation finite algebras, one main method
for studying an n-representation infinite algebra Λ is to look at the associated preprojective algebra
Π . The name is explained by the fact that Π is the direct sum of all n-preprojective modules as a
Λ-modules. By a result of Keller [K2] it is a bimodule (n+1)-Calabi-Yau algebra [G]. Using results
in [AIR, MM], we have a bijection between n-representation infinite algebras and bimodule (n+1)-
Calabi-Yau algebras of Gorenstein parameter 1 (Theorem 4.35). Moreover we apply methods in
non-commutative algebraic geometry to preprojective algebras to study the category of n-regular
modules. In particular, we use Minamoto’s theory [M] on Fano algebras to give the following
description of n-regular modules:

Theorem 1.3 (see Theorem 6.5). Let Λ be n-representation infinite algebra and Π the associated
preprojective algebra. If Π is left graded coherent, then we have

R = qgr0 Π

where qgrΠ is the quotient category of graded Π-modules modulo finite dimensional modules and
qgr0 Π is the full subcategories consisting of graded Π-modules of dimension one.

One aspect in this paper that heavily relies on the interplay of n-representation infinite algebras
and their preprojective algebras is our study of n-representation tame algebras. We call an n-
representation infinite algebra n-representation tame if its preprojective algebra is a Noetherian
algebra. For n = 1 our notion of 1-representation tame algebras coincides with the classical notion
of representation tame hereditary algebras. In this situation, we obtain a nice decomposition of the
category of n-regular modules, which generalizes the classical result for tame hereditary algebras.

Theorem 1.4 (see Theorem 6.22). Let Λ be n-representation tame and Π the associated prepro-
jective algebra. Then the category of n-regular modules decomposes as

R =
∐

p∈MaxProjR

fdΠ(p)

where Π(p) is given by a localization of Π with respect to p ∈ MaxProjR.

For instance in the case of the Beilinson algebra we obtain the decompositionR ≈
∐

fdK[[t1, . . . , tn]],
where the coproduct runs over all closed points in Pn (Example 6.24(b)).

It is somewhat surprising that Auslander’s representation dimension [A2] may also be applied to
our higher dimensional representation theory: By a classical result, an algebra has representation
dimension at most two if and only if it is representation finite. In particular any representation
infinite algebra has representation dimension at least three. The first example of algebras with
representation dimension at least four was given by Rouquier [Ro]. Here we show that, at least if
we restrict to the finite/tame situation, representation dimension also determines if an algebra is
n-representation finite. More precisely, we show the following:
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Theorem 1.5. (Propositon 7.3, Theorem 7.5)

repdimΛ

{
≤ n+ 1 if Λ is n-representation finite,

≥ n+ 2 if Λ is n-representation tame.

We conjecture that any n-representation infinite algebra Λ satisfies repdimΛ ≥ n+ 2 (Conjec-
ture 7.2). We prove that this is true for n = 2 (Theorem 7.4). One reason to believe this is that
n-representation tame algebras are simplest among n-representation infinite algebras.

Results in this paper were presented in Oberwolfach (February 2011) [I5], Balestrand (June
2011) and Shanghai (October 2011).

Acknowledgements. The authors thank Hiroyuki Minamoto for a valuable suggestion which
improved our original Theorem 6.22 by using Lemma 6.18 and Proposition 6.19. We are grateful
to him and Izuru Mori for stimulating discussion about n-representation infinite algebras and
Fano algebras. The second author thanks Osamu Fujino, Susan Sierra and Hokuto Uehara for
stimulating discussions.

1.1. Notation. For general background in representation theory, we refer to [ARS, ASS].
Throughout this paper K denotes a field. We denote by D the K-dual, that is D(−) =

HomK(−,K). By the composition fg of morphisms means first f , then g.
Let Λ be a K-algebra. All modules in this paper are left modules. We denote by ModΛ

the category of Λ-modules, by modΛ the category of finitely presented Λ-modules, by projΛ the
category of finitely generated projective Λ-modules, by injΛ the category of finitely generated
injective Λ-modules, and by fdΛ the category of finite dimensional Λ-modules. If Λ is a graded
K-algebra we write GrΛ for the category of graded Λ-modules, grΛ for the category of finitely
presented graded Λ-modules, and gr projΛ for the category of finitely generated graded projective
Λ-modules.

We denote by C(−), K(−), and D(−) the category of complexes, the homotopy category, and
the derived category, respectively. By Cb(−), Kb(−) and Db(−) we mean the bounded version.

For a class X of objects in an additive category C , we denote by addC X or addX the full
subcategory of C consisting of direct summands of finite direct sums of objects in X . For additive
categories Ci (i ∈ I) we write

∐
i∈I Ci for the coproduct of the categories. For a Krull-Schmidt

category C we denote by indC the class of isomorphism classes of indecomposable objects in C .
For full subcategories Ci (i ∈ I) of C , we denote by

∨
i∈I Ci the full subcategory of C satisfying∨

i∈I Ci = add(
⋃

i∈I indCi). Note that a decomposition C =
∨

i∈I Ci is a coproduct if and only if
HomC (Ci,Cj) = 0 ∀i 6= j.

2. n-representation infinite algebras

Let n be a positive integer and Λ a ring-indecomposable finite dimensional K-algebra. Through-
out this section we assume that Λ has global dimension at most n.

Let us recall the Nakayama functor on Db(modΛ) following Happel [Hap]. Define the functors

ν := DHomΛ(−,Λ): modΛ → modΛ and ν− := HomΛop(D−,Λ): modΛ → modΛ.

Since projΛ = addΛ and injΛ = addDΛ, they induce quasi-inverse equivalences

projΛ
ν

injΛ,
ν−

which in turn induce triangle equivalences between homotopy categories

Kb(projΛ)
ν

Kb(injΛ).
ν−
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Since Λ has finite global dimension, the inclusions Kb(projΛ) → Db(modΛ) and Kb(injΛ) →
Db(modΛ) are triangle equivalences. Thus we obtain the Nakayama functors

ν := DRHomΛ(−,Λ): Db(modΛ) → Db(modΛ),

ν−1 := RHomΛop(D−,Λ): Db(modΛ) → Db(modΛ).

They are quasi-inverse each other. It is easy to check ν ∼= (DΛ)
L

⊗Λ − and ν−1 ∼= RHomΛ(DΛ,−).

Moreover ν gives a Serre functor [BK] of Db(modΛ) in the sense that there exists a functorial
isomorphism

HomDb(modΛ)(X,Y ) ∼= DHomDb(modΛ)(Y, ν(X)).

In this paper an important role is played by the autoequivalence

νn := ν ◦ [−n] : Db(modΛ) → Db(modΛ).

We collect some immediate properties of νn.

Observation 2.1. (a) For any i ∈ Z, we have the following functorial isomorphism:

HomDb(modΛ)(X,Y [i]) ∼= DHomDb(modΛ)(Y, νn(X)[n− i]).

(b) We have the following commutative diagram:

Db(modΛ)

D

νn
Db(modΛ)

D

Db(modΛop)
ν−1
n

Db(modΛop)

(c) For i, j ∈ Z we have

Hi(νjn(DΛ)) = HomDb(modΛ)(Λ, ν
j
n(DΛ)[i]) = HomDb(modΛ)(ν

−j
n (Λ), DΛ[i])

= DH−i(ν−j
n (Λ)).

The following basic property of νn follows from the fact that we assume gl.dimΛ ≤ n.

Proposition 2.2. (e.g. [I4, Proposition 5.4]) The following inclusions hold.

(a) νn(D
≥0(modΛ)) ⊂ D≥0(modΛ).

(b) ν−1
n (D≤0(modΛ)) ⊂ D≤0(modΛ).

As an easy consequences we get the following results that we will use often.

Proposition 2.3. (a) Let M ∈ modΛ. If νin(M) ∈ modΛ for some i > 0, then νjn(M) ∈
modΛ for all 0 ≤ j ≤ i.

(b) HomDb(modΛ)(ν
i
n(Λ), ν

j
n(Λ)) = 0 for any integers i < j.

Proof. (a) This is clear from Proposition 2.2.
(b) Without loss of generality, we can assume i = 0 < j. Then νjn(Λ) = νj−1

n (DΛ[−n]) ∈
D≥n(modΛ) by Proposition 2.2. Thus HomDb(modΛ)(Λ, ν

j
n(Λ)) = H0(νj−1

n (DΛ[−n])) = 0. �

We define the n-Auslander-Reiten translations by

τn := DExtnΛ(−,Λ): modΛ → modΛ and τ−n := ExtnΛop (D−,Λ): modΛ → modΛ.

Then we have

τn ∼= TorΛn(DΛ,−) and τ−n
∼= ExtnΛ(DΛ,−) ∼= ExtnΛ(DΛ,Λ)⊗Λ − (2.1)

They are closely related to the functors νn by the following formulas.

τn = H0(νn−) : modΛ → modΛ and τ−n = H0(ν−1
n −) : modΛ → modΛ.

The functors τn and τ−n turn out to play an important role in higher dimensional Auslander-Reiten
theory of n-representation finite algebras (see [HI1, HI2, I1, I4, IO1, IO2]) defined as follows:
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Definition 2.4. We say that a Λ-module M is n-cluster tilting if

addM = {X ∈ modΛ | ExtiΛ(M,X) = 0 for any 0 < i < n}

= {X ∈ modΛ | ExtiΛ(X,M) = 0 for any 0 < i < n}.

We say that Λ is n-representation finite if there exists an n-cluster tilting Λ-module and gl.dimΛ ≤
n.

Notice that M ∈ modΛ is n-cluster tilting if and only if DM ∈ modΛop is n-cluster tilting.
Thus Λ is n-representation finite if and only if Λop is n-representation finite.

Example 2.5. (a) Let n = 1. Then 1-cluster tilting Λ-modules are nothing but additive
generators of modΛ. Thus 1-representation finite algebras are precisely representation
finite hereditary algebras. If K is algebraically closed, then they are path algebras KQ of
Dynkin quivers Q up to Morita equivalences.

(b) It is shown in [HI2] that 2-representation finite algebras over algebraically closed fields are
precisely truncated Jacobian algebras of selfinjective quivers with potentials.

See [HI1, HI2, IO1] for more examples of n-representation finite algebras.

Now recall the following description of n-representation finite algebras.

Proposition 2.6. The following conditions are equivalent.

(a) Λ is n-representation finite.
(b) Any indecomposable projective Λ-module P satisfies that ν−i

n (P ) is an indecomposable in-
jective Λ-module for some i ≥ 0.

In this case Λ has an n-cluster tilting module
⊕

i≥0 τ
−i
n (Λ).

Proof. (a)⇔(b) is shown in [IO2, Theorem 3.1(1)⇔(2)].
The statement for n-cluster tilting module follows from [I4, Theorem 1.6]. �

Motivated by the characterization of n-representation finite algebras in Proposition 2.6(b), we
define n-representation infinite algebras as follows.

Definition 2.7. Let n be a positive integer. We say that a finite dimensional algebra Λ is n-
representation infinite if any indecomposable Λ-module P satisfies that ν−i

n (P ) ∈ modΛ for any
i ≥ 0, and gl.dimΛ ≤ n.

In this case, Λ has global dimension precisely n since ExtnΛ(DΛ,Λ) = ν−1
n (Λ) 6= 0.

The name is explained by the following observation.

Example 2.8. Let n = 1. Then 1-representation infinite algebras are precisely representation
infinite hereditary algebras: For Λ hereditary we have ν−1

1 (X) = τ−(X) for any non-injective inde-
composable Λ-module X . The claim now follows from the descriptions of AR-quivers of hereditary
algebras [ARS].

Let us prove left-right symmetry of n-representation infinite algebras.

Proposition 2.9. The following conditions are equivalent.

(a) Λ is n-representation infinite.
(b) ν−i

n (Λ) ∈ modΛ for any i ≥ 0.
(c) Λop is n-representation infinite.
(d) νin(DΛ) ∈ modΛ for any i ≥ 0.

Proof. Clearly (a) is equivalent to (b), and (c) is equivalent to (d) by Observation 2.1(b).
Now we prove that (b) is equivalent to (d). By Observation 2.1(c), we have that νjn(DΛ) ∈ modΛ

if and only if ν−j
n (Λ) ∈ modΛ. �
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2.1. First examples. In the rest of this section, we give a few methods to construct n-representation
infinite algebras.

The first one is to use tensor products. In what follows ⊗ denotes the tensor product over K.
Let Λ1 and Λ2 be two finite dimensional K-algebras with Jacobson radicals J1 and J2 respectively.
If Λ1/J1 ⊗ Λ2/J2 is semisimple then

gl.dim(Λ1 ⊗ Λ2) = gl.dimΛ1 + gl.dimΛ2

by [A1]. Notice that Λ1/J1 ⊗ Λ2/J2 is always semisimple if K is perfect or if Λ1 and Λ2 are
path algebras of quivers factored by admissible ideals. Because of this compatibility of the tensor
product with global dimension it is natural to consider tensor products of n-representation finite
and n-representation infinite algebras.

Recall that an n-representation finite algebra is called ℓ-homogeneous if for any indecomposable

Λ-module P , we have that τ
−(ℓ−1)
n (P ) is an indecomposable injective Λ-module. It is shown in

[HI1, Corollary 1.5] that if Λi is an ℓ-homogeneous ni-representation finite algebra for i ∈ {1, 2}
such that Λ1/J1⊗Λ2/J2 is semisimple then Λ1⊗Λ2 is an ℓ-homogeneous (n1 +n2)-representation
finite algebra.

For n-representation infinite algebras, we have the following simpler result, where we do not
have to care ℓ-homogeneity.

Theorem 2.10. Let Λi be an ni-representation infinite algebra for i ∈ {1, 2}. If Λ1/J1 ⊗ Λ2/J2
is semisimple then Λ1 ⊗ Λ2 is an (n1 + n2)-representation infinite algebra.

For the proof we need to investigate the relationship between the Nakayama functors and tensor
products.

Lemma 2.11. Let Λi be finite dimensional algebras with gl.dimΛi ≤ ni for i ∈ {1, 2}. For any
X ∈ Db(modΛ1) and Y ∈ Db(modΛ2) the following statements hold.

(a) ν(X ⊗ Y ) ∼= ν(X)⊗ ν(Y ),
(b) νn1+n2(X ⊗ Y ) ∼= νn1(X)⊗ νn2(Y ).

Proof. First we prove part (a).

ν(X ⊗ Y ) ∼= D(Λ1 ⊗ Λ2)
L

⊗Λ1⊗Λ2(X ⊗ Y ) ∼= (DΛ1

L

⊗Λ1 X)⊗ (DΛ2

L

⊗Λ2 Y ) ∼= ν(X)⊗ ν(Y ).

Now (b) follows from:

νn1+n2(X ⊗ Y ) = ν(X ⊗ Y )[−n1 − n2] ∼= ν(X)[−n1]⊗ ν(Y )[−n2] = νn1(X)⊗ νn2(Y ).

�

Proof of Theorem 2.10. Since Λ1/J1⊗Λ2/J2 is semisimple, gl.dim(Λ1⊗Λ2) = n1+n2. By applying
Lemma 2.11 repeatedly we get

ν−i
n1+n2

(Λ1 ⊗ Λ2) ∼= ν−i
n1

(Λ1)⊗ ν−i
n2

(Λ2) ∈ mod(Λ1 ⊗ Λ2)

for any i ≥ 0. �

Combining Example 2.8 and Theorem 2.10 we get the following example (see [HI1, Section 3.1]
for similar examples of n-representation finite algebras).

Example 2.12. Let Qi be a connected non-Dynkin quiver for i = 1, . . . ,m. Then the tensor
product KQ1 ⊗ · · · ⊗KQm is an m-representation infinite algebra.

Next we give another construction using ‘n-APR tilting modules’. Let Λ be a basic finite
dimensional algebra with global dimension at most n and P be a simple projective non-injective
Λ-module. When ExtiΛ(DΛ, P ) = 0 holds for any i with 0 < i < n, we define a Λ-module by

T := τ−n (P )⊕ (Λ/P ).
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Then T is a tilting Λ-module with projective dimension n by [IO1, Theorem 3.2]. We call T
the n-APR tilting Λ-module with respect to P . It is shown in [IO1, Theorem 4.7] that if Λ is
n-representation finite then EndΛ(T ) is again n-representation finite.

By the following result, n-APR tilting modules also preserve n-representation infiniteness.

Theorem 2.13. Let Λ be an n-representation infinite algebra and T an n-APR tilting Λ-module.
Then EndΛ(T ) is again n-representation infinite.

Proof. Let Γ := EndΛ(T ). By uniqueness of the Serre functor, we have a commutative diagram

Db(modΛ)

ν−1
n

RHomΛ(T,−)

Db(modΓ)

ν−1
n

Db(modΛ)
RHomΛ(T,−)

Db(modΓ).

We only have to show that HomDb(modΓ)(Γ, ν
−i
n (Γ)[j]) is zero for any i > 0 and j 6= 0. Since

τ−n (P ) = ν−1
n (P ), we have

HomDb(modΓ)(Γ, ν
−i
n (Γ)[j]) ∼= HomDb(modΛ)(T, ν

−i
n (T )[j])

= HomDb(modΛ)(Λ/P, ν
−i
n (T )[j])⊕HomDb(modΛ)(ν

−1
n (P ), ν−i

n (T )[j]).

Since Λ is n-representation infinite, we have for any i > 0 and j 6= 0

HomDb(modΛ)(Λ/P, ν
−i
n (T )[j]) = 0,

HomDb(modΛ)(ν
−1
n (P ), ν−i

n (T )[j]) = HomDb(modΛ)(P, ν
1−i
n (Λ/P )[j])⊕HomDb(modΛ)(P, ν

−i
n (P )[j])

= 0.

Thus the assertion follows. �

The change of the quiver with relations via 2-APR tilting was described in [IO1, Theorem 3.11].
Here we give an example.

Example 2.14. LetQ be an extended Dynkin quiver of type Ã1. ThenKQ⊗KQ is 2-representation
infinite by Example 2.12, and given by the following quiver with relations.

1
x1

y1

x3y3

2

x2y2 x1x2 = x3x4, x1y2 = y3x4, y1x2 = x3y4, y1y2 = y3y4.

3
x4

y4
4

Let T be an 2-APR tilting module corresponding to the vertex 1. Then EndΛ(T ) is 2-representation
infinite by Theorem 2.13, and given by the following quiver with relations.

1 2
x2y2

x2r1 + y2r2 = 0, x2r3 + y2r4 = 0, x4r1 + y4r3 = 0, x4r2 + y4r4 = 0.

3
x4

y4
4

r1

r2
r3

r4

We end this section by the following example, which motivates the non-commutative algebraic
geometry approach given in Section 6.

Example 2.15. Let Λ be the Beilinson algebra, that is the algebra given by the quiver

1

a1
0

...

a1
n

2

a2
0

...

a2
n

3 · · · n

an
0

...

an
n

n+ 1 , subject to the relations aki a
k+1
j = akj a

k+1
i .
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By [Be] this is the endomorphism algebra of the tilting bundle T =
⊕n

ℓ=0 O(ℓ) over Pn. Thus we
have a triangle equivalence

F := RHomPn(T,−) : Db(cohPn) → Db(modΛ)

Since the Serre functor on Db(cohPn) is (−n− 1)[n], we have the following commutative diagram
by uniqueness of the Serre functor:

Db(cohPn)

(n+1)

F
Db(modΛ)

ν−1
n

Db(cohPn)
F

Db(modΛ)

We obtain the following equivalence of statements

Λ is n-representation infinite ⇐⇒ Hi(ν−j
n (Λ)) = 0 ∀i 6= 0, ∀j ≥ 0

⇐⇒ HomDb(coh Pn)(T, T (j(n+ 1))[i]) = 0 ∀i 6= 0, ∀j ≥ 0

⇐⇒ Exticoh Pn(O,O(j)) = 0 ∀i 6= 0, ∀j ≥ 0

⇐⇒ Hi(O(j)) = 0 ∀i 6= 0, ∀j ≥ 0

where the last equivalence is just the definition of sheaf cohomology. This last equivalent statement
holds since the sheaves O(j) with j ≥ 0 are generated by their global sections. Consequently Λ is
n-representation infinite.

A class of n-representation infinite algebras which generalizes Beilinson algebras was given in
[AIR]. We refer to Section 5 for a general construction including this class.

3. n-hereditary algebras and their dichotomy

In this section we introduce another class of algebras of global dimension at most n which we
call n-hereditary algebras. We prove that the class of n-hereditary algebras is the disjoint union
of the class of n-representation finite algebras and the class of n-representation infinite algebras.

Our definition of n-hereditary algebras is strongly motivated by the following property of the
derived categories of hereditary algebras: By [Hap], for a hereditary algebra Λ we haveDb(modΛ) =∨

ℓ∈Z
(modΛ)[ℓ]. To generalize this, we introduce a category

DnZ(modΛ) := {X ∈ Db(modΛ) | Hi(X) = 0 for any i ∈ Z\nZ}.

We have the following property for of global dimension at most n.

Proposition 3.1 ([I4, Lemma 5.2(b)]). Let Λ be a finite dimensional algebra with gl.dimΛ ≤ n.
Then we have

DnZ(modΛ) =
∨

ℓ∈Z

(modΛ)[ℓn].

In particular any object X ∈ DnZ(modΛ) is isomorphic to its homology
⊕

ℓ∈Z
Hℓn(X)[−ℓn].

For the case n = 1, this is what discussed above. Now we introduce n-hereditary algebras.

Definition 3.2. We say that a finite dimensional algebra Λ is n-hereditary if νin(Λ) ∈ DnZ(modΛ)
for any i ∈ Z and gl.dimΛ ≤ n.

Clearly any hereditary algebra is 1-hereditary since D1Z(modΛ) = Db(modΛ).
We begin our discussion of n-hereditary algebras by giving the following characterizations.

Proposition 3.3. The following conditions are equivalent.

(a) Λ is n-hereditary.
(b) ν−i

n (Λ) ∈ DnZ(modΛ) for any i ≥ 0.
(c) Λop is n-hereditary.
(d) νin(DΛ) ∈ DnZ(modΛ) for any i ≥ 0.
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Proof. By Observation 2.1(c), we have that (b) is equivalent to (d). Since νn(Λ) = DΛ[−n],
we have that (a) is equivalent to (b) and (d). Consequently, all conditions (a), (b) and (d) are
equivalent.

By Observation 2.1(b), we have that (a) is equivalent to (c). �

The main aim of this subsection is to prove the following dichotomy result of n-hereditary
algebras.

Theorem 3.4. Let Λ be a ring-indecomposable finite dimensional algebra. Then Λ is n-hereditary
if and only if it is either n-representation finite or n-representation infinite.

To prove this, we need two preliminary observations. The first one is an elementary but useful
generalization from the classical theory for hereditary algebras.

Lemma 3.5 ([I4, Lemma 2.3(c)]). Let Λ be a finite dimensional algebra with gl.dimΛ ≤ n. Assume
that an indecomposable X ∈ modΛ satisfies ν−1

n (X) ∈ DnZ(modΛ). Then either ν−1
n (X) ∈ modΛ

or X ∈ injΛ.

Proof. For the convenience of the reader, we give a quick proof in our context. Since Y := ν−1
n (X) =

RHomΛ(DΛ, X)[n] satisfies Hi(Y ) = 0 for any i 6∈ {0,−n}, we have Y ∼= H0(Y ) ⊕ H−n(Y )[n] by

Proposition 3.1. Since Y is indecomposable, we have either Y ∼= H0(Y ) or Y ∼= H−n(Y )[n]. In the

former case we have Y ∈ modΛ. In the latter case we have ExtiΛ(DΛ, X) = Hi−n(Y ) = 0 for any
i 6= 0, so X is injective. �

The second one gives a characterization of n-hereditary algebras.

Lemma 3.6. Let Λ be a finite dimensional algebra with gl.dimΛ ≤ n. The following conditions
are equivalent.

(a) Λ is n-hereditary.
(b) For any indecomposable P ∈ projΛ, one of the following conditions holds.

(i) ν−i
n (P ) ∈ injΛ for some i ≥ 0.

(ii) ν−i
n (P ) ∈ modΛ for any i ≥ 0.

Proof. Assume that Λ is n-hereditary and let P ∈ projΛ indecomposable. If P does not satisfy
the condition (b)(ii), then there is a maximal integer i ≥ 0 such that X := ν−i

n (P ) is a Λ-module.
Applying Lemma 3.5 to X , we have that X ∈ injΛ.

Now assume that (b) holds, but Λ is not n-hereditary. Let k be the minimal natural number
such that there is P ∈ ind(projΛ) satisfying ν−k

n (P ) 6∈ DnZ(modΛ). Then P does not satisfy the
condition (b)(ii). Hence there is i ≥ 0 such that ν−i

n (P ) is an injective Λ-module. By Proposi-
tion 2.3(a) we have that ν−j

n (P ) ∈ modΛ for all 0 ≤ j ≤ i. Moreover, P ′ := ν−i−1
n (P )[−n] is an

indecomposable projective Λ-module. In particular i+1 < k. Now ν
−(k−i−1)
n (P ′) = ν−k

n (P )[−n] 6∈
DnZ(modΛ). This contradicts the minimality of k. �

Now we are ready to prove Theorem 3.4.

Proof of Theorem 3.4. The ‘if’ part follows immediately from Lemma 3.6 (b)⇒(a) since the condi-
tion (i) is satisfied for n-representation finite algebras by Proposition 2.6 (a)⇒(b) and the condition
(ii) is satisfied for n-representation infinite algebras.

In the rest we show the ‘only if’ part. We assume that Λ is n-hereditary. Let P ∈ ind(projΛ).
For any integer j ∈ Z, there exists an integer dP (j) satisfying ν−j

n (P ) ∈ (modΛ)[dP (j)n] by
Proposition 3.1. We have dP (0) = 0, dP (−1) = −1, and dP (j + 1)− dP (j) is either 0 or 1 for any
j ∈ Z. Thus the image of dP is an interval of integers

dP (Z) = [aP , bP ]

where aP ∈ Z<0 ∪ {−∞} and bP ∈ Z≥0 ∪ {∞}.
Note that bP = 0 is equivalent to Condition (ii) in Lemma 3.6(b), and, using Lemma 3.5,

bP > 0 is equivalent to Condition (i) in Lemma 3.6(b). If bP > 0 for all P ∈ ind(projΛ), then
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Λ is n-representation finite by Proposition 2.6 (b)⇒(a). On the other hand, if bP = 0 for all
P ∈ ind(projΛ), then Λ is n-representation infinite by definition. Thus we only have to show that
either bP > 0 for all P ∈ ind(projΛ) or bP = 0 for all P ∈ ind(projΛ).

Step I: Assume bP > 0 for some P ∈ ind(projΛ). Then for some i we have I = ν−i
n (P ) ∈ injΛ,

which clearly satisfies
aν−1(I) = aP − 1 and bν−1(I) = bP − 1 (3.1)

where ±∞− 1 := ±∞.
Step II: Let P,Q ∈ projΛ indecomposable, such that HomDb(modΛ)(Q, ν−i

n (P )) 6= 0 for some
i ∈ Z. Then we have

HomDb(modΛ)(ν
−j
n (Q), ν−i−j

n (P )) = HomDb(modΛ)(Q, ν−i
n (P )) 6= 0 ∀j ∈ Z.

Thus we have dP (i + j) − dQ(j) is either 0 or 1 for any j ∈ Z. Looking at j ≪ 0 and j ≫ 0
respectively, we have

aQ ∈ {aP , aP − 1} and bQ ∈ {bP , bP − 1}. (3.2)

Step III: We show that if P satisfies bP = 0, then aP = −1. Among the indecomposable
projectives P ′ with bP ′ = 0, choose P such that aP is minimal. For any i ≥ 0, there exists
Qi ∈ ind(projΛ) satisfying HomDb(modΛ)(Qi, ν

−i
n (P )) 6= 0. In particular, since there are only

finitely many indecomposable projectives, there is Q such that HomDb(modΛ)(Q, ν−i
n (P )) 6= 0 for

infinitely many i. By (3.2), we have bQ = 0, and aQ = aP by minimality of aP . For sufficiently
large i we have νin(Q) ∈ (modΛ)[aQn]. Thus

0 6= HomDb(modΛ)(Q, ν−i
n (P )) = HomDb(modΛ)(

∈modΛ[aQn]︷ ︸︸ ︷
νin(Q), P︸︷︷︸

∈modΛ

),

and hence aP = aQ ≥ −1.
Step IV: We show that bP is either 0 or ∞ for any P ∈ ind(projΛ). Otherwise applying (3.1)

repeatedly, we have Q ∈ ind(projΛ) such that

aQ = aP − bP and bQ = 0.

Then aQ < −1, a contradiction to Step III.
Step V: If bP = ∞ for some P ∈ ind(projΛ), then (3.2) and the connectedness of Λ imply

that bQ = ∞ for any Q ∈ ind(projΛ), so Λ is n-representation finite. Otherwise, bP = 0 for all
P ∈ ind(projΛ) by Step IV, so Λ is n-representation infinite. �

4. n-preprojective, n-preinjective, and n-regular modules

The aim of this section is to introduce three classes of modules over n-representation infinite
algebras from the viewpoint of higher dimensional Auslander-Reiten theory. We define them by
using the n-Auslander-Reiten translation functors τn and τ−n in a similar way as the classical case
n = 1 of hereditary algebras.

We start by discussing the more general case of n-hereditary algebras. Let Λ be an n-hereditary
algebra. Then an important role is played by the full subcategory

U := add{νin(Λ) | i ∈ Z}

of Db(modΛ), which is contained in DnZ(modΛ). The category U already appeared in the study
of n-representation finite algebras [I4, IO1, IO2]:

Remark 4.1 ([I4, Theorem 1.23]). If Λ is n-representation finite, then U is an n-cluster tilting
subcategory of Db(modΛ).

The category U is also important for n-representation infinite algebras. The first remarkable
property of U is the following.

Proposition 4.2. Let Λ be an n-hereditary algebra. Then we have HomDb(modΛ)(U ,U [i]) = 0
for any i ∈ Z\nZ.
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Proof. Since U ⊂ DnZ(modΛ), we have HomDb(modΛ)(Λ,U [i]) = Hi(U ) = 0 for any i ∈ Z\nZ.

Since νn is an autoequivalence of Db(modΛ) satisfying νn(U ) = U , we have the assertion. �

Next we have the following description of indecomposable objects in U .

Proposition 4.3. We have a bijection from ind(projΛ)× Z to indU given by (P, i) 7→ νin(P ).

Proof. Since νn is an equivalence, we have that νin(P ) is indecomposable for any (P, i) ∈ ind(projΛ)×
Z. Thus the map (P, i) 7→ νin(P ) gives a surjection ind(projΛ) × Z → indU . It remains to prove
injectivity. Assume νin(P ) ∼= νjn(Q) for (P, i), (Q, j) ∈ ind(projΛ) × Z. By Proposition 2.3(b), we
have i = j. Thus we have P ∼= Q. �

Again let Λ be an n-hereditary algebra. We will study the full subcategory

C := {X ∈ Db(modΛ) | ∀i ∈ Z\nZ : HomDb(modΛ)(U , X [i]) = 0},

= {X ∈ Db(modΛ) | ∀i ∈ Z\nZ : HomDb(modΛ)(X,U [i]) = 0}

inside Db(modΛ), where the second equality is a conclusion of Observation 2.1(a) and νn(U ) = U .
We also study its module category analog

C
0 := (modΛ) ∩ C .

The following assertions are clear.

Observation 4.4. Since νn induces an autoequivalence of U , νn also induces an autoequivalence
of C . Clearly [n] gives an autoequivalence of C , so it follows that also ν induces an autoequivalence
of C .

Now we give basic properties of C . The second equality shows that C is very similar to the
derived category of hereditary algebras.

Proposition 4.5. Let Λ be an n-hereditary algebra. The following assertions hold.

(a) U ⊂ C ⊂ DnZ(modΛ).
(b) C =

∨
ℓ∈Z

C 0[ℓn].

Proof. (a) By Proposition 4.2, we have U ⊂ C . Since Λ ∈ U , we have C ⊂ DnZ(modΛ) by
Proposition 4.2.

(b) Since C [ℓn] = C holds by Observation 4.4, we have (modΛ)[ℓn]∩C = C 0[ℓn] for any ℓ ∈ Z.
In particular, C contains the right hand side. Moreover C is contained in the right hand side by
(a) and Proposition 3.1. �

Remark 4.6. If Λ is n-representation finite, then C = U by Remark 4.1. Moreover C 0 =
add{τ−i

n (Λ) | i ≥ 0} is the n-cluster tilting subcategory of modΛ by Proposition 2.6.

In the rest of this section we assume that Λ is n-representation infinite. Following the represen-
tation theory of hereditary algebras, we introduce important subcategories of modΛ.

Definition 4.7. Let Λ be an n-representation infinite algebra. By Proposition 2.9 we can define
two full subcategories of modΛ by

P := add{ν−i
n (Λ) | i ≥ 0} = add{τ−i

n (Λ) | i ≥ 0},

I := add{νin(DΛ) | i ≥ 0} = add{τ in(DΛ) | i ≥ 0}.

We call modules in P (respectively, I ) n-preprojective (respectively, n-preinjective) modules.

Observation 4.8. Clearly we have νn(P) = P ∨ (injΛ)[−n] and ν−1
n (I ) = I ∨ (projΛ)[n].

Applying Observation 2.1(a), we have equivalences

ExtiΛ(P, X) = 0 ⇐⇒ Extn−i
Λ (X,P) = 0,

ExtiΛ(X,I ) = 0 ⇐⇒ Extn−i
Λ (I , X) = 0

for any X ∈ modΛ and i with 1 ≤ i ≤ n, which we will often use in this paper.
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We collect easy observations.

Proposition 4.9. Let Λ be an n-representation infinite algebra. The following assertions hold.

(a) We have a bijection from ind(projΛ)× Z≥0 to indP given by (P, i) 7→ ν−i
n (P ).

(b) We have a bijection from ind(injΛ)× Z≥0 to indI given by (I, i) 7→ νin(I).
(c) U = I [−n] ∨ P.
(d) HomΛ(I ,P) = 0 and P ∩ I = 0.
(e) P ∨ I ⊂ C 0.

(f) ExtiΛ(P ∨ I ,P ∨ I ) = 0 for any i with 0 < i < n.

(g) C 0 = {X ∈ modΛ | ∀i ∈ {1, . . . , n− 1} : ExtiΛ(P ∨ I , X) = 0}.

Proof. (a) and (b) follow from Proposition 4.3, and (c) and (g) are clear from definition.
(d) Since HomΛ(ν

i
n(DΛ), ν−j

n (Λ)) ∼= HomΛ(Λ[n], ν
−i−j−1
n (Λ)) = 0, we have the first assertion.

Now the second one is clear.
(e) and (f) follow immediately from Proposition 4.2. �

As a consequence, we have an answer to the second author’s Question 1.2.

Corollary 4.10. Let Λ be an n-representation infinite algebra. Then ind(P ∨ I ) is an infinite

set of isomorphism classes of indecomposable Λ-modules such that ExtiΛ(X,Y ) = 0 for any i with
0 < i < n and any X,Y ∈ ind(P ∨ I ).

Next we show that it is easy to calculate dimension vectors of modules in P and I .

Observation 4.11. Assume that Λ is a basic n-representation infinite algebra over an algebraically
closed field K and 1 = e1+ · · ·+em is a decomposition into primitive orthogonal idempotents. Let

C := [dim(eiΛej)]1≤i,j≤m

be the Cartan matrix of Λ. That is the columns of C are the dimension vectors of the indecom-
posable projectives Λej. Moreover let

Φ := (−1)nCt · C−1

be the Coxeter matrix of Λ. Then Φ gives the action of νn on the Grothendieck groupK0(D
b(modΛ))

(with respect to the basis consisting of the simple Λ-modules). In particular, we have
[
dim ν−ℓ

n (Λej)
]
1≤j≤m

= Φ−ℓC and
[
dim νℓn(D(ejΛ))

]
1≤j≤m

= ΦℓCt. (4.1)

We give a simple example.

Example 4.12. Let Λ be a Beilinson algebra of dimension 2:

1

x0

x1

x2

2

x0

x1

x2

3 xixj = xjxi (i, j ∈ {0, 1, 2}).

Let
Pi+3ℓ := ν−ℓ

2 (Λei) and I4−i+3ℓ := νℓ2(D(eiΛ)) for i ∈ {1, 2, 3} and ℓ ≥ 0.

Then we have P = add{Pi | i ≥ 1} and I = add{Ii | i ≥ 1} by Proposition 4.9(b)(c). The Cartan
matrix and the Coxeter matrix of Λ are

C =
[
1 3 6
0 1 3
0 0 1

]
and Φ =

[
1 −3 3
3 −8 6
6 −15 10

]
.

Using (4.1), one can show inductively

dim Pi =

[
i(i+1)

2
(i−1)i

2
(i−2)(i−1)

2

]
and dim Ii =

[ (i−2)(i−1)
2

(i−1)i
2

i(i+1)
2

]
.

In representation theory of representation infinite hereditary algebras, apart from preprojective
and preinjective modules there is a third important class – the regular modules. Inspired by this
theory, we define the following.
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Definition 4.13. The category of n-regular modules is defined to be

R := {X ∈ modΛ | ∀i > 0: ExtiΛ(P, X) = 0 = ExtiΛ(X,I )}.

Immediately we have the following descriptions of R.

Observation 4.14. By Proposition 4.9(g) and Observation 4.8,

R = {X ∈ C
0 | ExtnΛ(P, X) = 0 = ExtnΛ(X,I )}

and one can replace the condition ExtnΛ(P, X) = 0 (respectively, ExtnΛ(X,I ) = 0) by HomΛ(X,P) =
0 (respectively, HomΛ(I , X) = 0).

We have the following important description of R in terms of the functor νn.

Proposition 4.15. Let Λ be an n-representation infinite algebra. Then

R = {X ∈ modΛ | ∀i ∈ Z : νin(X) ∈ modΛ}.

We need the following observations.

Lemma 4.16. Let Λ be an n-representation infinite algebra.

(a) {X ∈ modΛ | ∀j ≥ 0: νjn(X) ∈ modΛ} = {X ∈ modΛ | ∀i > 0: ExtiΛ(P, X) = 0}.
(b) {X ∈ modΛ | ∀j ≥ 0: ν−j

n (X) ∈ modΛ} = {X ∈ modΛ | ∀i > 0: ExtiΛ(X,I ) = 0}.

Proof. (a) We have the following isomorphisms:

ExtiΛ(ν
−j
n (Λ), X) = HomDb(modΛ)(ν

−j
n (Λ), X [i]) = HomDb(modΛ)(Λ, ν

j
n(X)[i]) = Hi(νjn(X)).

Thus ExtiΛ(P, X) = 0 for any i > 0 if and only if νjn(X) ∈ modΛ for any j ≥ 0.
(b) This is shown dually. �

Now we are able to prove Proposition 4.15 as follows:

Proof of Proposition 4.15.

R = {X ∈ modΛ | ∀i > 0: ExtiΛ(P, X) = 0 = ExtiΛ(X,I )}

= {X ∈ modΛ | ∀i ∈ Z : ν−i
n (X) ∈ modΛ} by Lemma 4.16. �

Now we have the following main result in this section.

Theorem 4.17. Let Λ be an n-representation infinite algebra.

(a) We have

C
0 = P ∨ R ∨ I and C =

∨

ℓ∈Z

(P ∨ R ∨ I )[ℓn].

(b) We have

HomΛ(R,P) = 0, HomΛ(I ,P) = 0, HomΛ(I ,R) = 0,

ExtnΛ(P,R) = 0, ExtnΛ(P,I ) = 0, and ExtnΛ(R,I ) = 0.

We need the following preliminary observations.

Lemma 4.18. Let Λ be an n-representation infinite algebra.

(a) projΛ = add{X ∈ indC 0 | νn(X) /∈ C 0}.
(b) P = add{X ∈ indC 0 | ∃j > 0: νjn(X) /∈ C 0} = add{X ∈ indC 0 | HomΛ(X,P) 6= 0}.
(c) injΛ = add{X ∈ indC 0 | ν−1

n (X) /∈ C 0}.
(d) I = add{X ∈ indC 0 | ∃j > 0: ν−j

n (X) /∈ C 0} = add{X ∈ indC 0 | HomΛ(I , X) 6= 0}.
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Proof. (c) “⊆” is clear, and “⊇” is immediate from Lemma 3.5.
(d) The first equality is immediate from (c) since I =

∨
j≥0 νjn(injΛ). The second equality

follows as follows:

add{X ∈ indC
0 | ∃j > 0: ν−j

n (X) /∈ C
0}

= add{X ∈ indC
0 | ExtnΛ(X,I ) 6= 0} by Lemma 4.16,

= add{X ∈ indC
0 | HomΛ(I , X) 6= 0} by Observation 4.8.

(a) and (b) are shown dually. �

Now we are ready to prove Theorem 4.17.

Proof of Theorem 4.17. (b) We know ExtnΛ(P,R) = 0, ExtnΛ(R,I ) = 0, HomΛ(R,P) = 0 and
HomΛ(I ,R) = 0 by Observation 4.14. We have HomΛ(I ,P) = 0 by Proposition 4.9(d). By
Observation 4.8, we have ExtnΛ(P,I ) = 0.

(a) We know P ∨ R ∨ I ⊂ C 0 by Proposition 4.9(e) and Observation 4.14. Now we show
P ∨ R ∨ I ⊃ C 0. If X ∈ indC 0 does not belong to P or I , then we have HomΛ(I , X) = 0
and HomΛ(X,P) = 0 by Lemma 4.18. Then X ∈ R by Observation 4.14. Thus we have the first
equality. The second one follows from Proposition 4.5(b). �

We note the following easy property of our categories.

Proposition 4.19. P, R, I , and C 0 are extension-closed subcategories of modΛ.

Proof. Since R and C 0 are defined by a vanishing of extension groups, they are extension-closed.
If n ≥ 2, then P and I are extension-closed since P ∨I does not have first selfextensions by

Proposition 4.9(f). The claim is known in the case n = 1. �

4.1. Higher almost split sequences in P and I . In this section, we study structure of the
categories P, I and R from Auslander-Reiten theoretic viewpoint.

Let C 0
P (respectively, C 0

I ) be the full subcategory of C 0 consisting of modules without non-zero
projective (respectively, injective) direct summands. Set PP = P ∩ C 0

P and II = I ∩ C 0
I .

Proposition 4.20. We have mutually quasi-inverse equivalences

C 0
P

νn=τn
C 0
I

ν−1
n =τ−

n

which restricts to equivalences

PP

νn=τn
P

ν−1
n =τ−

n

, R
νn=τn

R
ν−1
n =τ−

n

, and I
νn=τn

II .
ν−1
n =τ−

n

Proof. We only have to prove the equivalence between C 0
P and C 0

I . By Observation 4.4 we have
that νn and ν−1

n induce mutually quasi-inverse autoequivalences on C . By Lemma 4.18(a)(c), they
induce equivalences between C 0

P and C 0
I . Moreover we have τn = νn on C 0

P and τ−n = ν−1
n on

C 0
I . �

The following standard notion plays a key role to study the structure of Krull-Schmidt categories.

Definition 4.21. Let A be a Krull-Schmidt category with Jacobson radical JA .

(a) For X ∈ indA , we say that a morphism f ∈ JA (C,X) in A is right almost split if the
following sequence is exact on A .

HomA (−, C)
·f
−→ JA (−, X) → 0.

A right minimal and right almost split morphism is called a sink morphism.
(b) Dually we define a left almost split morphism and a source morphism.

The following notion was introduced in [I1] in higher dimensional Auslander-Reiten theory.
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Definition 4.22. Let A be a Krull-Schmidt category with the Jacobson radical JA . We call a
complex

0 → Y
fn
−→ Cn−1

fn−1
−−−→ Cn−2

fn−2
−−−→ · · ·

f2
−→ C1

f1
−→ C0

f0
−→ X → 0

in A an n-almost split sequence in A if the following conditions are satisfied.

(a) X and Y are indecomposable and fi ∈ JA for any i.
(b) The following sequences are exact on A :

0 → HomA (−, Y )
fn
−→ HomA (−, Cn−1)

fn−1
−−−→ · · ·

f1
−→ HomA (−, C0)

f0
−→ JA (−, X) → 0, (4.2)

0 → HomA (X,−)
f0
−→ HomA (C0,−)

f1
−→ · · ·

fn−1
−−−→ HomA (Cn−1,−)

fn
−→ JA (Y,−) → 0. (4.3)

For n-representation finite algebras, we have the following existence theorem of n-almost split
sequences.

Example 4.23. Let Λ be an n-representation finite algebra. Then the n-cluster tilting subcategory
C 0 of modΛ has n-almost split sequences by [I1, Theorem 3.3.1].

The aim of this subsection is to prove the following existence theorem of n-almost split sequences
in C 0 in case Λ is n-representation infinite.

Theorem 4.24. (a) Any indecomposable X ∈ P (respectively, X ∈ I ) has a sink morphism
C → X and a source morphism X → C′ in C 0 with C,C′ ∈ P (respectively, C,C′ ∈ I ).

(b) For any indecomposable X ∈ PP ∨ I (respectively, indecomposable Y ∈ P ∨ II), there
exists an n-almost split sequence in C 0

0 → Y −→ Cn−1 −→ Cn−2 −→ · · · −→ C1 −→ C0 −→ X → 0

such that Y ∼= τn(X) and X ∼= τ−n (Y ).
(c) If X or Y belongs to P (respectively, I ) in (b), then all terms in the sequence belong to

P (respectively, I ).

Note that we do not know whether sink morphisms and source morphisms exist for n-regular
modules. We will discuss this problem later in this subsection.

The first step of the proof is the following observation, which is an analogue of [I1, Proposi-
tion 3.3].

Lemma 4.25. Let

0 → Y
fn
−→ Cn−1

fn−1
−−−→ Cn−2

fn−2
−−−→ · · ·

f2
−→ C1

f1
−→ C0

f0
−→ X → 0

be an exact sequence with terms in P such that fi ∈ JP for any i. Then the following equivalent
conditions are equivalent.

(a) This is an n-almost split sequence in C 0.
(b) X is indecomposable and f0 is a sink map in C 0.
(c) Y is indecomposable and fn is a source map in C 0.

In this case, we have Y ∼= τn(X) and X ∼= τ−n (Y ).

Proof. By definition of C , we have

ExtiΛ(C
0,P) = 0 = ExtiΛ(P,C 0) ∀i ∈ {1, . . . , n− 1}. (4.4)

Using this, it is easily checked that the sequence (4.2) (respectively, (4.3)) is exact if and only if
f0 is a sink map (respectively, fn is a source map) in C 0 (see [I1, Lemma 3.2] for details).

Thus we only have to check that (b) is equivalent to (c). We define functors F ∈ modC 0 and
G ∈ mod(C 0)op by exact sequences:

HomΛ(−, C0)
·f0
−−→ HomΛ(−, X) → F → 0,

HomΛ(Cn−1,−)
fn·
−−→ HomΛ(Y,−) → G → 0.
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Using (4.4), it is easily checked that

F ∼= D(G ◦ τn) and G ∼= D(F ◦ τ−n ) (4.5)

hold (see [I1, Lemma 3.2] for details). Thus F is a simple functor if and only G is a simple functor.
Now note that (b) (respectively, (c)) is equivalent to F (respectively, G) being a simple functor.
Thus all conditions are equivalent.

Moreover, sinceX (respectively, Y ) is a unique indecomposable object in C 0 such that F (X) 6= 0
(respectively, G(Y ) 6= 0), the isomorphisms (4.5) imply Y ∼= τn(X) and X ∼= τ−n (Y ). �

We denote by SubP the full subcategory consisting of all submodules of modules in P. Then
we have the following easy observation.

Lemma 4.26. P is contravariantly finite in SubP.

Proof. Let M ∈ P and N a submodule of M . By Proposition 2.3(b), all but a finite number of
X ∈ indP satisfy HomΛ(X,M) = 0 and so HomΛ(X,N) = 0. This immediately implies that N
has a right P-approximation. �

The following result is an analogue of [I1, Theorem 2.2.3].

Proposition 4.27. For any X ∈ SubP, there exists an exact sequence

0 → Cn−1
fn−1
−−−→ · · ·

f1
−→ C0

f0
−→ X → 0

with Ci ∈ P for any i and fi ∈ JP for i 6= 0 such that the following sequence is exact on C 0.

0 → HomΛ(−, Cn−1)
·fn−1
−−−→ · · ·

·f1
−−→ HomΛ(−, C0)

·f0
−−→ HomΛ(−, X) → 0.

Proof. Applying Lemma 4.26 repeatedly, we have an exact sequence

0 → Xn−1
fn−1
−−−→ Cn−2

fn−2
−−−→ · · ·

f1
−→ C0

f0
−→ X → 0

with Ci ∈ P for any i and fi ∈ JP for i 6= 0 such that the following sequence is exact on P.

0 → HomΛ(−, Xn−1)
·fn−1
−−−→ HomΛ(−, Cn−2)

·fn−2
−−−→ · · ·

·f1
−−→ HomΛ(−, C0)

·f0
−−→ HomΛ(−, X) → 0.

It is exact on C 0 since HomΛ(R ∨ I , SubP) = 0. Using ExtiΛ(P ∨ I , Cj) = 0 for any i with

0 < i < n, one can easily check that Xn−1 satisfies ExtiΛ(P ∨ I , Xn−1) = 0 for any i with
0 < i < n (see [I1, 2.2.1(2)] for details). This means Xn−1 ∈ C 0 by Proposition 4.9(e). Since Xn−1

is a submodule of Cn−2 ∈ P, we have Xn−1 ∈ P by Theorem 4.17. �

Now we are ready to prove Theorem 4.24.

Proof of Theorem 4.24. We only prove the assertions for X or Y in indP. The corresponding
assertions for X or Y in indI are shown dually.

Fix X ∈ indP. By Theorem 4.17 and Proposition 2.3(b), all but finitely many C ∈ indC 0

satisfy HomΛ(C,X) = 0. Thus there exists a sink map f0 : C0 → X in C 0.
Now we assume that X is non-projective. Then f0 is clearly surjective. We apply Proposi-

tion 4.27 for Ker f0 ∈ SubP to get an exact sequence

0 → Cn
fn
−→ Cn−1

fn−1
−−−→ · · ·

f2
−→ C1 −→ Ker f0 → 0.

Combining this with an short exact sequence 0 → Ker f0 → C0 → X → 0, we have an exact
sequence

0 → Cn
fn
−→ Cn−1

fn−1
−−−→ · · ·

f2
−→ C1

f1
−→ C0

f0
−→ X → 0.

By Lemma 4.25, this is an n-almost split sequence in C 0 and satisfies Cn
∼= τn(X).

Since τn gives a bijection indPP → indP, the above argument shows the existence of n-almost
split sequences in C 0 starting at any Y ∈ indP. In particular, any Y ∈ indP has a source map
in C 0. �

Now we give the following application of Theorem 4.24.
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Proposition 4.28. (a) No module in C 0\P has a right P-approximation. In particular P

is not contravariantly finite in modΛ.
(b) No module in C 0\I has a left I -approximation. In particular I is not covariantly finite

in modΛ.

Proof. (a) LetX ∈ C 0\P be indecomposable and f : Y → X be a minimal right P-approximation.
By Theorem 4.24, there exists a source map g : Y → Z in C 0 with Z ∈ P. Then there exists
a : Z → X such that f = ga. Since f is a right P-approximation, there exists b : Z → Y such that
a = bf . Now f = gbf shows that gb is an isomorphism, a contradiction to g ∈ JC 0 .

(b) is shown dually. �

Although Theorem 4.24 shows the existence of a sink (respectively, source) morphism of X ∈
P ∨ I in C 0, it does not tell us anything about sink or source morphisms of X ∈ R in C 0.

For the classical case n = 1, we have C 0 = modΛ, so we know that sink morphisms, source
morphisms and almost split sequences exist by classical Auslander-Reiten theory.

For the case n ≥ 2, we pose the following.

Conjecture 4.29. Let n ≥ 2. Then no indecomposable X ∈ R has a sink morphism or a source
morphism in C 0.

The following observation gives us some information related to this question.

Observation 4.30. (a) Assume that some indecomposable X ∈ R has a sink morphism
f : C → X (respectively, source morphism g : X → C) in C 0. Then the sequence

0 → Ker f → C
f
−→ X → 0 (respectively, 0 → X

g
−→ C → Cok g → 0)

is an almost split sequence in R and C 0.
(b) Let n ≥ 2. Then no indecomposable X ∈ R has an n-almost split sequence.

Proof. (a) The case n = 1 is known, so we may assume n ≥ 2. Applying HomΛ(P ∨ I ,−), one

can easily check that ExtiΛ(P ∨ I ,Ker f) = 0 holds for any i with 0 < i < n. Thus Ker f ∈ C 0.
By Theorem 4.17, we have that C and Ker f belong to P ∨ R. If Ker f has a non-zero direct
summand in P, then Ext1Λ(X,P) = 0 shows that f is not right minimal, a contradiction. Thus
Ker f ∈ R. Since R is an extension closed subcategory of R by Proposition 4.19, we have C ∈ R.
By a standard argument (see [ARS, Proposition V.1.12]), the sequence is an almost split sequence
in R. Since Ext1Λ(P ∨ I ,R) = 0 = Ext1Λ(R,P ∨ I ), it is an almost split sequence in C 0.

(b) Assume there is an n-almost split sequence ending in X . Applying the exact sequence (4.2)
of Definition 4.22 to Ker f0, we see that Ker f0 is a direct summand of C1. Now the assumption
fi ∈ JC 0 implies C1 = Ker f0, and C2 = C3 = . . . = Y = 0. A contradiction. �

Example 4.31. Let Λ be a Beilinson algebra of dimension 2 (see Example 4.12). Then the quiver
of the categories P and I are the following.

P : P1 P4 P7

P2 P5 · · ·

P3 P6

I : I6 I3

· · · I5 I2

I7 I4 I1

Moreover we will see that the category R is equivalent to coh0 P
2 in Example 6.24(b).

4.2. Preprojective algebras. Let Λ be an n-representation infinite algebra. The (n+1)-preprojective
algebra (or simply preprojective algebra) of Λ is defined as the tensor algebra

Π = Πn+1(Λ) := TΛ ExtnΛ(DΛ,Λ)
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of the Λ-bimodule ExtnΛ(DΛ,Λ). Then Π has a structure of a graded K-algebra by

Π =
⊕

i≥0

Πi with Πi = ExtnΛ(DΛ,Λ)⊗Λ · · · ⊗Λ ExtnΛ(DΛ,Λ)︸ ︷︷ ︸
i copies

.

The name “preprojective algebra” is explained by the fact that Πi
∼= τ−i

n (Λ) by (2.1), which means
that Π is the direct sum of all n-preprojective modules.

There is a strong connection between P and the category gr projΠ of finitely generated graded
projedctive Π-modules. We define full subcategories of gr projΠ by gr proj≥0 Π := add{Π(i) | i ≥ 0}
and gr proj≤0 Π := add{Π(i) | i ≤ 0}.

Proposition 4.32. (a) We have an equivalence U ≈ gr projΠ which restricts to an equiva-
lence P ≈ gr proj≥0 Π.

(b) We have an equivalence U op ≈ gr projΠ which restricts to an equivalence HomΛ(−,Π): Pop ≈
gr proj≤0 Π

op.

Proof. (a) The correspondence ν−i
n (Λ) 7→ Π(i) gives an equivalence since HomΛ(ν

−i
n (Λ), ν−j

n (Λ)) ∼=

τ
−(j−i)
n (Λ) ∼= Πj−i

∼= Homgr projΠ(Π(i),Π(j)).
(b) This is shown dually. The description as Hom-functor follows since HomΛ(ν

−i
n (Λ),Π) ∼=

Π(−i). �

Now we show that the homological behaviour of Π is very nice if Λ is n-representation infinite.
The following notion plays a key role.

Definition 4.33. Let Γ =
⊕

i≥0 Γi be a positively graded K-algebra satisfying dimK Γi < ∞
for any i ∈ Z. We say that Γ is a bimodule ℓ-Calabi-Yau algebra of Gorenstein parameter a if
Γ ∈ Kb(gr projΓe) and RHomΓe(Γ,Γe) ∼= Γ[−ℓ](a) in D(Gr Γe).

This is a graded version of Ginzburg’s bimodule (n+1)-Calabi-Yau algebras [G]. In particular,
their derived categories satisfy the following property.

Proposition 4.34 ([K1, Lemma 4.1]). Let Γ be a bimodule ℓ-Calabi-Yau algebra. Then we have
a functorial isomorphism

HomD(ModΓ)(X,Y ) ≃ DHomD(ModΓ)(Y,X [ℓ])

for any X ∈ D(ModΓ) and Y ∈ Db
fdΓ(ModΓ), where Db

fdΓ(ModΓ) is the full subcategory of
Db(ModΓ) consisting of objects whose cohomologies are finite dimensional. In particular, Db

fdΓ(ModΓ)
is an ℓ-Calabi-Yau triangulated category.

Recently the connection between n-representation infinite algebras and bimodule (n+1)-Calabi-
Yau algebras of Gorenstein parameter 1 was studied in representation theory [K2, AIR] and non-
commutative algebraic geometry [MM]. The main results are summarized as follows.

Theorem 4.35. [K2, AIR, MM] Assume that K is perfect. There is a one-to-one correspondence
between isomorphism classes of n-representation infinite algebras Λ and isomorphism classes of
graded bimodule (n+ 1)-Calabi-Yau algebras Γ of Gorenstein parameter 1. The correspondence is
given by

Λ 7→ Γ := Πn+1(Λ) and Γ 7→ Λ := Γ0.

Proof. (i) Let Γ be a bimodule (n+ 1)-Calabi-Yau algebra of Gorenstein parameter 1.
By [AIR, Theorem 3.4] (see also [MM, Theorem 4.2]), we have that Λ := Γ0 is an n-representation

infinite algebra such that Πn+1(Λ) is isomorphic to Γ as a graded K-algebra.
(ii) For any n-representation infinite algebra, we will show that Πn+1(Λ) is a bimodule (n+ 1)-

Calabi-Yau algebra of Gorenstein parameter 1.
Since K is perfect, we have Λ ∈ Kb(projΛe). In [K2], Keller introduced a DG algebra Πn+1(Λ)

called a derived preprojective algebra. Our Πn+1(Λ) is the 0-th cohomology of Πn+1(Λ). By
Keller’s general result [K2, Theorem 4.8], we have that Πn+1(Λ) is a bimodule (n+1)-Calabi-Yau
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algebra. It is easy to check that Πn+1(Λ) has Gorenstein parameter 1. Since Λ is n-representation
infinite, we have that Πn+1(Λ) is concentrated to degree zero, so Πn+1(Λ) is quasi-isomorphic to
Πn+1(Λ). Consequently we have the desired assumption. �

In Section 6 the question if Π is graded coherent will be of importance. Let us recall this notion.

Definition 4.36. We say that a graded ring Γ is left graded coherent (respectively, right graded
coherent) if the following equivalent conditions are satisfied.

(a) The category of finitely presented graded Γ-modules (respectively, Γop-modules) are closed
under kernels.

(b) For any homogeneous homomorphism f : P ′ → P of finitely generated graded projective
Γ-modules (respectively, Γop-modules), Ker f is finitely generated.

Now we can ask the question under which assumptions Π is graded coherent. This is important
for the non-commutative algebraic-geometric approach in Section 6, and has already been studied
by Minamoto in [M, MM].

Question 4.37. When is Π left graded coherent?

We give a representation theoretic interpretation of Question 4.37 (cf. Proposition 4.28).

Proposition 4.38. Let Λ be an n-representation infinite algebra and Π be its preprojective algebra.

(a) P is covariantly finite in modΛ if and only if Π is right graded coherent.
(b) I is contravariantly finite in modΛ if and only if Π is left graded coherent.

Proof. We only prove (a).
By definition P is covariantly finite if for anyX ∈ modΛ the covariant functor HomΛ(X,−) : P →

mod k is finitely generated. By the equivalence of Proposition 4.32(b) this is equivalent to HomΛ(X,Π)
being finitely generated as graded Πop-module.

By definition Π is graded right coherent if any morphism in gr projΠop has a finitely generated
kernel. Since degree shift is an autoequivalence of GrΠop this is equivalent to asking that any
morphism P → Q with P,Q ∈ gr proj≤0 Π

op has a finitely generated kernel.
Now, by Proposition 4.32(b), such P and Q can be written as HomΛ(P

′,Π) and HomΛ(Q
′,Π)

for some P ′ and Q′ in P, respectively. Moreover any map P → Q is of the form HomΛ(f,Π) for
some f : Q′ → P ′. It follows that the kernel of such a map is HomΛ(Cok f,Π).

Since any X ∈ modΛ can be realized as a cokernel of a morphism in P, we have that Π is
graded right coherent if and only if for any X ∈ modΛ the graded Πop-module HomΛ(X,Π) is
finitely generated. �

As an immediate consequence for the case n = 1, we recover the following observation [M].

Corollary 4.39. The classical preprojective algebra is left and right graded coherent

Proof. Since P is covariantly finite and I is contravariantly finite for the case n = 1, we have the
assertion immediately from Proposition 4.38. �

5. n-representation infinite algebras of type Ã

In this section we assume that K is algebraically closed of characteristic zero. Let S =
K[x0, . . . , xn]. Given a finite subgroup H < SLn+1(K), the skew group algebra S ∗ H is bi-
module (n+ 1)-Calabi-Yau [BSW]. We shall now present these algebras by quivers with relations
in a uniform way for the case when H is abelian. Our presentation is based on the well-known
description by McKay quivers and relations (see e.g. [Re, RV, BSW]). The difference is that we
construct an algebra independent of H that will have S ∗H as an orbit algebra.

To construct the above mentioned algebra we will use the notation of root systems of type An,
which we now introduce. For details see [Hu]. Let V = {v ∈ Rn+1 |

∑n
i=0 vi = 0}. Consider the

root system of type An in V
Φ = {ei − ej | 0 ≤ i 6= j ≤ n}.
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As simple roots we take αi = ei − ei−1, where 1 ≤ i ≤ n. We distinguish one additional root
α0 = e0 − en. Thus we have the relation

∑n
i=0 αi = 0. The root lattice L is the lattice of vectors

with integer coordinates in V . It is freely generated as an abelian group by the simple roots.

Construction 5.1. Define the quiver Q as follows. The set of vertices in Q is the root lattice
Q0 := L. The arrows are

Q1 := {avi : v → (v + αi) | v ∈ Q0, 0 ≤ i ≤ n}.

For the sake of brevity we shall sometimes remove the superscript and write simply ai : v → (v+αi)
for the arrow avi . This should cause no confusion since any i1, . . . , im ∈ {0, . . . , n} and v ∈ Q0

determine a unique path of the form ai1 · · · aim in Q from v to v +
∑m

j=1 αij .
For each v ∈ Q0 and 0 ≤ i < j ≤ n we define the a relation rvij from v to v + αi + αj by

rvij := aiaj − ajai. We set

Γ = KQ/〈rvij | v ∈ Q0, 0 ≤ i < j ≤ n〉.

Be aware that Γ does not have a unit element.

For n = 1, the quiver Q is

· · · (−2,2) (−1,1) (0,0) (1,−1) (2,−2) · · · ,

and the algebra Γ is the preprojective algebra of type A∞
∞.

For n = 2 the vertices Q0 form a triangular lattice in the plane, Q is

• • • • • • •

• • • • • •

• • • • • • •

• • • • • •

• • • • • • •

· · ·

· · ·

· · ·

· · ·

...
...

...
...

and each arrow corresponds to a commutativity relation.

From Γ we shall construct several finite dimensional algebras in two steps. First we take certain
orbit algebras, and then we factor out ideals generated by certain sets of arrows called cuts. For

n = 1, the orbit algebra will be preprojective of type Ã and the factor algebra will be a path

algebra of a quiver of type Ã.
First we define the orbit algebras. Since L = Q0 is an abelian group it acts on itself translations.

This action extends in a unique way to a L-action on Q.

Construction 5.2. Let B be a cofinite subgroup of L, i.e. the factor group L/B is finite. This is
equivalent to requiring that rankB = rankL(= n). We denote by Γ/B the orbit algebra of Γ with
respect to the B-action. More explicitly, Γ/B is the path algebra of Q/B = (Q0/B,Q1/B) with
relations aiaj − ajai from v to v + αi + αj for each v ∈ Q0/B and 0 ≤ i < j ≤ n (here a and v
denotes the B-orbits of a ∈ Q1 and v ∈ Q0 respectively).

Observe that if B = L, then Γ/B ∼= S = K[x0, . . . , xn]. We now show that for arbitrary B the
algebra Γ/B is isomorphic to a skew group algebra over S.

Lemma 5.3. There exists a finite abelian subgroup H of SLn+1(K) such that S ∗H ∼= Γ/B.



22 HERSCHEND, IYAMA, AND OPPERMANN

Proof. LetH be the group of group morphisms φ : L → K× satisfying φ(B) = 1. Since L/B is finite
and K× contains primitive q-th roots of unity for every positive integer q we have a nondegenerate
bihomomorphism

H × L/B → K×, (φ, v) 7→ φ(v)

that allows us to identify the elements of L/B with the isoclasses of irreducible representations of
H over K. Define an embedding H → SLn+1(K) by sending φ ∈ H to the diagonal matrix with
diagonal entries φ(α0), . . . , φ(αn). This is well-defined because

n∏

i=0

φ(αi) = φ

(
n∑

i=0

αi

)
= φ(0) = 1.

The above embedding defines an H-action on S, which satisfies φxi = φ(αi)xi for all 0 ≤ i ≤ n.
Using our identification of L/B with the isoclasses of irreducible representations of H we get that
Q/B is the McKay quiver for H . Moreover, the relations in Γ/B are just commutativity relations,
so S ∗H ∼= Γ/B. �

Our aim is to apply Theorem 4.35 to obtain n-representation infinite algebras from Γ/B. To
do this we need suitable gradings on Γ/B. We shall describe these gradings in a uniform way by
returning our attention to the covering Γ.

Definition 5.4. For every permutation σ of {0, . . . , n} and v ∈ Q0 we get a cyclic path aσ(0) · · ·aσ(n)
in Q starting and ending at v. We call such paths small cycles. A subset C ∈ Q1 is called a cut if
it contains precisely one arrow from each small cycle.

Every cut C defines a grading gC on Q by

gC(a) =

{
1 a ∈ C

0 a ∈ Q1 \ C

The relation rvij is homogeneous with respect to gC since the element

rvija0 · · · ai−1ai+1 · · · aj−1aj+1 · · · an

is a difference of two small cycles. So gC induces a grading on Γ. Set QC = (Q0, Q1 \ C), so that
the degree zero part Γ0 of Γ is a factor of KQC .

To get an induced grading on the orbit algebra Γ/B we need to ensure that the action of B is
compatible with the grading gC , i.e., that B is a subgroup of the stabilizer

LC := {λ ∈ L | λC = C} ≤ L

of C. We now focus on cuts satisfying the following two conditions.

Definition 5.5. We say that a cut C in Q is

(a) periodic if LC is cofinite in L.
(b) bounding if there is a natural number N such that all paths in QC have length at most N .

Let C be a periodic cut and B ≤ LC a cofinite subgroup. Then B is cofinite in L and we may
consider Γ/B. Since gC is constant on the B-orbits of Q1, it induces a grading gC on Γ/B. We
denote by (Γ/B)C the degree 0 part of (Γ/B, gC). Notice that if C is also bounding, then all
graded parts of (Γ/B, gC) are finite dimensional.

Theorem 5.6. Let C be a bounding periodic cut in Q and B ≤ LC be cofinite.

(a) (Γ/B, gC) is bimodule (n+ 1)-Calabi-Yau of Gorenstein parameter 1.
(b) (Γ/B)C is an n-representation infinite algebra whose preprojective algebra is Γ/B.

We call the algebras (Γ/B)C in Theorem 5.6, n-representation infinite of type Ã.
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Proof. By Lemma 5.3, there is a subgroupH of SLn+1(K) such that Γ/B ∼= S∗H . This implies that
Γ/B has a canonical projective (Γ/B)e-resolution that we now recall following [BSW] (compare
also with [AIR]).

Let R be the semisimple subalgebra K(Q0/B) of Γ/B. We consider Γ/B and K(Q/B) as
Re-modules. For every 0 ≤ m ≤ n + 1 we denote by K(Qm/B), the Re-submodule of K(Q/B),
spanned by all paths of length m. Let v ∈ Q0/B, 0 ≤ i1 < . . . < im ≤ n and set I = {i1, . . . , im}.
For every σ ∈ Sm let wv

I (σ) be the path aiσ(1)
· · · aiσ(m)

from v to vI := v +
∑m

j=1 αij and set

wv
I :=

∑

σ∈Sm

sgn(σ)wv
I (σ).

Let Wm be the span of {wv
I | v ∈ Q0/B, |I| = m} in K(Q/B). Observe that Wm is in fact a

Re-submodule of K(Qm/B).
Define

dm : Γ/B ⊗R K(Qm/B)⊗R Γ/B → Γ/B ⊗R K(Qm−1/B)⊗R Γ/B

by

dm(x ⊗ b1 · · · bm ⊗ y) = xb1 ⊗ b2 · · · bm ⊗ y + (−1)mx⊗ b1 · · · bm−1 ⊗ bmy.

Next define the (Γ/B)e-module complex P as

Γ/B ⊗R Wn+1 ⊗R Γ/B
dn+1
−−−→ · · ·

d1−→ Γ/B ⊗R W0 ⊗R Γ/B.

By [BSW] the complex P is a projective resolution of Γ/B ∈ Mod(Γ/B)e. Let P ∗ be the (Γ/B)e-
dual of P . Then there is an isomorphism ϕ : P [−n− 1] → P ∗ where

ϕm : Γ/B ⊗R Wn+1−m ⊗R Γ/B → Hom(Γ/B)e(Γ/B ⊗R Wm ⊗R Γ/B, (Γ/B)e)

satisfies

(ϕm(1⊗ wv
I ⊗ 1))(1⊗ wv′

J ⊗ 1) =

{
±evI ⊗ ev if v′ = vI and J = {0, . . . , n} \ I

0 otherwise.

Now we take the grading into account. We consider K(Q/B) to be graded by gC . Each of the
paths wv

I (σ) can be completed into a small cycle and so has degree 1 or 0. Moreover, wv
I (σ) does

not depend on σ as an element in Γ/B and so neither does its degree. Hence wv
I is homogeneous of

degree 1 or 0. Thus Wm is a graded subspace of K(Q/B) and so each term in P is a graded (Γ/B)e-
module. The differential dm is homogeneous of degree 0 and thus P is in fact a complex in Gr(Γ/B)e.
Moreover, ϕ is homogeneous of degree −1 so RHom(Γ/B)e(Γ/B, (Γ/B)e) ∼= Γ/B[−n−1](1). Hence,
Γ/B is (n+ 1)-Calabi-Yau of Gorenstein parameter 1.

By Theorem 4.35, (Γ/B)C is n-representation infinite. �

Example 5.7. Let n = 1. Then Γ is the preprojective algebra of type A∞
∞. For any cut C the

quiver QC is a quiver of type A∞
∞. In fact, the map C 7→ QC provides a bijection between cuts

and orientations of A∞
∞. Moreover, C is periodic if and only if QC has periodic orientation. Hence

the algebras (Γ/B)C , for C periodic, are precisely the path algebras of quivers of type Ã. Also C
is bounding if and only if (Γ/B)C is finite dimensional. Thus the 1-representation infinite algebras

of type Ã are precisely path algebras of quivers of type Ã with acyclic orientation.

For n = 1, the two alternating orientations of A∞
∞ are special in that they allow no paths of

length 2. We obtain these orientations by choosing the cut C to consist of all arrows that start at
the vertices of the form (2t,−2t) or (2t+ 1,−2t− 1), respectively. We proceed to generalize these
cuts to arbitrary n.

Example 5.8. Define the group morphism ω : L → Z/(n + 1)Z by ω(αi) = 1 for any i. Let
k ∈ Z/(n+ 1)Z and set

Ck = {ai : v → (v + αi) | ω(v) = k, 0 ≤ i ≤ n}
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Let i1, . . . , in+1 ∈ {0, . . . , n}, v ∈ Q0 and consider the path p = ai1 · · ·ain+1 from v to v+
∑n+1

j=1 αij .

It passes the vertices vm := v +
∑m

j=1 αij where 0 ≤ m ≤ n + 1. Since ω(vm) = ω(v) +m, there

is precisely one 0 ≤ m ≤ n such that ω(vm) = k. Hence precisely one of the arrows in p is in Ck.
In particular, Ck is a bounding cut. In fact, Ck is extremely bounding in the sense that all paths
in QCk

have length at most n, which is the smallest possible bound for any cut. For each v ∈ Q0

and λ ∈ L we have ω(λv) = ω(v) + ω(λ) and so λCk = Ck+ω(λ). Thus LCk
= kerω. In particular,

LCk
is cofinite and Ck is periodic.

For n = 1 the cuts C0 and C1 give rise to the two alternating orientations:

· · · (−2,2) (−1,1) (0,0) (1,−1) (2,−2) · · ·

and

· · · (−2,2) (−1,1) (0,0) (1,−1) (2,−2) · · ·

where the bold lines indicate arrows in C0 and C1 respectively. For n = 2, C0 is the following cut:

• • • • • • •

• • • • • •

• • • • • • •

• • • • • •

• • • • • • •

· · ·

· · ·

· · ·

· · ·

...
...

...
...

In general, we have that (Γ/B)Ck
∼= (Γ/B)C0 for all cofinite B ≤ kerω and k ∈ Z/(n + 1)Z,

so we may fix k = 0. Let us consider the extreme case when B = kerω. We identify Q0/B with
Z/(n + 1)Z via ω, and denote the arrows in Q/B by aki : k → k + 1, where k ∈ Z/(n + 1)Z and

i ∈ {0, . . . , n}. In (Γ/B)C0 we have the relations aki a
k+1
j = akj a

k+1
i . Furthermore C0/B is precisely

the set of arrows {a0i | 0 ≤ i ≤ n} and so (Γ/B)C0 is the Beilinson algebra:

1

a1
0

...

a1
n

2

a2
0

...

a2
n

3 · · · n

an
0

...

an
n

n+ 1 , aki a
k+1
j = akj a

k+1
i .

Notice that if n = 1, then (Γ/B)C0 is the Kronecker algebra.

Observe that the quivers of n-representation infinite algebras of type Ã are acyclic. In fact,
all examples of n-hereditary algebras that we are aware of share this property. Thus we end this
section by the following experimental expectation.

Question 5.9. The quivers of n-hereditary algebras are acyclic.

5.1. Relationship to n-representation finite algebras of type A. In [IO1] the class of n-
representation finite algebras of type A was introduced. We shall now compare it to the class of

n-representation infinite algebras of type Ã defined above. Let s be a non-negative integer and set

L◦ = {(v0, . . . , vn) ∈ Q0 | vi ≥ 0 for all 0 ≤ i ≤ n− 1 and vn ≥ −s}.

Notice that L◦ consists of the lattice points of an n-simplex in V with corners s(ei − en). Let
I be the ideal in Γ generated by the primitive idempotents corresponding to L \ L◦. Then the

algebra Γ◦ := Γ/I is isomorphic to the algebra Λ̂(n,s+1) defined in [IO1] (compare also [HI1]). In
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particular, Γ◦ is a finite dimensional selfinjective algebra. For simplicity we will ignore the trivial
case of s = 0 and assume from now on that s > 0.

Let Q◦ be the full subquiver of Q with vertices L◦. Then Q◦ is the quiver of Γ◦. We call
C◦ ⊂ Q◦

1 a restricted cut if C◦ contains precisely one arrow from every small cycle contained in
Q◦. As before C◦ defines a grading on Γ◦ and we denote the degree 0 part by Γ◦

C◦ . The algebras
Γ◦
C◦ are (up to isomorphism) precisely the n-representation finite algebras of type A defined in

[IO1]. Here is an example of Q◦ with a restricted cut C◦ indicated in bold for n = 2 and s = 2.

• • •

• •

•

The sides of this triangle extend to lines in the plane. The affine reflections in these lines induce
automorphisms of Q. Taking the union of all orbits of arrows in C◦ with respect to the group
generated by these affine reflections we get the following cut C in Q:

• • • • • • •

• • • • • •

• • • • • • •

• • • • • •

• • • • • • •

· · ·

· · ·

· · ·

· · ·

...
...

...
...

We will show that any restricted cut C◦ can in a similar way be extended to a bounding
periodic cut C for arbitrary n and s. Our aim is to apply this construction to prove that every
n-representation finite algebra of type A is a factor of an n-representation infinite algebra of type

Ã by an ideal generated by some idempotent:

Theorem 5.10. Let s be a non-negative integer and C◦ ⊂ Q◦
1 a restricted cut. Then there is a

bounding periodic cut C in Q, a cofinite subgroup B ≤ LC and an idempotent e ∈ K(Q0/B) such
that (Γ/B)C/(1− e) is isomorphic to Γ◦

C◦ .

We start by generalizing the group of affine reflections. We consider the group of affine trans-
formations on V as a semidirect product Aff(V ) = V ⋊GL(V ), where the GL(V )-action on V is
the natural one. For every i, j ∈ {0, . . . , n} define ρij ∈ GL(V ) by

ρij(αk) =





αj k = i

αi k = j

αk i 6= k 6= j.

It is well-defined since it is compatible with the relation
∑

k αk = 0. The corners of L◦ generates
the sublattice sL := {sλ | λ ∈ L}. For each x ∈ sL define ρxij = Aff(V ) by ρxij(v) = ρij(v − x) + x.
Now set

R = 〈ρij | 0 ≤ i, j ≤ n〉 < GL(V ),

RAff = 〈ρxij | 0 ≤ i, j ≤ n, x ∈ sL〉 < Aff(V ),

T = 〈s(αi − αj) | 0 ≤ i 6= j ≤ n〉 < L.
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By a change of coordinates we will show that the above groups are isomorphic to the Weyl group,
affine Weyl group and root lattice associated to Φ, respectively. For this purpose denote by sα,ℓ,
the reflection in the hyperplane Hα,ℓ = {v ∈ V | (v, α) = ℓ} for α ∈ Φ and ℓ ∈ Z. Set sα = sα,0
and define

W = 〈sα | α ∈ Φ〉 < GL(V ),

WAff = 〈sα,ℓ | α ∈ Φ, ℓ ∈ Z〉 < Aff(V )

Let Υ be the automorphism of V defined by

Υ(αk) =
1

s

(
−ek +

1

n+ 1

n∑

i=0

ei

)

and define the automorphism Υ̃: Aff(V ) → Aff(V ), by Υ̃(f) = Υ−1fΥ.

Lemma 5.11. In the notation above Υ̃(W ) = R, Υ̃(L) = T , and Υ̃(WAff) = RAff . Moreover,
RAff = T ⋊R.

Proof. Let i, j, k ∈ {0, . . . , n} and write ρij(αk) = αk′ . Set α = ei− ej ∈ Φ. Since sα is induced by
the automorphism of Rn+1 that permutes the standard basis vectors by transpositioning ei and ej
we obtain

sα(Υ(αk)) =
1

s

(
−ek′ +

1

n+ 1

n∑

i=0

ei

)
= Υ(αk′) = Υ(ρij(αk)),

so Υ̃(sα) = ρij and Υ̃(W ) = R.
Next notice that Υ(s(αi−αj)) = ej−ei and so Υ−1(Φ) generates T as an abelian group. Hence

Υ̃ sends the translations by elements in L to the translations by elements in T .

Since WAff = L⋊W [Hu, 4.2], we have Υ̃(WAff) = T ⋊R. Observe that

ρxij(v) = ρij(v − x) + x = ρij(v) + x− ρij(x).

For x = sαk we find

x− ρij(x) =





s(αi − αj) k = i

s(αj − αi) k = j

0 i 6= k 6= j,

so {x− ρij(x) | x ∈ sL} = T . Hence RAff = T ⋊R = Υ̃(WAff). �

The RAff -action on V induces an RAff -action on Q0. This extends uniquely to an RAff -action
on Q. In particular RAff acts on the paths of Q and this induces an action on Σ, the set of small
cycles in Q. Let Σ◦ be the subset of small cycles contained in Q◦.

Lemma 5.12. The sets Q◦
0, Q

◦
1 and Σ◦ are fundamental domains for the RAff-actions on Q0, Q1

and Σ respectively.

Proof. By [Hu, 4.5] WAff acts simply transitively on the set of alcoves, which are the connected
components of V \

⋃
α,ℓ Hα,ℓ with fundamental alcove

A◦ = {v ∈ V | (v, α0) > −1 and (v, αi) > 0 for all 1 ≤ i ≤ n}.

Moreover, its closure A◦ is a fundamental domain for the WAff -action on V [Hu, 4.8].
Let v ∈ V and write v =

∑n
k=1 mkΥ(αk). Then

(v, α0) =
mn

s
, (v, α1) = −

m1

s
and (v, αi) =

mi−1 −mi

s
for all 2 ≤ i ≤ n. Thus v ∈ A◦ if and only if 0 > m1 > · · · > mn > −s and

Υ−1A◦ =

{
n∑

k=1

mkαk

∣∣∣∣∣ 0 > m1 > · · · > mn > −s

}

= {v ∈ V | vi > 0 for all 0 ≤ i ≤ n− 1 and vn > −s}.
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Hence L◦ = Υ−1(A◦) ∩ L and so Q◦
0 is fundamental domain for the RAff -action on Q0, by

Lemma 5.11. Let ς be a small cycle and X ⊂ V the set of vertices that it passes. Since ΥX
does not lie in any hyperplane it contains a vertex Υ(v) that lies in some alcove. Since WAff acts
simply transitively on the set of alcoves there is a unique w ∈ WAff such that wΥ(v) ∈ A◦. By

Lemma 5.11, r = Υ̃(w) ∈ RAff and

rv ∈

{
n∑

k=1

mkαk

∣∣∣∣∣ 0 > m1 > · · · > mn > −s

}
,

which implies

rX ∈

{
n∑

k=1

mkαk

∣∣∣∣∣ 0 ≥ m1 ≥ · · · ≥ mn ≥ −s

}
∩ L = L◦

Since every small cycle is determined by the vertices it passes we obtain that Σ◦ is a fundamental
domain for the RAff -actions on Σ.

Every arrow appears in some small cycle and is determined uniquely by its starting point and
endpoint. Hence Q◦

1 is a fundamental domain for the RAff -actions on Q1. �

Lemma 5.13. Let C◦ be a restricted cut in Q◦ and set C = RAffC
◦. Then C is a bounding

periodic cut with s(n+ 1)LC < T < LC .

Proof. By Lemma 5.12, each small cycle has a unique arrow in C. Hence C is a cut. Moreover,
RAff acts on Q1 \ C with fundamental domain Q◦

1 \ C
◦.

Now let p be a path of length l ≥ 1 in QC . Its orbit under RAff is a path of length l in Q/RAff

and so corresponds to a path of length l in Q◦
C◦ . But in Q◦

C◦ every path has length at most sn so
the same holds for QC and thus C is bounding.

Since C = RAffC
◦ and T < RAff we have T < LC . By

n∑

i=0

s(αj − αi) = s(n+ 1)αj − s

n∑

i=0

αi = s(n+ 1)αj

we have s(n+ 1)LC < T . It follows that LC is cofinite and so C is periodic. �

Now we are ready to prove Theorem 5.10.

Proof of Theorem 5.10. The claim is well-known for the case n = 1 so we assume that n ≥ 2. Take
C = RAffC

◦ and B = s(n+1)L. Then by Lemma 5.13, C is a bounding periodic cut and B ≤ LC .
Let e ∈ K(Q0/B) be the sum of the idempotents corresponding to the vertices in (BQ◦

0)/B.
We claim that for any 0 6= λ ∈ B we have Q◦

0 ∩ λQ◦
0 = ∅ and there are no arrows between Q◦

0

and λQ◦
0 in Q. Assume on the contrary that there are v, v′ ∈ Q◦

0 such that either v = λv′ or there
is an arrow between v and λv′. Since v, v′ ∈ Q◦

0 we may write

v − v′ =
n∑

k=1

mkαk,

for some unique −s ≤ mk ≤ s. On the other hand λ = v − v′ or λ = v − v′ ± αi for some i which
implies λ = 0 as λ ∈ s(n+ 1)L ⊂ (s+ 2)L.

It follows that sending paths to their B-orbits defines a bijection between the paths in Q◦ and
the paths in Q/B that pass only through the vertices in (BL◦)/B. Hence there is an isomorphism
φ : Γ◦ → (Γ/B)/(1 − e) sending vertices and arrows to their orbits. Since φ is homogeneous of
degree 0 it induces an isomorphism from Γ◦

C◦

to (Γ/B)C/(1− e). �
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6. Non-commutative algebraic-geometric approach

‘Non-commutative algebraic geometry’ has been a source of methods and ideas in representation
theory. One important example is Geigle-Lenzing’s theory of weighted projective curves, where
representation theory of canonical algebras is controlled by the geometry of weighted projective
curves. On the other hand, Nakayama functors are nowadays regarded as an analog of canonical
sheaves over algebraic varieties since they play a similar role in derived categories. This point was
recently developed further by Minamoto [M]. He introduced a class of finite dimensional algebras
called “Fano algebras”, which are analog of Fano varieties from the viewpoint of the behaviour of
the Serre functors. Our n-representation infinite algebras are closely related to Minamoto’s “Fano
algebras of dimension n”. Precisely speaking, n-representation infinite algebras are “extremely
quasi-Fano algebras of dimension n” in [MM]. The aim of this section is to show that the category
R of n-regular modules is equivalent to the category qgr0 Π, which should be understood as the
category of coherent sheaves of dimension zero over the non-commutative projective scheme qgrΠ
in the context of Artin-Zhang’s theory [AZ].

For a graded K-algebra Γ, we denote by qGrΓ and qgrΓ the quotient categories of Gr Γ and grΓ
(see Section 1.1) by the subcategory of torsion modules. One of the main results in [M] is that, for
any n-representation-infinite algebra (or more generally, “quasi-Fano algebra of dimension n”) Λ,

and its preprojective algebra Π, there exists a triangle equivalence Π
L

⊗Λ− : D(ModΛ) ≈ D(qGrΠ)
which makes the following diagram commutative:

D(ModΛ)
Π

L

⊗Λ −

ν−1
n

D(qGrΠ)

(1)

D(ModΛ)
Π

L

⊗Λ −
D(qGrΠ).

He also gave a version of this equivalence for bounded derived categories of finitely generated
modules, which is more subtle and plays an important role in our study in this section. Let us
introduce some terminology.

We denote by (D≤0(modΛ),D≥0(modΛ)) the standard t-structure [BBD] of Db(modΛ), and
similarly by (D≤0(qgrΠ),D≥0(qgrΠ)) the standard t-structure on Db(qgrΠ). We define full sub-
categories of Db(modΛ) as follows:

T
≤0 := {X ∈ Db(modΛ) | ν−i

n (X) ∈ D≤0(modΛ) for i ≫ 0},

T
≥0 := {X ∈ Db(modΛ) | ν−i

n (X) ∈ D≥0(modΛ) for i ≫ 0}.

Now we can state Minamoto’s result:

Theorem 6.1 ([M, Theorem 3.7]). Let Λ be an n-representation-infinite algebra and Π the pre-
projective algebra. Then Π is left graded coherent if and only if (T ≤0,T ≥0) is a t-structure of

Db(modΛ). In this case, we have a triangle equivalence Π
L

⊗Λ− : Db(modΛ) ≈ Db(qgrΠ) which
makes the following diagram commutative

Db(modΛ)
Π

L

⊗Λ −

ν−1
n

Db(qgrΠ)

(1)

Db(modΛ)
Π

L

⊗Λ −
Db(qgrΠ).

and induces equivalences T ≤0 ≈ D≤0(qgrΠ) and T ≥0 ≈ D≥0(qgrΠ).

6.1. Description of n-regular modules. Throughout this section, let Λ be an n-representation
infinite algebra and Π the preprojective algebra of Λ. In this section, we will see that methods
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from non-commutative algebraic geometry are quite useful in the study of the category R in terms
of the preprojective algebra Π.

Throughout this section we assume that Π is left graded coherent. We identify Db(qgrΠ) with
Db(modΛ) by the triangle equivalence given in Theorem 6.1. Then we have the identifications

(1) = ν−1
n , D≤0(qgrΠ) = T

≤0, D≥0(qgrΠ) = T
≥0, and

qgrΠ = T
≤0 ∩ T

≥0 = {X ∈ Db(modΛ) | ν−i
n (X) ∈ modΛ ∀i ≫ 0}. (6.1)

Following tradition in (non-commutative) algebraic geometry, we denote by O the image of Π
in qgrΠ. For a set I of integers, let

O(I) := add{O(i) | i ∈ I}.

Since ν−i
n (Λ) = O(i) for any i ∈ Z, we have

U = O(Z), P = O(Z≥0) and I [−n] = O(Z<0).

Moreover we have the following observations.

Proposition 6.2. (a) C ∩ qgrΠ = I [−n] ∨ P ∨ R.
(b) D≤0(qgrΠ) ⊃ D≤0(modΛ) and D≥0(qgrΠ) ⊂ D≥0(modΛ).

Proof. (a) We have C =
∨

ℓ∈Z
(P ∨ R ∨ I )[ℓn] by Theorem 4.17. Moreover we have

ν−i
n (X) ⊂ P (i ≫ 0) ∀ X ∈ I [−n] by definition,

ν−i
n (P) ⊂ P (i ≥ 0) by definition,

ν−i
n (R) ⊂ R (i ≥ 0) by Proposition 4.15.

Thus the assertion follows.
(b) Since we have T ≤0 ⊃ D≤0(modΛ) and T ≥0 ⊂ D≥0(modΛ) by Proposition 2.2, we have the

assertions. �

Lemma 6.3. The following subcategories of Db(modΛ) = Db(qgrΠ) are the same.

(a) modΛ ∩ qgrΠ.
(b) {X ∈ modΛ | ∀i ≥ 0: ν−i

n (X) ∈ modΛ}.
(c) {X ∈ modΛ | ∀i < n : ExtiΛ(I , X) = 0}.
(d) {X ∈ qgrΠ | ∀i > 0: ExtiqgrΠ(O, X) = 0}.

(e) {X ∈ qgrΠ | ∀i > 0: ExtiqgrΠ(O(Z≤0), X) = 0}.

Proof. By Proposition 2.3(a), if X and ν−i
n (X) belong to modΛ for some i ≥ 0, then ν−j

n (X) ∈
modΛ for any j with 0 ≤ j ≤ i. Thus (a) and (b) are the same by the description (6.1) of qgrΠ.

(b) and (c) are the same by Lemma 4.16 and Observation 4.8.

For any X ∈ modΛ ∩ qgrΠ, we have ExtiqgrΠ(O, X) = ExtiΛ(Λ, X) = 0 for any i > 0. Thus

(a) is contained in (d). If X ∈ qgrΠ satisfies ExtiqgrΠ(O, X) = 0 for any i > 0, then X ∈

D≤0(modΛ) ∩ qgrΠ ⊂ D≤0(modΛ) ∩ D≥0(modΛ) ∩ qgrΠ = modΛ ∩ qgrΠ by Proposition 6.2(b).
Thus (a) and (d) are the same.

Finally the category (e) is also the same since it is clearly contained in (d) and conversely any

X ∈ modΛ ∩ qgrΠ satisfies ExtiqgrΠ(O(Z<0), X) = Extn+i
Λ (I , X) = 0 for any i > 0 by (c) and

hence belongs to the category (e). �

We introduce non-commutative analogue of local cohomology [AZ, BH, BV].

Definition 6.4. Let Γ =
⊕

i≥0 Γi be a graded K-algebra with dimΓi < ∞ for any i ≥ 0. For
X ∈ grΓ, we define the i-th local cohomology by

Hi
m(X) := lim

−→
j

⊕

ℓ∈Z

ExtiΓ(Γ<j , X(ℓ)),

where the symbol m refers to the ideal
⊕

i>0 Γi of Γ.
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Define the dimension of X by

dimX := sup{i ≥ 0 | Hi
m(X) 6= 0}.

For each ℓ ≥ 0, define the full subcategory of grΓ by

grℓ Γ := {X ∈ grΓ | dimX ≤ ℓ}

and let qgrℓ−1 Γ be the corresponding full subcategory of qgrΓ.

Now we have the following description of n-regular modules.

Theorem 6.5. Let Λ be an n-representation infinite algebra, R the category of n-regular modules
and Π the preprojective algebra of Λ. Assume that Π is left graded coherent. Then

R = qgr0 Π.

Let us start by recalling the following basic result, where we for i ≥ 0 write

Exti(O, X) :=
⊕

ℓ∈Z

ExtiqgrΠ(O, X(ℓ)).

Proposition 6.6 ([BV, Lemma 4.1.5]). For any X ∈ grΠ, we have an exact sequence

0 → H0
m(X) → X → Hom(O, X) → H1

m(X) → 0

and an isomorphism Exti(O, X) → Hi+1
m (X) for any i ≥ 1.

This immediately gives us the following description of qgrℓ Π.

Lemma 6.7. For any ℓ, we have

qgrℓ Π = {X ∈ qgrΠ | ExtiqgrΠ(O(Z), X) = 0 ∀i > ℓ}.

Proof. We have

dimX ≤ ℓ+ 1 ⇐⇒ Hi+1
m (X) = 0 ∀ i > ℓ

⇐⇒ Exti(O, X) = 0 ∀ i > ℓ by Proposition 6.6,

⇐⇒ ExtiqgrΠ(O(Z), X) = 0 ∀ i > ℓ.

Thus the assertion holds. �

Now we are ready to prove Theorem 6.5.

Proof of Theorem 6.5. We have equalities

R = {X ∈ modΛ | Extn−i
Λ (I , X) = 0 = ExtiΛ(P, X) = 0 ∀i > 0} by Observation 4.14,

= {X ∈ modΛ ∩ qgrΠ | ExtiΛ(P, X) = 0 ∀i > 0} by Proposition 6.3(a) and (c),

= {X ∈ modΛ ∩ qgrΠ | ExtiqgrΠ(O(Z≥0), X) = 0 ∀i > 0} since P = O(Z≥0),

= {X ∈ qgrΠ | ExtiqgrΠ(O(Z), X) = 0 ∀i > 0} by Proposition 6.3(a) and (e),

= qgr0 Π by Lemma 6.7.

Thus the assertion follows. �

As an application, we have the following result.

Corollary 6.8. The following full subcategories of Db(qgrΠ) are the same.

(a) I [−n] ∨ P ∨ R.
(b) C ∩ qgrΠ.
(c) O(Z) ∨ qgr0 Π.
(d) {X ∈ qgrΠ | ∀i ∈ {2, . . . , n} : Hi

m(X) = 0}.
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Proof. (a) and (b) are the same by Proposition 6.2(a), and (a) and (c) are the same by Theorem 6.5.
We will show that (b) is equal to (d). For X ∈ qgrΠ, we have

X ∈ C ⇐⇒ ExtiqgrΠ(O(Z), X) = 0 ∀ 1 ≤ i ≤ n− 1 since I [−n] ∨ P = O(Z),

⇐⇒ Hi+1
m (X) = 0 ∀ 1 ≤ i ≤ n− 1 by Proposition 6.6.

Thus the assertion follows. �

We end this section with posing the following conjecture, which we believe to be true from our
experience in the classical case n = 1.

Conjecture 6.9. R is non-zero for any n-representation infinite algebra.

When Π is left graded coherent, then by Theorem 6.5 this is equivalent to asking for the existence
of X ∈ gr1 Π which is infinite dimensional. We will see in Corollary 6.13 that Conjecture 6.9
has a positive answer for n-representation tame algebras, which are the main object in the next
subsection.

6.2. n-representation tame algebras. In this subsection we introduce a class of n-representation
infinite algebras which we can control. Recall that a ring Γ is called a Noetherian R-algebra (or
simply Noetherian algebra) if R is a commutative Noetherian ring and Γ is a finitely generated
R-module. If Γ is a Noetherian algebra, then it is a Noetherian Z-algebra for the center Z of Γ.

Definition 6.10. We say that an n-representation infinite algebra Λ is n-representation tame if
its preprojective algebra is a Noetherian algebra.

The name is explained by part (a) of the following example, which tells us that representation
tame path algebras are 1-representation tame.

Example 6.11. (a) The path algebraKQ of an extended Dynkin quiver Q is 1-representation
tame. In fact Π is Morita equivalent to the skew group algebra K[x, y] ∗ G of a finite
subgroup G of SL2(K), and this is a finitely generated module over the invariant subring
K[x, y]G which is Noetherian.

(b) Any n-representation infinite algebra of type Ã, as introduced in Section 5, is n-representation
tame. In fact Π is isomorphic to the skew group algebraK[x0, . . . , xn]∗H of a finite abelian
subgroup H of SLn+1(K) by Theorem 5.6 and Lemma 5.3, and this is a finitely generated
module over the invariant subring K[x0, . . . , xn]

G which is Noetherian.

We can control modules over a Noetherian algebra by using techniques from commutative alge-
bra. For example, the dimension introduced in Definition 6.4 turns out to be the Krull dimension:

Proposition 6.12. Let Γ and X be as in Definition 6.4. Assume that Γ is a Noetherian R-algebra
for a graded K-subalgebra R of Γ. Then the dimension dimX given in Definition 6.4 coincides
with the Krull dimension dimR X of the R-module X.

Proof. Clearly we have H0
m(X) = lim

−→j
HomR(R<j , X). Taking right derived functors, we have

Hi
m(X) = lim

−→j
ExtiR(R<j , X). Thus the assertion follows from [BH, Theorem 3.5.7]. �

As an application, we give some consequences of results in the previous subsection.

Corollary 6.13. Let Λ be an n-representation tame algebra over a perfect field K.

(a) We have dimRn ≥ n+ 1 for any maximal ideal n of R such that Πn 6= 0.
(b) The category R is non-zero.
(c) An object X ∈ qgrΠ satisfies Hi

m(X) = 0 for any 1 ≤ i ≤ n if and only if X ∈ O(Z).

Part (b) above gives a positive answer to Conjecture 6.9. Part (c) gives a non-commutative
generalization of Horrocks criterion for projective spaces [OSS, Theorem 2.3.1].
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Proof. (a) By Proposition 4.34, we have

HomD(ModΠ)(X,Π[i]) ∼= DHomD(ModΠ)(Π[i], X [n+ 1]) = 0

for any X ∈ D
≤0
fdΠ(ModΠ) and 0 ≤ i ≤ n. Now let X := Π

L

⊗R R/n ∈ D
≤0
fdΠ(ModΠ). Then

ExtiR(R/n,Π) = HomD(ModR)(R/n,Π[i]) = HomD(ModΠ)(X,Π[i]) = 0

for any 0 ≤ i ≤ n. Thus we have dimRn ≥ depthΠn > n.
(b) There always exist a graded Π-module X with dimR X = 1.

(c) If X ∈ O(Z), then X ∈ gr projΠ and we have ExtiΠ(Π<j , X) = DExtn+1−i
Π (X,Π<j) = 0 for

any i < n+ 1 by Proposition 4.34. Thus we have Hi
m(X) = 0 for any i < n+ 1.

Conversely, assume Hi
m(X) = 0 for any 1 ≤ i ≤ n. By Corollary 6.8, we have X ∈ O(Z)∨qgr0 Π.

If X has a non-zero direct summand Y in qgr0 Π, then dimR X = 1 by Proposition 6.12 and we
have H1

m(Y ) 6= 0, a contradiction to H1
m(X) = 0. Thus we have X ∈ O(Z). �

In this section, we describe the category R of n-regular modules over an n-representation infinite
algebra in terms of the categories of finite dimensional modules over certain infinite dimensional
algebras associated with the preprojective algebra.

In the rest of this section, let Γ =
⊕

i≥0 Γi be a graded K-algebra such that dimK Γi < ∞ for
any i. Assume that Γ is a ring-indecomposable Noetherian R-algebra for a graded K-subalgebra R
of Γ. Then R0 is a finite dimensional local K-algebra. Moreover we have the following observation.

Proposition 6.14 (e.g. [BH, 1.5.5]). Under the above assumptions, R is a finitely generated K-
algebra.

Proof. For the convenience of the reader, we include a proof. Clearly dimK Ri < ∞ for any i ≥ 0.
In particular we only have to show that R is a finitely generated R0-algebra. Assume that R is
not finitely generated. Then we can choose an infinite sequence (a1, a2, a3, . . .) of homogeneous
elements in R satisfying the following conditions:

• aℓ ∈ Rdℓ
and 1 ≤ d1 ≤ d2 ≤ d3 ≤ · · · .

• R = R0[a1, a2, a3, . . .] and ai+1 /∈ R0[a1, a2, . . . , ai].

Then we have

R0[a1, . . . , aℓ] ⊃

dℓ+1−1⊕

i=0

Ri. (6.2)

We show that aℓ+1 does not belong to the ideal of R generated by a1, . . . , aℓ. Otherwise there exist
homogeneous elements b1, . . . , bℓ ∈ R such that

aℓ+1 = a1b1 + · · ·+ aℓbℓ. (6.3)

Clearly the degree of each bi is smaller than dℓ+1. By (6.2), we have bi ∈ R0[a1, . . . , aℓ]. This
implies aℓ+1 ∈ R0[a1, . . . , aℓ] by (6.3), a contradiction.

Thus we have an infinite increasing chain

(a1) ( (a1, a2) ( (a1, a2, a3) ( · · ·

of ideals of R, a contradiction. �

As usual we denote by SpecR the set of all prime ideals of R and by MaxSpecR the set of all
maximal ideals of R. We denote by R+ :=

⊕
i>0 Ri, and by m the unique maximal prime ideal of

R containing R+. We denote by ProjR the set of all homogeneous prime ideals of R not containing⊕
i>0 Ri, and by MaxProjR the set of maximal elements of ProjR with respect to inclusion.
For X ∈ grΓ, we denote by SuppR X the set of all p ∈ SpecR such that Xp 6= 0. For

p ∈ MaxProjR, we denote by grp Γ the full subcategory of grΓ consisting ofX such that SuppR X ⊂
V (p) := {q ∈ SpecR | p ⊂ q}.

We need the following preparation.

Lemma 6.15. (a) For any p ∈ MaxProjR, the ring R/p has Krull dimension one.
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(b) For X ∈ modΓ the following are equivalent:
• X ∈ fdΓ;
• X has finite length as a Γ-module;
• X has finite length as an R-module;
• SuppR X ⊆ MaxSpecR.

Proof. (a) This is well-known [BH, Theorem 1.58].
(b) Since R is a finitely generated K-algebra by Lemma 6.14, any simple R-module is finite

dimensional. Thus X is finite dimensional if and only if it has finite length as an R-module. It is
clear that X has finite length as an R-module if and only if SuppR X ⊂ MaxSpecR.

If X has finite length as an R-module, then it clearly has finite length as a Γ-module. It remains
to show that any finite length Γ-module has finite length as an R-module. We only have to show
that any simple Γ-module X has finite length as an R-module. We know that R/ annR X is a
subring of EndΓ(X), which is a division algebra. Since EndΓ(X) is a finitely generated R-module,
the ring R/ annR X has to be a field. Thus X is a finitely generated R-module annihilated by a
maximal ideal, so it has finite length as an R-module. �

We have the following decomposition of qgr0 Γ.

Proposition 6.16. We have qgr0 Γ =
∐

p∈MaxProjR qgrp Γ.

Proof. Clearly we have HomqgrΓ(X,Y ) = 0 for any X ∈ qgrp Γ and Y ∈ qgrq Γ with p 6= q.
Thus we only have to show that, for any X ∈ gr1 Γ without non-zero finite dimensional sub-

modules, there exists Γ-submodules X1, . . . , Xℓ satisfying the following conditions:

(i) For any i = 1, . . . , ℓ, we have Xi ∈ qgrpi
Γ for some pi ∈ MaxProjR.

(ii)
∑ℓ

i=1 Xi =
⊕ℓ

i=1 Xi and dimK(X/
∑ℓ

i=1 Xi) < ∞.

Then we have X =
⊕ℓ

i=1 Xi in qgrΓ.

Let SuppR X =
⋃ℓ

i=1 V (pi). For i = 1, . . . , ℓ, let

Xi :=
∑

Y

where Y runs over all Γ-submodules of X such that SuppR Y ⊂ V (pi). Then SuppR Xi ⊂ V (pi),

so (i) holds. Now we show (ii). By Lemma 6.15(b), we only have to show SuppR(X/
∑ℓ

i=1 Xi) ⊂
MaxSpecR. Since

SuppR(X/

ℓ∑

i=1

Xi) ⊂
ℓ⋂

i=1

SuppR(X/Xi),

we only have to show pi /∈ SuppR(X/Xi). Assume pi ∈ SuppR(X/Xi). Then pi also belongs to
the set of associated prime ideals AssR(X/Xi), since minimal elements in SuppR(X/Xi) belong to
AssR(X/Xi). Thus we have an element x ∈ X such that the image x ∈ X/Xi satisfies Rx ∼= R/pi.
Let Y := Xi + Γx. Then Y/Xi = Γx is annihilated by pi, so we have SuppR(Y/Xi) ⊂ V (pi). This
implies SuppR Y ⊂ V (pi), a contradiction to the maximality of Xi. �

Next we show that the category qgrpR has a very simple description for any p ∈ MaxProjR.
For any p =

⊕
i≥0 pi ∈ ProjR, we denote by R[p] the localization of R with respect to the

multiplicative set consisting of homogeneous elements in R\p. Clearly R[p] has a structure of a
graded K-algebra R[p] =

⊕
i∈Z

R[p],i. We let R(p) := R[p],0. In other words,

R[p] ⊃ R(p) :=
∑

i≥0

Ri(Ri\p)
−1.
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Similarly we define Γ[p] and Γ(p), and also X[p] and X(p) for X ∈ grΓ:

Γ[p] := Γ⊗R R[p] ⊃ Γ(p) :=
∑

i≥0

Γi(Ri\p)
−1,

X[p] := X ⊗R R[p] ⊃ X(p) :=
∑

i≥0

Xi(Ri\p)
−1.

Clearly this gives a functor (−)(p) : grΓ → modΓ(p), which is the composition of (−)[p] : grΓ →
modΓ[p] and (−)0 : modΓ[p] → modΓ(p). Since Xp = 0 holds for any X ∈ grΓ which is finite
dimensional, we have an induced functor

(−)(p) : qgrΓ → modΓ(p).

It is easily checked that this functor is exact and dense. When p ∈ MaxProjR, we have the
following much stronger result.

Theorem 6.17. Assume that Γ is generated by Γ0 and Γ1 as a K-algebra. Then for any p ∈
MaxProjR, the functor (−)(p) induces an equivalence qgrp Γ → fdΓ(p).

First we observe the following easy property of Γ[p].

Lemma 6.18. Assume that Γ is generated by Γ0 and Γ1 as a K-algebra.

(a) We have Γ[p],−iΓ[p],i = Γ(p) for any i ∈ Z.
(b) We have Γ[p](i) ∈ addgrΓ[p]

(Γ[p]) for any i ∈ Z.

Proof. (a) By our assumption, we have ΓiΓj = Γi+j for any i, j ≥ 0. Take r ∈ Rℓ\p with ℓ > 0.
Since ri ∈ Γiℓ = Γiℓ−iΓi, we have 1 ∈ (Γiℓ−ir

−i) · Γi ⊂ Γ[p],−iΓ[p],i. Thus we have the assertion for
i ≥ 0. The case i < 0 follows similarly.

(b) We can identify HomgrΓ[p]
(Γ[p](i),Γ[p](j)) with Γ[p],j−i. Then the equality in (a) shows

HomgrΓ[p]
(Γ[p](i),Γ[p]) ·HomgrΓ[p]

(Γ[p],Γ[p](i)) = EndgrΓ[p]
(Γ[p](i)). This implies the assertion. �

Now we denote by gr fdΓ[p] the full subcategory of grΓ[p] consisting of degreewise finite dimen-
sional modules. We have the following equivalence.

Proposition 6.19 (cf. [NV, Theorem I.3.4]). Assume that Γ is generated by Γ0 and Γ1 as
a K-algebra. We have an equivalence (−)0 : grΓ[p] → modΓ(p) which induces an equivalence
(−)0 : gr fdΓ[p] → fdΓ(p).

Proof. We show that the functor Γ[p]⊗Γ(p)
− : modΓ(p) → grΓ[p] gives a quasi-inverse. Clearly the

composition (Γ[p] ⊗Γ(p)
−)0 is isomorphic to the identity functor on modΓ(p).

We have a morphism α : Γ[p] ⊗Γ(p)
(−)0 → idgrΓ[p]

of functors on grΓ[p] given by αX : Γ[p] ⊗Γ(p)

X0 → X where αX(γ ⊗ x) = γx for any γ ∈ Γ[p] and x ∈ X0. Clearly αX is an isomorphism if

X ∈ addgrΓ[p]
(Γ[p]). For arbitrary X ∈ grΓ[p], there exists a projective presentation P ′ g

−→ P
f
−→

X → 0 in grΓ[p] with P, P ′ ∈ addgrΓ[p]
(Γ[p]) by Lemma 6.18(b). Applying Γ[p] ⊗Γ(p)

(−)0, we have
a commutative diagram

Γ[p] ⊗Γ(p)
P ′
0

Γ[p]⊗g0

≀ αP ′

Γ[p] ⊗Γ(p)
P0

Γ[p]⊗f0

≀ αP

Γ[p] ⊗Γ(p)
X0

αX

0

P ′
g

P
f

X 0,

where the left and middle vertical maps are isomorphisms. Thus αX and hence α is an isomorphism.
Clearly (−)0 gives a functor gr fdΓ[p] → fdΓ(p), and Γ[p]⊗Γ(p)

− gives a functor fdΓ(p) → gr fdΓ[p]

since Γ[p],i is a finitely generated right Γ(p)-module by Lemma 6.18(b). Thus we have an equivalence
gr fdΓ[p] → fdΓ(p). �

We also need the following elementary observations.
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Lemma 6.20. Let p ∈ MaxProjR and X ∈ grp Γ. Assume that X does not have non-zero finite
dimensional submodules.

(a) Any element in R\p is X-regular.
(b) For any r ∈ Rℓ\p, the map r : Xi → Xi+ℓ is bijective for any i ≫ 0.
(c) The natural map X → X[p] induces an isomorphism Xi → X[p],i for any i ≫ 0.

Proof. (a) Fix r ∈ R\p and assume rx = 0 for some x ∈ X . Then Γx is annihilated by (r)+annR X ,
so it is supported only by maximal ideals of R. Thus Γx is finite dimensional by Lemma 6.15(b),
and we have x = 0 by our assumption.

(b) Consider an exact sequence

0 → K → X
r
−→ X → C → 0.

Since K and C are annihilated by (r) + annR X , they are supported only by maximal ideals of R.
Thus K and C are finite dimensional by Lemma 6.15(b), and we have the assertion.

(c) Pick r ∈ Rℓ\p as in (b), and let a ∈ Z such that the map r : Xi → Xi+ℓ is bijective for all
i ≥ a. We will show that the natural map Xi → X[p],i is an isomorphism for any i ≥ a. Any

element of X[p],i can be written as xs−1 for some x ∈ Xi+j and s ∈ Rj \ p with j ≥ 0. Replacing

(x, s) by (xsℓ−1, sℓ), we can assume that j is a multiple of ℓ. By (a), the map s : Xi → Xi+j

is injective. Since i ≥ a and j is a multiple of ℓ, we have dimXi = dimXi+j . Thus the map
s : Xi → Xi+j is bijective. Hence there is y ∈ Xi such that ys = x, so xs−1 = y ∈ Xi. �

As a consequence, we have the following equivalence.

Proposition 6.21. The functor (−)[p] : grΓ → grΓ[p] induces an equivalence qgrp Γ → gr fdΓ[p].

Proof. Since all finite dimensional Γ-modules are annihilated by some homogeneous element in
R\p, they are sent to zero by the functor (−)[p]. Thus we have an induced functor qgrΓ → grΓ[p].

In the rest, we fix a homogeneous element r ∈ Rℓ\p for some ℓ > 0. We show X[p] ∈ gr fdΓ[p]

for any X ∈ grp Γ without non-zero finite dimensional submodules. By Lemma 6.20(c), we have
dimX[p],i < ∞ for i ≫ 0. Since we have an isomorphism r : X[p],i → X[p],i+ℓ for any i ∈ Z, we
have the assertion. Thus we have a functor (−)[p] : qgrp Γ → gr fdΓ[p].

We consider the functor (−)≥0 : gr fdΓ[p] → Gr Γ sending Y =
⊕

i∈Z
Yi to Y≥0 :=

⊕
i≥0 Yi.

Since Yi+ℓ = rYi holds for any i ∈ Z, we have that Y≥0 is generated by Y0, Y1, · · · , Yℓ−1. Thus
Y≥0 ∈ grΓ. Since any homogeneous element in R\p is (Y≥0)-regular, any associate prime ideal of
Y≥0 is contained in p. On the other hand, since the Hilbert function of Y≥0 is bounded, the Krull
dimension of Y≥0 is at most one ([BH, Theorem 4.1.3]). Thus SuppR(Y≥0) ⊂ V (p), and we have
Y≥0 ∈ grp Γ. Consequently, we have a functor (−)≥0 : gr fdΓ[p] → grp Γ. We will show that the
functors (−)≥0 and (−)[p] induce mutually quasi-inverse equivalences between gr fdΓ[p] and qgrp Γ.

For any X ∈ qgrp Γ, the natural map X → X[p] gives a morphism βX : X ∼= X≥0 → (X[p])≥0

in qgrp Γ. This is an isomorphism in qgrp Γ by Lemma 6.20(c). Thus we have an isomorphism
β : idqgr

p
Γ → ((−)[p])≥0 of functors on qgrp Γ.

For any X ∈ gr fdΓ[p], we have a natural inclusion γX : (X≥0)[p] → X , which gives a morphism
γ : ((−)≥0)[p] → idgr fdΓ[p]

of functors on gr fdΓ[p]. For any homogeneous element x ∈ Xi, we have

x = (xrj)r−j where xrj ∈ Xi+ℓj and rj ∈ Rℓj\p. Taking j large enough, we have xrj ∈ X≥0 and
we have x ∈ (X≥0)[p]. Thus γX is an isomorphism, and γ is an isomorphism of functors. �

We have now completed the proof of Theorem 6.17:

Proof of Theorem 6.17. We only have to compose the equivalences given in Propositions 6.19 and
6.21. �

Now we apply the above results to give a description of the category R.

Again let Λ be an n-representation tame algebra, so the preprojective algebra Π is a Noetherian
R-algebra for a graded K-subalgebra R of Π. Now we apply the above results to (Γ, R) := (Π, R),
which satisfies the assumption in Theorem 6.17.
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Theorem 6.22. Let Λ be an n-representation tame algebra. Assume that the preprojective algebra
Π is a Noetherian R-algebra for a graded K-subalgebra R of Π. Then we have

R =
∐

p∈MaxProjR

fdΠ(p).

Proof. We have

R = qgr0 Π by Theorem 6.5,

=
∐

p∈MaxProjR

qgrpΠ by Proposition 6.16,

=
∐

p∈MaxProjR

fdΠ(p) by Theorem 6.17.

Thus the assertion follows. �

This is very similar to the well-known result in representation theory of tame hereditary algebras.
We end this section by giving another property of n-representation tame algebras, which is

analogous to the classical case n = 1.

Corollary 6.23. Let Λ be n-representation tame. Then there exists a positive integer ℓ such that
τ ℓn(X) ∼= X holds for any X ∈ R.

Proof. Without loss of generality, we can assume that X is indecomposable and that Y ∈ qgrpΠ
corresponds to X . Since R is a finitely generated K-algebra, there exists ℓ > 0 such that R is a
finitely generated R0[Rℓ]-module, where R0[Rℓ] is an R0-subalgebra of R generated by Rℓ. Then
for any p ∈ MaxProjR, there exists a homogeneous element r ∈ Rℓ\p. The morphism r : Y → Y (ℓ)
is an isomorphism in qgr0 Π by Lemma 6.20(b). This means X ≃ τ−ℓ

n (X) in R. �

Example 6.24. (a) Let Λ be a path algebra of an extended-Dynkin quiver, which is 1-
representation tame as we observed in Example 6.11(a), and Π be the corresponding
classical preprojective algebra. Then our description R = qgr0 Π in Theorem 6.5 was
already given by Lenzing [L], and the decomposition of R in Theorem 6.22 is well-known.

(b) Let Λ be a Beilinson algebra of dimension n. This is n-representation tame as we observed
in Example 6.11(b), and Π is a skew group algebra S ∗ H of a polynomial algebra S =
K[x0, . . . , xn] and a subgroupH of SLn+1(K) generated by the scalar matrix diag(ζ, · · · , ζ)
where ζ is an (n+1)-th primitive root of unity. Then we have R = qgr0 Π by Theorem 6.5,
which is easily shown to be the same as qgr0 S = coh0 P

n.

7. Derived and representation dimension of n-hereditary algebras

The notion of representation dimension was introduced by Auslander to measure how far an
algebra being from representation finite. Let us start with recalling the definition.

Definition 7.1 (Auslander [A2]). The representation dimension of Λ is defined by

repdimΛ := inf{gl.dimEndΛ(Λ ⊕M ⊕DΛ) | M ∈ modΛ}.

Auslander showed in [A2] that for a finite dimensional algebra Λ we have

repdimΛ

{
≤ 2 if Λ is representation finite,

≥ 3 if Λ is representation infinite.

We suspect that a similar statement holds for n-hereditary algebras. More precisely we conjecture
the following:

Conjecture 7.2. Let Λ be an n-hereditary algebra. Then

repdimΛ

{
≤ n+ 1 if Λ is n-representation finite,

≥ n+ 2 if Λ is n-representation infinite.
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By Auslander’s result the conjecture holds for n = 1. We will see in this section that it also
holds for n = 2. For n ≥ 2 we show that the conjecture holds if Λ is n-representation finite or
n-representation tame.

We first observe that the statement for n-representation finite algebras follows immediately from
earlier work:

Proposition 7.3. Let Λ be an n-representation finite algebra. Then repdimΛ ≤ n+ 1.

Proof. Let M be an n-cluster tilting Λ-module. Clearly we have Λ ⊕DΛ ∈ addM . Moreover we
have gl.dimEndΛ(M) ≤ n+ 1 by [I2, Theorem 0.2]. �

Next we show that Conjecture 7.2 holds for n = 2.

Theorem 7.4. Let Λ be an n-representation infinite algebra for n ≥ 2. Then repdimΛ ≥ 4.

Proof. By Corollary 4.10, the subcategory P of n-preprojective modules in modΛ containes
infinitely many indecomposable objects, and moreover satisfies ExtiΛ(P,P) = 0 for any i ∈
{1, . . . , n− 1}, in particular Ext1Λ(P,P) = 0 since we assumed n ≥ 2.

On the other hand, it has been shown in [I2, Theorem 5.5.1(1)] that for algebras of representation
dimension at most 3 there does not exist an infinite set {Xi}i∈I of indecomposable modules such
that Ext1(Xi, Xj) = 0 ∀i, j ∈ I. Combining these two results we see that an n-representation
infinite algebra has representation dimension at least four. �

In the rest of this section, we study the representation dimension of n-representation tame
algebras. More precisely we show the following.

Theorem 7.5. Let Λ be an n-representation tame algebra over a perfect field K. Then repdimΛ ≥
n+ 2.

The dimension of a triangulated category, introduced in [Ro], and certain generalizations in-
troduced in [O] have proved to be useful for studying representation dimension. Let us recall the
definition.

Definition 7.6. [Ro, O] Let T be a triangulated category. For T ∈ T , we put

〈T 〉1 := add{T [i] | i ∈ Z},

〈T 〉ℓ+1 := add{X ∈ T | ∃Y → X → Z → Y [1] with Y ∈ 〈T 〉1, Z ∈ 〈T 〉ℓ}.

The dimension of T is defined by

dimT := inf{ℓ | ∃T ∈ T with 〈T 〉ℓ+1 = T }.

More generally, for a subcategory S ⊆ T , the dimension of S is defined by

dimT S := inf{ℓ | ∃T ∈ T with 〈T 〉ℓ+1 ⊇ S }.

Using this notion, we obtain the following refinements of our Conjecture 7.2.

Conjecture 7.7. Let Λ be an n-representation infinite algebra. Then

(1) The dimension of the category R of n-regular modules is dimDb(modΛ) R = n.
(2) The dimension of the module category is dimDb(modΛ) modΛ = n.

(3) The dimension of the derived category is dimDb(modΛ) = n.

Remark 7.8. • We have

dimDb(modΛ) R ≤ dimDb(modΛ) modΛ ≤ dimDb(modΛ) ≤ gl.dimΛ = n,

where the last inequality is [KK, Corollary 3.6]. Thus we get the implication (1) =⇒
(2) =⇒ (3) in Conjecture 7.7.

• Clearly Conjecture 7.7(1) implies the existence of non-zero n-regular modules, that is a
positive answer to Conjecture 6.9.



38 HERSCHEND, IYAMA, AND OPPERMANN

• By [O] we have repdimΛ ≥ dimDb(modΛ) modΛ + 2. Thus Conjecture 7.7(2) implies Con-
jecture 7.2.

We will prove now that Conjecture 7.7(1) holds for n-representation tame algebras. Thus, by the
above remark, all parts of Conjecture 7.7 as well as Conjecture 7.2 hold for this class of algebras.

Theorem 7.9. Let Λ be an n-representation tame algebra. Then dimDb(modΛ) R = n. In particular
repdimΛ ≥ n+ 2.

By Remark 7.8 we already know that dimDb(modΛ) R ≤ n, thus it remains to show that

dimDb(modΛ) R ≥ n. We use Minamoto’s derived equivalence Db(modΛ) ≈ Db(qgrΠ) (see Sec-
tion 6), which induces an equivalence R ≈ qgr0 Π by Theorem 6.5. Thus Theorem 7.9 follows from
the following.

Proposition 7.10. Let Λ be an n-representation tame algebra and Π the preprojective algebra of
Λ. Then dimDb(qgrΠ) qgr0 Π ≥ n.

Our strategy of the proof is mostly parallel to [KK], the difference is that Π is non-commutative
here, so we need to be careful about the interplay of Π and its center Z.

Proof. First observe that, since the center Z of Π is a finitely generated K-algebra algebra by
Proposition 6.14, we can use Noether normalization to find a graded polynomial subring R of Z
such that Π is a Noetherian R-algebra.

Let T be any object in Db(qgrΠ). Restriction to the (commutative) scheme ProjR gives an
object T |ProjR ∈ Db(cohProjR). Since R is regular, it is not difficult to see ([KK, 4.1]) that there
is an open subset U ⊆ ProjR such that

(T |ProjR)(p) ∈
〈
R(p)

〉
1

for any p ∈ U. (7.1)

Take any p ∈ U ∩MaxProjR and non-zero X ∈ qgrpΠ. Then X(p) is a non-zero finite dimensional
Π(p)-module. By the Auslander-Buchsbaum formula,

proj. dimR(p)
X(p) = dimR(p) ≥ n,

where the last inequality follows from Corollary 6.13(a) and Lemma 6.15(a).
An easy application of the Ghost Lemma, see for instance [KK, 2.4], shows that this implies

that X(p)|R(p)
6∈
〈
R(p)

〉
n
. It follows from (7.1) that also

X 6∈ 〈T 〉n

Otherwise we obtain a contradiction by localizing at (p) and restricting to R(p).
Thus we have shown that

dimDb(qgrΠ) qgr0 Π ≥ n. �
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