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Abstract— In the paper a remote laboratory as educational 
tool in measurement and automation courses is presented. 
Industry 4.0 and IoT paradigms require future information 
engineers to be able to use enabling technologies not only for the 
automation of measurements, but also for their remote 
management. For this purpose, a solution is proposed that makes 
the students an active part in the process of realization of the 
remote laboratory. An architecture involving typical laboratory 
instruments, introduced during measurement courses, and a 
server to allow remote access to laboratory equipment is 
implemented. The realization of the software architecture, 
however, is left to the students who, under teacher’s guide, learn 
how to use the tools and programming environments to build up 
remote measurement stations. 

Keywords—Remote laboratories; automatic measurement 
stations; remote stations didactics.  

I.  INTRODUCTION 
In engineering teaching courses, laboratory experiences are 

a fundamental stage of learning [1]. In this context, remote 
laboratories are a very useful tool as they allow students to 
perform experiments 24 hours a day from any Internet-enabled 
workstation [2]-[7]. 

Cost advantage is the main characteristic of a remote 
laboratory: in a traditional laboratory it is in fact necessary to 
create an appropriate number of laboratory stations with 
respect to the number of students, while in a remote laboratory 
the stations are accessible at any time. In this way students are 
able to perform (and repeat, if necessary) the assigned 
experiments with a reduced number of stations, therefore 
saving the hardware equipment [8]-[19]. In addition, the 
remote laboratory can be powered by including other 
experiments that involve advanced devices located in physical 
laboratories distributed throughout the territory. Further 
advantages are related to safety, since the operator is physically 
distant from the laboratory and can conduct experiments 
without risks [20]. 

Until few years ago, the design and implementation of a 
remote laboratory was a multidisciplinary task that required the 
intervention of various experts from different sectors [21]-[25]: 
in order to be able to remotely control an automatic 
measurement station, it is in fact necessary for the student to 
gain knowledge regarding the didactic experiments of the 
course, and then to focus the attention on those aspects that 
need therefore to be transferred via a remote experience. 

Moreover, the knowledge of the laboratory instrumentation is 
necessary to understand how the remote user can interact with 
the instruments and design the client interface. Eventually, the 
experience in computer science is necessary to realize the 
hardware architecture of the laboratory, to figure out the most 
suitable communication protocol, as well as to implement the 
software, both server- and client-side, based on the 
characteristics of the remote experiment and the type of clients. 

Currently, the creation of a remote laboratory requires less 
effort and can be quickly achieved even by those who do not 
possess relevant experience in communication networks and IT 
skills, thanks to the tools made available to users from different 
software environments. As a consequence, the implementation 
of a remote measurement station can be assigned as a project 
within the measurement and automation courses. Students have 
in this way the opportunity to learn and use the enabling 
technologies of remote monitoring and automation [26]. 
Although the capability to create automatic measurement and 
control stations is no longer sufficient in the typical Industry 
4.0 processes, the ability to know how to communicate with a 
remote device is anyway required, as well as the capability to 
implement internet-oriented measurement processes [29]-[32]. 

The paper presents the structure of the remote laboratory, 
with the intent to lead students during the creation and testing 
of their own software for remote control of the instrumentation. 
The article is organized as follows: after a brief description of 
the bases of the remote laboratories, given in Section II, the 
server architecture is described in Section III; Section IV then 
provides details on the server software for controlling the 
connected instruments, and Section V describes the structure of 
the client software. Finally, some conclusions are drawn in 
Section VI. 

II. REMOTE LABORATORY ASSET 
The scheme of a typical remote laboratory is shown in 

Fig. 1. The server machine is physically connected to the 
laboratory equipment, and communicates with the devices via a 
proper interface. The server is also connected to the Internet 
network, in order to receive remote requests. 

The clients’ machines are geographically distributed 
personal computers that can communicate with the server 
through Internet connections.  

For what concerns the software architecture, there are no 
rules on the software environment for the implementation of 
server and client programs; it is only required that both server 



and client applications are able to exchange data according to 
the TCP/IP protocol. The authors, in particular, have used 
LabVIEW environment, exploiting their experience in the 
realization of programs for automatic measurement stations, 
but the approach described in the paper can be extended to all 
software environments that allow configuring TCP/IP 
communication parameters. 

 
Fig.1 Block diagram of a remote laboratory based on server/client  
paradigm. 

The server application can be seen as a translator between 
the TCP/IP protocol and the interface adopted for the 
communication with the laboratory equipment. It receives via 
Internet the commands that the client wants to send to a 
specific instrument and forwards them to the device, adapting 
them (if needed) to the device interface. Similarly, it forwards 
the response from the local device back to the client via 
TCP/IP connection. 

Usually the client needs to send a sequence of messages to 
the laboratory instrumentation in order to perform an 
experiment. The server must process these messages during a 
single client connection: it is important in fact to avoid that, 
when performing the experiment of a client, the server receives 
and processes messages due to the connection of another client. 
The messages exchanged between client and server 
applications must be therefore structured so that in a single 
connection the client completes the tasks structuring the 
experiment. 

The authors suggest to use the array type to this purpose 
and describe, in the following sections, how the client and 
software interact with each other. 

III. SERVER SOFTWARE 
The server application has to receive client messages. The 

first server operation is then the creation of a TCP listener. 
LabVIEW offers its library built-in function to create a listener 
that allows selecting some parameters as the Ethernet board (if 
more than one board is present) and the port number of the 
connection. 

The port number should be in the range 49152-65535 that 
is the range of the so-called dynamic and/or private ports, 
according to Internet Assigned Numbers Authority (IANA) 
specifications. 

It has to be noticed that some operating systems do not 
meet IANA specifications – Windows, for example, allows the 
use of ports ranging within 1024 and 5000, which is an interval 
included in the range of ports classified by IANA as user or 

registered ports. It is still possible to create a listener on these 
ports, but the possibility of receiving an error message due to a 
conflict on the port has to be taken into account. The library 
function that creates the listener returns a handle that uniquely 
identifies the listener. 

Once the listener is designed, a function that waits for the 
client TCP connection is necessary. This function can be 
configured for waiting indefinitely a client connection or a 
timeout can be set, so that when the timeout expires an error 
message is returned. If a client connection occurs, this function 
returns the handle for identifying the connection, the IP address 
and the port of the remote client. 

When the connection is established, the server receives the 
client message through a TCP read function and sends 
messages to the client through a TCP write function.  

Specifically, the TCP read is a flexible function that can be 
configured in order to obtain different behaviors, depending on 
the selected mode. For example, the user can configure a 
termination character that, when received, indicates the end of 
the client message, or specify that the function has to 
immediately return the received bytes regardless the expected 
length of the client message. Alternatively, user can specify the 
number of bytes that have to be received from the client and a 
timeout interval: if a number of bytes lower than that expected 
is received when the timeout expires, the user can select if this 
function has to return an empty string or the partial message 
received (in both cases an error condition is raised).  

In particular, the authors suggest the last configuration 
since the error signal is monitored; if all the expected bytes 
have not been received, the connection is closed. 

The expected client message is structured as shown in 
Fig. 2. The header is composed by eight bytes. The first four 
bytes represent the client ID adopted for the client 
authentication; if the client ID is not in the list of clients 
authorized to use the laboratory, the server closes the 
connection. The other four bytes of the header express the 
length in bytes of the remaining data block, referred in the 
following as payload. 

 
Fig.2 Structure of client and server messages. 

The payload contains the directive for the laboratory 
equipment, organized as a sequence of tasks that have to be 
properly processed by a program called Instrument and 
Actuator Controller, described in detail in the following 
section. 



Header and payload are received through two different TCP 
read functions. The first one reads the header so that the server 
program can verify the client ID and then obtain the length of 
the payload. After sending an acknowledge message, a second 
TCP read function is performed: it is configured for reading a 
number of bytes equal to the length received in the header, but 
also a timeout interval is set, to prevent that the server program 
is blocked waiting to receive the expected number of bytes. If 
the timeout expires, the connection is closed, regardless the 
payload received until then. 

The payload contains the data to be transmitted to the 
laboratory devices, and is organized as an array that is a 
sequence of structured data, corresponding to particular tasks. 
The array is passed to the Instrument and Actuator Controller 
that, interfacing with the local devices, executes the tasks. 
Some tasks cause a response from the device, such as the result 
of a measurement. To allow the client to quickly retrieve the 
device response, the Instrument and Actuator Controller 
maintains the order relationship between the task array and the 
response array. Specifically, for each task that is executed the 
Instrument and Actuator Controller adds a string to the 
response array that will be returned to the client: if the device 
has returned data, the string that is appended to the array is 
exactly the data returned by the device; alternatively, an empty 
string is appended. In this way, the client receives an array 
whose size is the same as the array that has been sent; since the 
client knows the position of a query within the task array, he 
knows where to find the device response in the response array. 

The server program sends the response array to the client 
using a TCP write function. Actually, the server sends a packet 
similar to those sent by the client, as shown in Fig. 3, but the 
bytes related to the identification are omitted for the server. 
The header, then, is only composed by the four byte expressing 
the length of the payload. 

Finally, the server closes the connection using the handle 
for identifying the client connection. It is worth noticing that 
the described operations are indefinitely iterated in a while 
loop, in order to accept and process other client connections. 
 

 
Fig. 3 Diagram of the main operations of the server program. 
 

IV. INSTRUMENT AND ACTUATOR CONTROLLER  
The Instrument and Actuator Controller communicates with 

the laboratory device, according to one or more interfaces. 
Many software environments (including LabVIEW) offer, also 
for this type of communication, library functions for 

communicating with devices through the interfaces most 
commonly adopted in industrial processes. In the developed 
laboratory the IEEE 488 interface is adopted. 

The Controller receives the array of tasks contained in the 
payload of the client message. A task is an operation performed 
with a specific instrument that can be the transmission of 
configuration commands or the data reading from the 
instrument buffer. The task is composed by the following 
fields: (i) the device ID identifies through a symbolic name the 
device involved by the task; (ii) the operation, that can be write 
or read; (iii) the field is dependent on the operation: if the 
operation is write, it contains the data to be sent to the device, 
otherwise it is a number representing the number of bytes to be 
read from the device; (iv) a delay that the Controller has to wait 
before executing the required operation.  

In order to better describe the task structure, in Fig. 4 a 
basic example of received array of tasks is shown. In the 
example the client wants to configure the source, namely an 
arbitrary waveform generator (AWG), for obtaining a square 
wave signal with frequency of 2.5 kHz and peak-to-peak 
amplitude of 1 Vpp. The client wants as well to measure the 
true rms voltage of the signal by means of a digital multi-meter 
(DMM). The device ID of the first task, that is AWG, indicates 
that such task involves the generator. In particular, the task is a 
write operation and the message to be written contains the 
command for properly configuring the generator, listed in the 
programmer’s manual of the instrument. The field delay equal 
to zero indicates that the write operation can be executed 
immediately. 

The device ID of the second task is equal to DMM, which 
means that the task involves the digital multi-meter. The task 
performs a write operation and sends to the multi-meter the 
configuration commands (available in the programmer’s 
manual of the instrument) for measuring the rms voltage of the 
input waveform. 
 

 
Fig. 4 Example of array of tasks received by the Instruments and Actuator 
Controller. 
 

The third task aims at acquiring the measurement result. 
The device ID is still DMM, but the operation is equal to read. 



This time the message field contains the number of bytes to 
read, set equal to 100. 

The response array built by the Instrument and Actuator 
Controller, according to the example of Fig. 4, has size equal to 
three. The first and second elements are empty strings, 
corresponding to the write operations; the third array element is 
the string returned by the digital multi-meter in the read 
operation performed in the third task.   

V. CLIENT SOFTWARE 
Authors chose LabVIEW environment for the 

implementation of the client software as well, but the described 
operations can be performed in other environments.  

The client program has to establish an Internet connection 
with the server in order to send the tasks to be executed. A 
proper library function is used to such scope. In order to 
correctly configure the open TCP function, the remote user 
needs to know the physical IP address of the server and the 
remote port number. This function receives also a timeout 
parameter, since if the connection is not established and the 
timeout expires, the function returns an error condition. 
Another output of the open TCP function is the handle that 
uniquely identifies the connection session. 

Following, the client has to send the array of task to the 
server. To this aim, the client has first to build the array, in 
dependence on the operation sequence that the remote user 
wants to perform. It has to be noticed that the client can be 
implemented by following two different approaches, depending 
on the level of knowledge that the remote user is supposed to 
have. The basic user is who simply has to perform operations 
with the laboratory devices, without having the skills to create 
an automatic measurement station or to communicate with a 
remote laboratory. In this case, the software interface is very 
user friendly and the client software builds the array of tasks 
based on the selections. The specialized user, to whom the 
laboratory is mainly addressed, after having designed the 
process to be executed, is able to describe the tasks, to organize 
them into a single array and to use the TCP/IP functions to 
transmit the latter to the server. 

In both cases the client program, after the construction of 
the array of tasks, has to send it as a string, which represents 
the payload of the message to be transmitted. According to the 
protocol described in the previous section, the client has to 
evaluate the length of the payload, in order to build the header. 

The header is obtained by concatenating the four bytes 
representing the authentication ID, and the four bytes 
expressing the length of the payload.  

The transmission of header and payload is performed 
through a library function TCP write. The client program must 
include a wait function, proportional to the number and 
complexity of the tasks sent, in order to allow the server to 
perform all the required tasks. 

After the waiting time has elapsed, the client can receive 
the server response. Also, this operation is performed with the 
TCP read library function, which returns the array of responses 
relative to each task, from which the client can extract the 
responses of interest of the queried devices. 

The last operation is to close the connection; the TCP close 
function is used, which requires in input the connection handle 
returned by the open function. 

For the sake of clarity, a diagram of the main operations of 
the client software is shown in Fig. 5. 

 
Fig. 5 Diagram of the main operations of the client program; the dashed 
lines indicates a timeout event. 

VI. CONCLUSIONS 
In the paper an educational approach aimed at teaching the 

implementation of measurement processes geographically 
distributed throughout the territory is proposed. The authors in 
fact believe that remote laboratories should no longer be tools 
just to make students design automated measurement as if they 
were physically in the laboratory. Rather, students can be 
trained on fundamental themes of IoT and Industry 4.0 as 
pillars of openness [33], making them an active part in the 
realization of the remote laboratory itself. 

As part of the project proposed to students regarding the 
realization of a remote laboratory, students are invited to also 
consider issues related to the management of errors and the 
management of concurrent client requests. 
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