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Abstract 
The design of optimal light harvesting (supra)molecular systems and materials is one of 
the most challenging frontiers of science. Theoretical methods and computational 
models play a fundamental role in this difficult task, as they allow the establishment of 
structural blueprints inspired by natural photosynthetic organisms that can be applied to 
the design of novel artificial light-harvesting devices. Among theoretical strategies, the 
application of quantum chemical tools represents an important reality that has already 
reached an evident degree of maturity, although it still has to show its real potentials. 
This review presents an overview of the state of the art of this strategy, showing the 
actual fields of applicability but also indicating its current limitations, which need to be 
solved in future developments. 
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1. INTRODUCTION 
 
Nature has developed sophisticated and highly efficient molecular architectures to 
absorb sunlight and convert it into chemical energy, which is finally used by 
photosynthetic organisms (bacteria, algae or plants) to live and grow. The 
comprehension of these light-harvesting (LH) processes occurring in photosynthetic 
pigment-protein complexes (PPC) in terms of the pigment disposition in the protein 
scaffold has been an important goal since the first high-resolution structure of the 
Fenna-Matthews-Olson (FMO) complex appeared 40 years ago.1 Beyond the prime 
importance of their role in photosynthesis, PPCs also represent ideal model systems  to 
assess theoretical models of light harvesting and therefore improve our understanding of 
the physical principles underlying these phenomena in multichromophoric systems. In 
this sense, a key advantage is the known and relatively fixed arrangement of the 
pigments in many protein complexes. Indeed, a considerable variety of crystal structures 
have been solved in the last decades, including highly-symmetric systems like the light-
harvesting complex 2 (LH2) of purple bacteria or less ordered ones like the major light-
harvesting complex II (LHCII) of plants. Such structural variability, much larger for 
antenna PPCs than it is for reaction centers (RC), has flourished as a consequence of the 
evolutionary pressure aimed at matching their absorption spectra with the spectra of 
available sunlight in different habitats, particularly reduced in marine and freshwater 
environments. Another advantage of PPCs as models of light-harvesting is the fact that 
the initial steps of photosynthesis, the capture of sunlight by antenna complexes and the 
transfer of the absorbed energy to RCs, where charge separation is realized, are 
typically achieved with extremely high efficiencies.  
 
A great amount is known now about natural PPCs and the physics at the basis of their 
electronic energy transfer (EET)2–21 processes so that, in principle, it should be possible 
to construct effective artificial analogues. Such materials could be used as organic solar 
concentrators, sensitisers for solar cells, unnatural neural networks, opto-electronic 
components or advanced signaling devices.  Unfortunately, the practice of such artificial 
systems is still quite far from the expected efficiencies and stabilities required for large-
scale manufacturing.  
It is therefore of paramount importance to combine our knowledge of the physical 
processes at the bases of the LH function in natural systems with an optimal design and 
an efficient realization of artificial structures, and finally insert them within a proper 
device. This three-step strategy obviously needs to combine know-hows from very 
different fields going from structural biology to nano-engineering. Evidently chemistry 
plays a pivotal role in this strategy as the most natural way to look at molecular 
transformations. In particular, we can expect real advances if accurate molecular-based 
theories will be transformed into efficient computational tools capable of simulating in a 
coherent and comparable way natural PPCs and artificial systems. Along this research 
line, quantum chemistry is clearly the “ideal” method due to its versatility and 
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extensibility both towards different length scales when combined to classical models, 
and time scales when generalized to ab initio and classical molecular dynamics 
simulations. 
Ideally, one would like to model the light-harvesting process by performing quantum-
chemical calculations of the photoinduced process in the full system, and then 
simulating the quantum dynamics of the resulting excited-states, for example, from 
nonadiabatic molecular dynamics simulations.22–26 This approach not only would give 
access to the energy transport dynamics but it would also allow an accurate simulation 
of the optical spectra of the system, which dictates its spectral cross-section for light 
absorption, a key aspect of any LH material, and the backbone of our experimental 
knowledge of natural photosynthetic complexes. Unfortunately, the complexity of LH 
systems (especially those present in photosynthetic organisms) and the considerable size 
of the network of interacting molecular units (the chromophores) have so-far precluded 
the direct application of this approach. Nevertheless, accurate descriptions can still be 
obtained, e.g. by introducing an exciton picture combined with quantum master 
equation approaches. 
Within this framework, the electronic Hamiltonian that describes the eigenstates of the 
multichromophoric system is approximated in terms of the excitations of the single 
chromophores (the site energies ε or diagonal elements) and the corresponding 
electronic couplings among them (V or off-diagonal elements), namely: 

         (1.1) 

 
where, for the sake of clarity, we have assumed N interacting chromophores each one 
contributing with only one excitation. 
The excitonic system is then placed within a “bath” (or reservoir) which, in a chemical 
language, can be described as the set of vibrations (of intra/ inter-chromophore as well 
as chromophore-environment nature) that couple to the excitations. Such a coupling is 
generally described in terms of the system-bath spectral densities and the associated 
reorganization energies.  
Once there is a reliable estimate of the excitonic parameters (site energies and electronic 
couplings) and spectral densities, the total Hamiltonian governing the dynamics of the 
system and the bath can be written as: 
 

           (2.1) 
 
where HB represents the Hamiltonian of the bath (usually approximated as a set of 
harmonic oscillators) whereas HSB describes the system-bath interaction. 
It is exactly the interaction between the system and the bath which governs the energy 
transport and defines the EET regime.9,20,27,28 Depending on the relative strengths of the 
electronic coupling and the coupling to the bath, we go from a Förster-type EET with a 
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rate that is proportional to the square of the electronic coupling, assumed to be much 
weaker than the reorganization energy, to the opposite Redfield regime where instead 
the excitonic couplings are much larger than the coupling with the bath and the process 
is dominated by relaxation instead of EET. It is in between these two limiting cases that 
most natural and artificial systems seem to operate and reach their maximum 
efficiency.29,30 In this intermediate regime, the timescale characterizing the bath 
relaxation is on the order of the transfer process, and the Born-Oppenheimer 
approximation is no longer valid. The electronic and nuclear degrees of freedom cannot 
be factorized and bath correlations come into play. In that case, nonperturbative 
numerical methods for accurately computing quantum dissipative dynamics31,32 become 
the methods of choice.  
From this brief resume, it is evident that for an accurate description of light-harvesting 
processes in both artificial and natural systems three are the necessary ingredients: the 
site energies, the couplings and the spectral densities. While in the past simplified 
models combined with experimental data were largely used to get an estimate of them, 
in the last ten years quantum chemical methods have shown to be an extremely 
powerful approach. They in fact allow simulating systems going from simple donor-
acceptor dyads to complex multichromophoric complexes. Moreover, when combined 
with proper embedding models, an accurate description of the important effects exerted 
by the surrounding environment can also be achieved. 
Here, we review the current state of the art of quantum chemical approaches for the 
modeling of light-harvesting processes and their applications to artificial and natural 
systems. We start from the description of the theoretical methods and computational 
models developed so far for the calculation of (i) site energies, (ii) electronic couplings 
and (iii) spectral densities. We continue with the presentation and discussion of selected 
examples of applications of the same methods and we end with some conclusions and 
possible future directions.  
 

2. SITE ENERGIES 
  
The starting point for any quantum chemical simulation of EET in supramolecular 
systems is the evaluation of the excitation energies of the involved absorbing units. 
Such quantities, generally indicated as “site energies”, are in fact the central parameters 
(together with the electronic couplings) of the excitonic analysis. The calculation of site 
energies should in principle be possible by applying any QM method available in the 
literature for treating electronically excited states of molecular systems. However, there 
are three specificities of EET supramolecular systems which generally reduce the choice 
to few QM approaches. The first specificity is that the chromophoric “units” (pigments) 
are generally large (normally they contain more than 90 atoms): this prevents the use of 
very accurate but costly QM methods for production purposes whereas examples are 
available in the literature for benchmarking studies. The second specificity is that site 
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energies can largely be affected by the surrounding environment: the QM method of 
choice has thus to be coupled with some model which can properly take into account 
environment effects either at QM or classical level. Finally, possible couplings with the 
vibrations of the pigment as well as of its environment can play a fundamental role: the 
modeling has thus to account for electron-phonon interactions. Here below the first two 
specificities will be presented and commented while to the third one we shall devote 
section 4. 
 
2.1 Quantum chemical methods 
  
At the beginning of the quantum chemical modeling of EET in natural LH systems, the 
only feasible methods were of semiempirical nature. For long time the method of choice 
was the configuration interaction (CI) approach based on the Pariser-Parr-Pople (PPP) 
model Hamiltonian,33,34 while later CIS (configuration interaction with single 
excitations) approaches coupled to the Zerner’s intermediate neglect of differential 
overlap (ZINDO)35 Hamiltonian became the common choice. CIS has also been largely 
used in combination with the ab initio Hartree–Fock (HF) Hamiltonian. However, CIS 
energies are simply not accurate since they employ molecular orbitals optimized for the 
ground state. The correlation energy introduced by the CI among all singly excited 
states is too small to remedy this orbital deficiency, so that the excited states are too 
high in energy compared to the ground state. Recently, variations of the CIS method 
have been proposed with the goal of keeping its easiness of use but improving the 
accuracy. An example is the perturbatively orbital optimized CIS (OO-CIS) method, 
which has been recently developed to get a significant correction to charge-transfer 
(CT) excited state energies for which standard CIS typically leads to an overestimation 
of 1–2 eV.36 This and other variations of CIS have shown to be quite successful in the 
modeling of electron and energy transfer.37  
 
With the diffusion of Density Functional Theory (DFT) for quantum chemistry and its 
extension to excitation processes within the linear response Time-Dependent DFT 
(TDDFT), the situation has rapidly changed and both semiempirical and CIS methods 
have been definitely superseded even if they still continue to be used especially in the 
field of exciton transport in materials (see section 5.1).  
TDDFT, contrary to CI-like approaches, does not explicitly calculate the two states of 
interest (e.g. the initial and the final one in the investigated transition) but it obtains the 
transition energies directly through a linear-response approach (i.e., as poles of the 
dynamic polarizability of the system). By adopting the formalism derived by Casida, 38 
the excitation energies can be obtained as eigenvalues of a non-Hermitian problem of 
the type: 
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       (1.2)  

 
        

          

 
The leading term on the diagonal of the A matrix is the difference of the energies of the 
Kohn-Sham orbitals i and a, which are the ones from which and to which the electron is 
excited, respectively. The second term of the A matrix and the elements of the B matrix 
stem from the linear response of the Coulomb and exchange/correlation (xc) operators 
to first-order changes in the orbitals. Usually the adiabatic local density approximation 
(ALDA) is introduced: the originally non-local (in time) time-dependent xc kernel is 
replaced with a time-independent local one based on the assumption that the density 
varies only slowly with time. This approximation allows the use of a standard local 
ground-state xc potential in the TDDFT: the response of the xc potential corresponds to 
the second functional derivative of the exchange-correlation energy, which is also called 
the xc kernel, and is given as  
 

      (2.2) 

 
A common approximation to the TDDFT eigenvalue problem is the Tamm–Dancoff 
approximation (TDA), which is the TDDFT analog of CIS: it corresponds to neglecting 
the matrix B. This leads to a Hermitian eigenvalue equation  
 

           (3.2) 
 
where the definition of the matrix elements of A is still the same as TDDFT. It is 
worthwhile to note that TDA/TDDFT is usually a very good approximation to TDDFT. 

Moreover, TDA avoids certain kinds of triplet near-instabilities which are instead 
present in TDDFT.39 
In the years, TDDFT has shown to be a very effective approach to describe electronic 
excitations in medium-to-large molecules and it has become extremely popular within 
the modeling of both natural and artificial LH systems. However, along with its 
increasing applications, TDDFT has also shown its intrinsic limitations. 
A well-known pitfall of most TD-DFT functionals which becomes relevant in the 
modeling of LH systems is the overestabilization of charge-transfer (CT) like 
excitations. This problem is particularly important in supermolecular calculations 
including several pigments, given that Frenkel excitons can coexist with CT like 
excitations involving the transfer of charge from one pigment to another. In these cases, 
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it is now well established that the long-range-corrected (LC) and Coulomb-attenuating 
methods (CAM) have to be preferred with respect to other types of functionals.40,41 In 
these schemes, the two-electron repulsion operator 1/r12 in the exchange functional is 
divided into short- and long-range parts using the error function,  

       (4.2) 

 
with three parameters, α, β, and ω which in the LC reduce to one as α = 0 and β = 1. The 
DFT exchange functional is included through the first term, and the long-range 
orbital−orbital exchange interaction is described using the Hartree−Fock exchange 
integral. The distance-dependent ratio of these two terms is determined by the range-
separated parameter ω. Various LC and CAM functionals have been developed, among 
them we cite here the LC-ωPBE,42 the CAM-B3LYP,43 and ωB97X.40 The parameters 
α, β, and ω, have been determined to minimize the mean error of a benchmark database, 
which generally consists of experimental data or high-level calculation results of atoms 
and small molecules. Recent studies show, however, that such parameters are not 
always appropriate for describing excited states of large molecules as those involved in 
artificial and natural LH systems but they need to be optimally tuned.44–46 Recently, the 
development of both the constricted variational DFT (CV-DFT)47 and the constrained 
DFT (CDFT) method,48 have provided alternative ways to compute charge-transfer 
states within DFT. In particular, in CDFT a Lagrange multiplier term is added to the 
Kohn Sham energy functional, thereby enforcing an additional constraint on the 
electronic density. This theoretical methodology has also been applied to the evaluation 
of charge on-site energies and transfer integrals in supramolecular architectures based 
on representative materials for the organic light-emitting diode (OLED) technology.49 A 
variant of the constrained DFT to describe the energetics of long-range charge-
separation processes has been also proposed within the subsystem DFT formulation (see 
section 2.2.3).50  
 
During the years, TDDFT has shown the best cost/accuracy ratio, for example, when 
applied to the typical porphyrine-like pigments common in natural and artificial LH 
systems.51 However, TDDFT, as any other single reference method, cannot properly 
describe double excited states. This is a relevant limit especially in another important 
class of LH pigments, that of carotenoids (Car). The nature of the Car electronically 
excited states can be represented using an ideal picture of a conjugated π-system in a 
perfect C2h point-group symmetry. According to this picture, the lowest lying singlet 
state (S1) is described by the same irreducible representation as the ground state (Ag−), 
and the corresponding one-photon transition is forbidden, while the second singlet 
excited state (S2) has Bu+ symmetry and it is the one determining the strongly allowed 
absorption. An additional (S3) dark state of Bu− symmetry is also expected. It is known 
that the these excited states have a rather different multireference character, S2 being 
largely dominated by a single HOMO-LUMO excitation while S1 (and S3) present a 

1
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strong double excitation character. As a result, single-reference approaches like TDDFT 
only properly describe S2 (which becomes the lowest singlet state) while they cannot 
give the correct energy position and character of the S1 and S3 states. For those states, a 
multireference approach is necessary and the multireference configuration interaction 
extension of density functional theory (DFT/MRCI)52 has shown to be a quite effective 
formulation. Recently,53 it has been shown, however, that the combination of the TDA 
approximation with meta-GGA DFT functionals (and in particular TPSS)54 can give a 
generally good description of the transition energies of all the three lowest singlet states 
of Cars of different length. This unexpected good behavior was shown to be due to a 
cancellation of the effects that the neglect of the multideterminant character has on the 
ground and the excited states (this also explains why TDA gives a better picture than 
time-dependent DFT). From the same study, it also appeared that this cancellation does 
apply not only to transition energies but also to transition densities (and transition 
dipoles), for which a general good reproduction of DFT/MRCI results was obtained. 
These findings suggest that the fast and size-extensible TDA can represent an effective 
approach to study EET involving Cars. 
In the last few years, an alternative formulation of TDDFT has gained prominence for 
simulating optical responses of molecular chromophores.55,56 Rather than solving for the 
eigenvalues of eq.(1.2), this real-time (RT) TDDFT57–60 simulates the absorption 
spectrum by propagating the density in time and computing frequencies and intensities 
from the Fourier transform of time-dependent dipole moment. In addition, RT-TDDFT 
has been used to simulate time-dependent processes such as exciton diffusion61 and 
charge-separation in light-harvesting systems.62  
Along the years, accurate QM methods going beyond TDDFT have also been applied to 
LH systems, mostly as benchmarking tests. However, several studies recently appeared 
in the literature show that highly correlated QM methods such as Coupled Cluster 
(CC)63,64 or second-order perturbation theory65 are no longer prohibitive for detailed 
analyses of LH systems of real applicative or biological interest. However, their 
computational cost remains quite demanding and we can expect that the golden standard 
for the next years will remain the TDDFT approach when combined to a well chosen 
functional.    
 

 
2.2 Environment effects 
   
A well-known strategy to apply QM descriptions to complex systems made of different 
interacting components is to introduce a hybrid energy expression based on the 
separation between an “active region” (A) and the “environment” (E), namely:  
 

           (5.2) EHybrid = EA(MA)+ EE (ME)+VEA
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where MA and ME indicates the methods used to describe the subsystem A and E, 
respectively and VEA is the interaction energy. This approach is valid when the property 
or process of interest can be localized in the subsystem A without loosing or modifying 
any aspect of it. At the same time, however, the complementary subsystem E is not a 
passive spectator but it generally affects the properties of A through different physical 
effects which are collected in the term VEA. 
This strategy is not limited to the ground state of A but it can be extended to electronic 
excited states and used to get transition energies and properties. One can in fact 
generalize eq 5.2 to the two electronic states involved in the excitation (which has to be 
localized on A). Since the electron density of system A changes upon excitation, the 
interaction between systems A and E will be different in the two electronic states; 
moreover the same density will be affected by the presence of the interaction with E; as 
a result of these two effects the transition energy (and the related transition properties) 
will be different with respect to the case of the system A alone.  
 
Several combinations of different methods are possible for A and E; the most common 
ones are described here below. 
 
2.2.1 QM/classical models 
   
A very successful strategy is to combine the QM description of the A subsystem with a 
classical one for the E subsystem. This strategy can be formulated either using a 
molecular mechanics (MM) force field or a continuum dielectric (CD) to model the 
classical system.  
 
In both cases we can introduce a similar QM picture in terms of an effective 
Hamiltonian giving rise to an effective Schrödinger equation for A. Introducing the 
standard Born–Oppenheimer approximation, the electronic wavefunction of A will 
satisfy the following equation: 
 

       (6.2) 

 
where H0 is the Hamiltonian of the isolated A system and the operator HQM/class 
introduces the coupling between A and E.  
The form of the operator HQM/class depends on the particular method used. In the most 
common formulations, the coupling term between the QM and the classical subsystems 
is limited to the electrostatic interaction generally described in terms of point-like 
charges: 
 

        (7.2) 

Ĥ eff Ψ = Ĥ 0 + Ĥ QM /clas( ) Ψ = E Ψ

Ĥ QM /clas → Ĥ ele = qm (rm )V̂ (rm )
m
∑
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where V(rm) is the electrostatic potential operator due to the electrons and nuclei of A 
acting on the “environment” represented in terms of point charges (qm).  
All nonelectrostatic interactions are generally introduced as corrections to the 
eigenvalues of the effective Hamiltonian and they do not affect the wavefunction of A. 
Even if the operator reported in eq 7.2 is equivalent in QM/MM and QM/CD 
formulations, the meaning of the “environment” charges is completely different.  
In standard “electrostatic embedding” formulations of QM/MM they are fixed atomic 
parameters extracted from the selected MM force field. On the contrary, in QM/CD 
approaches, they are no more linked to the positions of the environment atoms but they 
are placed on the surface of a cavity which is assumed to contain the subsystem A. 
Within this framework, such charges are not fixed parameters but they are induced by 
the electrostatic potential due to A: in other words they represent the polarization of the 
environment. This formulation is common to all continuum models which adopt an 
apparent surface charges (ASC) formulation such as the various versions of the 
polarizable continuum model (PCM) developed in Pisa66 (the original or D-PCM, the 
IEF-PCM67 and the C-PCM68), the SS(V)PE (Surface and Simulation of Volume 
Polarization for Electrostatics) model developed by Chipman69 and the Conductor-like 
Screening Model (COSMO) developed by Klamt.70  
 
Due to the different definition of the environment charges in the two QM/classical 
models, the corresponding Hel operator has different implications in the way we solve 
eq 6.2. In QM/MM it simply adds a further one-electron term to the Hamiltonian H0 
exactly as the electron-nuclei attraction. In QM/CD models, instead, Hel becomes non 
linear with respect to the wavefunction, as the charges q depend on the electronic 
density (ρA) of A; they are generally obtained as the solution of a matrix equation of the 
type: 
 

         (8.2) 
 
where q is the vector collecting the ASC-charges, T and R are square matrices 
depending on the topology of the cavity surface (Γ), the mesh used to sample it and the 
dielectric constant (ε). The vector f instead collects the source of the dielectric 
polarization, i.e. the field (or the potential according to the different formulations) 
generated by A on the cavity surface. As a result of eq 8.2 the solution of eq 6.2 requires 
an iterative scheme in which the polarization of A is coupled to that of E. This mutual 
polarization effects are easily solved if the QM method already implies an iterative 
solution such as in self-consistent field (SCF) formulations of HF or KS-DFT.  
Also QM/MM descriptions can be extended to include mutual polarization between A 
and E; this extension is generally called “polarizable embedding” and it can be achieved 
using induced dipoles or fluctuating charges,71 or introducing a Drude-like 
formulation.72 

T(ε ,Γ)q = R(Γ)f(ρM )
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Due to its many applications in the field of natural and artificial LH systems, we focus 
here on the polarizable embedding which uses induced dipoles: within this framework, 
each MM site is described as an atomic point charge and a polarizability α. As a result, 
the QM/class Hamiltonian reported in eq 6.2 becomes: 
 

    (9.2) 

 
In eq 9.2 V(rm) and E(rm) represent the electrostatic potential and the electric field 
operators due to the QM A system calculated at the MM sites.   
The dipoles induced on each MM polarizable site can be obtained assuming a linear 
approximation, neglecting any contribution of magnetic character, and using an 
isotropic polarizability for each selected point in the MM part of the system. The 
electric field that determines such dipoles contains a sum of contributions from the QM 
subsystem, from the MM point charges and from the induced dipole moments. This 
mutual polarization between the dipoles can be solved by introducing a matrix equation 
of the type: 
 

          (10.2) 
 
where the vectors EQM and EqMM collect the electric field from the QM subsystem and 
the MM permanent charge distribution, respectively. The form of matrix R is 
determined uniquely by the position of the polarizable MM sites and the values used for 
the point polarizabilities αi, namely: 
 

      (11.2) 
 
where N is the number of polarizable sites. The dipole field tensor Tpq is defined as 
 

         (12.2) 
 
where rpq is the distance between site p and q, and x, y and z are the Cartesian 
components of the vector connecting the two. 
It is evident that the results of the method critically depend on the quality of the 
parameterization and in particular on the point polarizabilities usually associated with 
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atoms. The atomic polarizability parameters are generally obtained by fitting to either 
experimental or QM molecular polarizabilities or QM electrostatic potentials. The 
parameterization methods can be formulated in two ways: “additive” and “interactive” 
models, depending on the level of interactions permitted between induced dipoles.73  In 
the “additive” approach, polarizable sites are allowed to respond to an external electric 
field but not to permanent and induced multipoles on other sites within a molecule. In 
nonadditive, also called “interactive”, polarization models, instead, each polarizable site 
is allowed to respond to an external electric field not only from other molecules but also 
from other sites within the same molecule. Consequently, all interacting sites polarize 
themselves. Under certain conditions, two inducible dipoles at short distances can cause 
a “polarization catastrophe”; this effect can be imputed to the use of point 
polarizabilities instead of diffuse charge distributions. To avoid this problem, the 1–2 
and 1–3 bonded polarization interactions are turned off; alternatively, one can apply 
distance-dependent damping functions for interactions on short distances or combine 
both procedures. Several schemes for damping interactions between inducible dipoles at 
short distances have been proposed by Thole by introducing distance-dependent 
screening functions to be used in the calculation of the Thole tensor of eq 12.2.74,75 We 
also recall that the introduction of induced dipoles requires to re-parameterize the 
permanent charges: commonly this is done using an approach based on the fitting of the 
electrostatic potentials (ESP) calculated at QM level on a grid of points but now the 
fitting is done on the sum of the potential generated by induced dipoles and point 
charges.76 
 
In both polarizable QM/MM and QM/CD, once solved eq 6.2, A (in its ground state) 
and E will be mutually equilibrated. If now, we induce an excitation in A this 
equilibrium is perturbed as the charge distribution of A is rapidly changed. The 
differences in the characteristic response times of the electronic and nuclear degrees of 
freedom of the environment generally leads to a so-called nonequilibrium regime in 
which the inertial components (i.e., those arising from nuclear motions) are no longer 
equilibrated with A. The “nonequilibrium” regime will possibly relax into a new 
equilibrium in which all the degrees of freedom of the environment including the slow 
ones are fully relaxed. The energy difference between “equilibrium” and 
“nonequilibrium” regimes is generally known as solvent “reorganisation energy”. 
 
The “nonequilibrium” regime can be properly described within the continuum 
framework introducing a separation of the ASC charges into a dynamic contribution, 
mimicking the electronic component of the polarization, and an inertial contribution, 
due to the “nuclear” polarization. The dynamic charges are obtained by using the same 
expression (eq 8.2) used for the full equilibrium but this time the matrix T(ε,Γ) is 
calculated with the optical component (ε∞) of the dielectric permittivity, and the QM 
electric field or electrostatic potential collected in the vector f refers to the new QM 
charge distribution (namely to the excited state in a vertical excitation process). By 
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contrast, the inertial component is obtained as the difference of the full polarization and 
the dynamic component both calculated in equilibrium with the initial QM charge 
distribution.  
Also QM/MM methods in the electrostatic embedding formulation account for the 
inertial part of the nonequilibrium response: during the excitation process, in fact, the 
MM charges are kept frozen both in magnitude and position. To properly include the 
dynamic part of polarization, instead, a polarizable embedding is necessary to account 
for the electronic rearrangement of the environment upon excitation.  
 
While the physical processes describing the environment response following a vertical 
excitation are physically well established their QM modeling is not univocal nor 
straightforward. During the years, different formulations have been proposed and tested. 
For the sake of clarity, it is useful to collect them in two main families, the so-called 
“linear response” (LR) and “state-specific” (SS) approaches. By simplifying at most, the 
excitation energy between an initial (i) and final (f) state of A obtained within the two 
formulations can be written as: 
 

         (13.2) 

 
or 
 

        

 (14.2) 
 
where ω0 is equivalent in the two formulations and it represents a “fully frozen 
environment” contribution (no dynamic and no inertial relaxations are allowed) whereas 
R is the correction due to the response of the environment which can be calculated 
either assuming an equilibrium or a nonequilibrium model.  
In non polarizable QM/classical approaches (such as an electrostatic embedding 
QM/MM) only ω0 can be included as R is null. In the LR formulation of polarizable 
embeddings (either continuum or atomistic), the response R is computed from the 
transition density  characterizing the excitation in the A subsystem, while in the SS 

approach the same response is determined by the difference in the electron density 
between initial and final states of A, Δρi→f.  
The LR formulation (13.2) is the common one used in combination with TDDFT as the 
transition density from ground to excited state is exactly the quantity available from 
such a method. On the contrary, the SS scheme, requiring the change in the electron 
density due to the excitation, is naturally coupled with state-specific wavefunction 
formulations. As a matter of fact, Δρgs→exc can be obtained also from TDDFT if its 
extension to analytical gradients (or Z-vector formulation) is used. TDDFT-SS 
formulations of PCM have been presented by Caricato et al. (corrected linear response, 

ω i→ f
LR =ω i→ f

0 + Req/neq (ρi→ f
T )

ω i→ f
SS =ω i→ f

0 + Req/neq (Δρi→ f )

ρi→ f
T
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cLR),77 by Improta et al.78 and more recently by Marenich et al. (vertical excitation 
method, VEM).79 These SS-PCM formulations differ in the way they compute the last 
term in the right hand side of eq 14.2; this term in fact introduces a further iterative 
scheme on the excited state density (exactly as already described for the ground state). 
In both cLR and VEM this iterative scheme is applied to the change of the electron 
density (Δρgs→exc). The difference between the two methods is that cLR approximates 
Δρgs→exc to the first iteration while VEM obtains the full convergence between A and E 
responses. The method proposed by Improta et al. introduces a different iteration 
scheme directly on the full excited state density ρexc =ρSCF+Δρgs→exc : the ground state 
contribution ρSCF is recalculated by iterating the KS-DFT equation in the presence of the 
PCM charges calculated on the excited state.  
It has been shown that LR gives correct solvatochromic shifts for excitations 
characterized by a large transition dipole but a small change in the state density. On the 
contrary, for charge-transfer like excitations the LR scheme is inadequate because it 
neglects the electron density relaxation.80 These shortcomings however are generally 
limited in terms of absolute values (and in many cases almost negligible) as the R term 
of eqs (13.2-14.2) is only determined by the dynamic part of the polarization. In the 
absorption process, in fact, the dominant term is ω0, i.e. the excitation energy associated 
to a completely frozen environment (represented by the ground-state polarization) while 
the response R represents only a small correction.  
 
In the discussion presented so far, the effect of the environment on the excitations has 
been limited to electrostatics plus polarization. Different attempts to go beyond this 
approximation have been proposed. Semiclassical expressions have been derived by 
Renger et al., under a dipole approximation81 and by Marenich et al.82 using a state-
specific polarizability model (SMSSP) coupled to a VEM description of the electrostatic 
effects. Cupellini et al.83 proposed instead an extension to electronic excitations of the 
dispersion-repulsion ground-state Hamiltonian proposed by Amovilli and Mennucci84 
within the PCM formulation.  
 
2.2.2 Electrostatic shift method  
 
Another formulation of the environment effects on excitation energies has been 
proposed by Renger and coworkers17 explicitly for treating site energies of pigment-
protein complexes.  
Such method comprises structure-based calculations of the free energy change of the 
PPC that occurs when the ground-state charge density of a given pigment is changed to 
that of the first excited state.  
In its original formulation, also known as Poisson–Boltzmann/quantum chemical 
(PB/QC) approach, two steps were involved:85 in the first step, QC calculations are 
performed on pigments fully geometry-optimized in vacuo, ultimately resulting in 
atomic partial charges that describe the permanent charge distributions of ground and 
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excited states and the transition densities. In the second step, these partial charges are 
used in a crystal-structure-based all-atom electrostatic calculation of the transition 
energy shift caused by transferring the pigment from a given reference solvent to the 
protein environment. We thus obtain the following expression for the site energy of 
pigment m: 
 

          (15.2) 
 
where E0 is a free adjustable parameter that represents the transition energy of the 
pigment in the reference solvent and ΔEele(m) is calculated by means of classical 
electrostatics, where both protein and pigments are modeled by atomic partial charges 
embedded in a dielectric medium. 
By applying the previously described nonequilibrium model, it is assumed that during 
excitation, the electrons but not the nuclei of the environment adapt to the newly 
established charge distribution of the pigment. As a consequence, the protonation 
pattern of the protein stays relaxed with respect to the ground state of the pigments, and 
the excited state of m interacts with a nonequilibrium polarization of the protein that is 
only electronically relaxed. To obtain such a description ΔEele(m) is written as a full 
equilibrium term plus a correction, namely: 
 

         (16.2) 

 
where, for the equilibrium contribution, ΔEeq(m), it is assumed that the charge 
distribution of the pigment in the excited state is in equilibrium with the total 
polarization of the environment (represented by the static dielectric constants of the 
protein and the solvent) and it can be determined by solving the linearized Poisson–
Boltzmann equation and a Monte Carlo procedure for the determination of protonation 
probabilities of titratable residues in the protein. For the nonequilibrium correction term, 
ΔEcorr(m), one has to consider the interaction of the charge density difference between 
the excited and the ground state of the pigment m with the surrounding dielectric. 
According to Marcus theory, a non-equilibrium free energy of an excited state may be 
obtained from the equilibrium free energy of the excited state and equilibrium free 
energies of two fictitious systems, which carry the charge density difference between 
excited and ground states of m and are embedded in a dielectric with optical dielectric 
constant or static dielectric constant, respectively,  
In an effort to simplify this approach, an alternative method was successively 
developed,86 in which the polarization of the protein is described by an effective 
dielectric constant and a standard protonation pattern of the protein is assumed. In this 
charge density coupling (CDC)-method, the site energy shift ΔEele(m)  is obtained as  
 

Em = E0 + ΔEele
(m )

ΔEele
(m ) = ΔEeq

(m ) + ΔEcorr
(m )
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         (17.2) 

 
where Δϕ(m) is the difference in electrostatic potential between the excited and the 
ground state of pigment m. In the computational implementation, Δϕ(m) is represented in 
terms of partial charges of the ground and the excited state of the pigment m, as 
obtained from in vacuo quantum chemical calculations on the pigments and a fit of the 
electrostatic potential. The ground state partial charges qj of the background, formed by 
the remaining atoms of the PPC, comprise those of the other pigments and those of the 
protein. The latter are taken from standard MM force fields. Since the protein contains 
residues with variable charge density, the titratable groups, the protonation pattern has 
to be determined before the site energy shifts can be calculated.  

 
2.2.3 QM description of the environment 
 
An alternative to classical formulations of the environment is provided by density-based 
embedding approaches, in which also the environmental degrees of freedom are 
calculated from first principles.  
Examples in this field are the Fragment Molecular Orbital (FMO) method by Kitaura et 
al.,87 the explicit polarization (X-Pol) theory by Gao et al.88 and the Effective Fragment 
Potential (EFP) method by Gordon and co-workers.89 
The main application of FMO is to compute very large molecular systems by dividing 
them into fragments and performing quantum-chemical calculations of fragments and 
their dimers, whereby the Coulomb field from the whole system is included. FMO has 
been applied to the photosynthetic reaction center of Blastochloris viridis:90 the protein 
complex of 20581 atoms and 77754 electrons was divided into 1398 fragments. The 
excited electronic states of the embedded chromophores were calculated by the CIS 
approach with the multilayer FMO method. Despite the structural symmetry of the 
system, asymmetric excitation energies were observed, especially on the 
bacteriopheophytin molecules. The asymmetry was attributed to electrostatic interaction 
with the surrounding protein.  
Also X-Pol is a general fragment method for electronic structure calculations based on 
the partition of a condensed-phase or macromolecular system into subsystems 
(“fragments”) to achieve computational efficiency. Moreover, X-Pol can also serve as a 
new-generation force field. In the X-Pol model the entire system is divided into 
molecular subunits, which can consist of one or more molecules, ions, ligands, 
cofactors, or amino acid residues. The key assumption in the X-Pol method is that the 
wave function of the entire system is approximated as a Hartree product of the 
antisymmetric wave functions of individual fragments. Then, the optimization of the 
total wave function can be reduced to the optimization of each fragment embedded in 

ΔEele
(m ) = 1

εeff
Δφ (m )(rj )

j
∑ qj
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and polarized by the rest of the system; this reduces the computational cost to nearly 
linear scaling with respect to the number of fragments. 
The effective fragment potential (EFP) method is a QM-based potential;89 it can be 
described as a nonempirical polarizable force field. The EFP method was originally 
developed specifically to describe aqueous solvent effects on biomolecular systems and 
chemical reaction mechanisms. Successively, a more general method has been 
developed to describe different kinds of environments. In the EFP the total energy of a 
system containing effective fragments and a QM part consists of the interactions 
between the effective fragments and the energy of the QM region in the field of the 
fragments. The former includes Coulomb, polarization, dispersion, and exchange-
repulsion contributions. The QM-EFP interactions are computed using an electronic 
embedding approach: the Coulomb and polarization parts of the EFP potential 
contribute to the QM Hamiltonian via one-electron terms. The Coulomb potential due to 
fragments nuclear charges and electron density is represented by a multipole expansion, 
whereas the polarization operator describes the electrostatic field due to induced dipoles 
(thus, it depends on the polarizabilites of the fragments). The induced dipoles are 
iterated until self-consistency with each other and with the electronic wave function of 
the QM subsystem. Interface of EFP with EOM-CC and TDDFT  has been developed to 
describe electronic excitations.91  
 
An alternative to the aforementioned fragment-based schemes is the Subsystem Density 
Functional Theory (sDFT)92 and the related Frozen Density Embedding (FDE) 
formalism93 (see the reviews in Ref. 94 and Ref. 95).  
Subsystem density-functional theory can be regarded as a hybrid method of Kohn–
Sham DFT for the systems A and E. By minimizing the total energy expression with 
respect to the density of A (ρA) given a fixed density of the environment (ρE), one 
derives a set of Kohn–Sham-like equations for the optimal ρA, in which an effective 
embedding potential arises due to the presence of ρE. Since the same can also be done 
for system E, a scheme is derived in which systems A and E are iteratively polarized 
with respect to each other, until self-consistency. More in details, we rewrite eq 5.2 as: 
 

        (18.2) 
 

    
 

     (19.2) 
 
In eqs (19.2) VXnuc(ρK) is the Coulomb attraction between the nuclei of system X and the 
electron density of system K, J is the Coulomb repulsion of a given electron density 
distribution or between the electron densities of the two systems, and Ts is the kinetic 
energy as defined in the Kohn–Sham formalism, calculated from the Kohn–Sham 

EsDFT = EA(KS)+ EE (KS)+VEA(ρA ,ρE )

EX (KS) = Ts ({φX})+ J(ρX )+VX
nuc(ρX )+ Exc(ρX ) (X = A,E)

VEA(ρA ,ρE ) = J(ρA ,ρE )+VA
nuc(ρE )+ Exc

nadd (ρA ,ρE )+T
nadd (ρA ,ρE )
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orbitals, {ϕX}. The nonadditive xc and kinetic functionals are defined as Fnadd(ρA,ρE)= 
F(ρA +ρE)- F(ρA)- F(ρE) 
By minimizing eq 18.2 with respect to the density ρA (keeping ρE fixed), one obtains a 
set of Kohn–Sham-like equations containing an effective embedding potential 
 

     (20.2) 

 
Here, vEnuc, is the Coulomb potential due to the nuclei of system E. A similar 
embedding potential, (with indices A and E interchanged) is obtained by minimizing the 
energy with respect to ρE. In practical applications, an iterative “freeze-and-thaw” 
scheme can be adopted in which systems A and E are mutually polarized until self-
consistency. 
When the same formulation is extended to excited-state calculations, the environmental 
response can be included in the corresponding response-based subsystem TDDFT. The 
original TDDFT generalization of FDE96 leads to an effective kernel for excitation 
energies of the embedded system which is still, in principle, exact. However, this 
effective kernel would require calculating the full response of the environmental 
system, so that no overall savings in computational effort can be expected. The same 
generalization can be formulated in an approximate way that is straightforward to 
implement into TDDFT programs and that can be used to calculate local excitations of 
an embedded molecule.97 The approximation solves the response equations in terms of 
the orbital transitions of the embedded subsystem, assuming that the total density 
response can be approximated by the local response of the embedded-fragment density. 
The environmental effect enters the calculation in terms of the change in the orbitals 
and orbital energies, which is often dominant, and in terms of an additional contribution 
to the exchange-correlation kernel that stems from the embedding potential. In certain 
cases however, this approximated TDDFT formulation leads to qualitatively wrong 
results because couplings to the environmental response (which are neglected) become 
dominant,. This also means that excitation energy couplings between different 
subsystems cannot be described in this approximate formalism. More recently, it has 
been shown that it is possible to find an appropriate formalism that allows to include 
couplings between the embedded system and the environment still keeping the 
computational cost small compared to a supermolecular TDDFT calculation.98  
One drawback of FDE is its failure to describe fragments which are connected through 
covalent bonds such as in proteins. Attempts have been presented in which fragmented 
model structures have been used (see, e.g., Ref. 99). In these schemes, some connecting 
groups are removed to split the protein into a few peptide chains. The remaining 
fragments are saturated to generate a number of environmental subsystems which are 
large, but still small enough to be treated in a conventional DFT calculation. Even if 
most of the protein is kept intact in this way, this procedure naturally forces one to alter 
the structure of the protein. An alternative way is the method of Molecular Fractionation 

vemb,A(r) = vE
nuc(r)+ ρE (r ')

r − r '
dr '∫ + δExc

nadd

δρA(r)
+ δTxc

nadd

δρA(r)
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with Conjugate Caps (MFCC).100 In the MFCC scheme, the protein is fragmented by 
cutting covalent bonds, but every fragment is saturated with capping groups in order to 
circumvent the problem of dangling bonds. To reconstruct the density of the 
supermolecule, combinations of the individual capping groups are also calculated and 
their density is subtracted from the sum of capped fragment densities. The MFCC 
scheme have been combined with the FDE method: the resulting approach was termed 
the 3-FDE method.101,102 Similar to regular FDE, an embedding potential is constructed 
from the densities of the individual subsystems (in this case the capped protein 
fragments). The electronic structure of each subsystem is then relaxed in the potential 
resulting from all the other fragments in so-called freeze-and-thaw cycles.103 The 3-FDE 
method has been recently extended to the calculation of excited-state properties and 
applied to the FMO protein.104  

3. ELECTRONIC COUPLINGS  
  
The second fundamental parameter needed, together with site energies, to construct an 
excitonic model, is the electronic coupling, namely the interaction between pair of 
electronic excitations localized on different units.  
When the “bright” singlet excitations are considered, the coupling is dominated by the 
Coulomb interaction between transition densities, namely:  
 

       (1.3) 

 
where i and j identify two excitations in two different units. 
We recall that the transition density is a one-particle density matrix formed from the 
ground state and an excited-state wavefunctions  
 

   (2.3) 

 
and the transition density which determines the Coulomb coupling is the diagonal 
element of the matrix: 
 

        (3.3) 

 
By definition, the transition density integrates to zero and it contains an equal amount of 
positive and negative elements with a zero total charge.  
 
When the energy transfer involves one forbidden transition, it has been conventional to 
invoke mechanisms of electronic interaction other than Coulomb, such as electron 
exchange via orbital overlap as originally formulated by Dexter.105 The coupling 

Vij
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ρ j
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between triplet excitations (Triplet energy transfer or TET) is an example. TET between 
a donor and an acceptor unit is overall a spin-allowed process; spin is conserved 
between the initial state 3D*1A and the final state 1D3A*. As triplet-triplet energy 
transfer cannot be mediated by the Coulomb interaction because it is spin-forbidden, the 
coupling is generally written as a sum of exchange and overlap contributions:  
 

         (4.3) 

 
where the first term Vexch is the (Dexter) exchange integral between the transition 
density matrices of the interacting units:  
 

       (5.3) 

 
whereas the second term can be estimated from the overlap of the transition densities. 
 
Both terms of eq 4.3 require a nonzero superposition of donor and acceptor orbitals, and 
therefore present an exponential decay with the donor–acceptor separation.  
The most straightforward way to get the coupling is by explicitly calculating the gap 
between the resulting excitonic states. In fact, it can be seen that the excitonic 
Hamiltonian of a two-state system, when diagonalized, leads exactly to the excitonic 
states E1 and E2: 
 

        (6.3) 

 
where  
 

       (7.3) 

 
In the case of resonant excitations we have εi= εj and the coupling becomes half of the 
energy gap. 
 
The energy-gap scheme is a simple way to evaluate the coupling when the exact 
resonance conditions are satisfied and it is applicable to both singlet and triplet 
transfers. Its computational cost is that for the excited-state calculation of the full 
system.  However, for general systems, the difficulty to search for the resonance 
condition increases rapidly with the size of the system and the application of the energy-
gap scheme is, therefore, largely limited to small or highly symmetric systems. We also 
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note that the environment by introducing an induced asymmetry makes the applicability 
of this approach even more limited. 
 
Another direct approach is based on the construction of the eigenstates as symmetric 
and antisymmetric linear combinations of two diabatic states in which the excitation is 
localized on the donor (acceptor) chromophoric unit, respectively.  Within such a 
scheme, the coupling is obtained through the expression 
 

         (8.3) 

where Hij are the off diagonal elements of the Hamiltonian matrix on the diabatic basis 
and Sij the overlap integrals.  
For TET, the diabatic states can be modeled as the spin-localized states.106 Generally, 
the spin-localized diabatic states can be built by the broken-symmetry unrestricted 
Hartree–Fock (UHF) wavefunctions.107,108 The same formalism can be extended to 
unrestricted Kohn-Sham solutions. Moreover, still within DFT, the constrained density 
functional theory discussed above represents another possible way to obtain the diabatic 
states and it has been used to get TET couplings.109–112 
For singlet energy transfer, this approach is much more computationally intensive as a 
singlet excited state typically involves several configurations. This means that one 
should consider many terms in configuration interactions, which rapidly increases the 
computational costs. Due to these limits, the direct evaluation of  eq 8.3 is rarely applied 
in singlet energy transfer while most of the methods proposed so far try to solve the 
integral in eq 1.3. These methods are summarized in the following subsections. 
 
3.1 Singlet-singlet energy transfer (SET) 
 
3.1.1 Methods based on transition densities 
 
In principle any quantum chemical method that gives access to transition densities can 
be used to compute the Coulomb component of the SET coupling through eq 1.3. As a 
matter of fact, in most applications the transition density is not directly used but an 
approximated form in terms of transition dipoles or transition atomic charges is instead 
adopted. As a result, the electronic coupling reduces to a classical dipole-dipole 
interaction energy or an electrostatic interaction among point charges.  
 
The point dipole approximation (PDA) is the formulation most widely used, given that 
the values of the transition dipoles can in principle be extracted from absorption spectra 
of the involved pigments.  The potential interaction between two dipoles can be found 
by considering the energy of one dipole in the field produced by the other one. The final 
expression is:  

V =
Hij − Sij (Hii + H jj ) / 2

1− Sij
2
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           (9.3) 

  
where |µi| and |µj| are the dipole lengths, Rij is the distance between the two dipoles and 
κ accounts for the relative orientation between the dipoles (see scheme 1) and it is a 
pure geometrical factor defined as: 
 

        (10.3) 

 
where the hat notation indicates the unit vector.  

 

 
Scheme 1 

 
The PDA formulation requires at least two fundamental data: i) orientation and 
magnitude of transition dipole moments, ii) the point of application of such dipoles, the 
so called “chromophore center”. The magnitude of the transition dipole moment can be 
obtained experimentally from the absorption spectra. The experimental determination of 
the dipole orientation with respect to the molecule geometry is not easy and in general it 
can be obtained by QM calculations or using the symmetry rules. A mixed approach is 
also often used by using the QM dipole orientation and rescaling its magnitude on the 
basis of the experimental values.  
The main limit of PDA is that the dipole approximation works well only for inter-
chromophoric distances much larger than the dimensions of the chromophores. At short 
distances PDA may give largely over-estimated couplings.113 Moreover, when the two 
transition dipoles are close to perpendicular, the geometrical factor, κ, approaches zero 
and consequentially also the PDA coupling goes to zero, while in the case of the full 
transition densities it does not happen. On the other hand, in the range of reliability of 
the PDA approximation, eq 9.3 is very useful as it gives a simple interpretation of a 
coupling in terms of dipole strengths, their relative orientation and the distance.  
 
A more cost-effective and accessible method of modeling the Coulomb coupling is to 
decompose the transition density into point charges localized on the atoms of the 

Vij
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involved pigments; this approach has been often indicated as “transition monopole 
approximation” (TMA) method.114–116 
Different approaches exist to calculate atomic charges on the basis of the density or 
transition density. One method, similar to the Mulliken population analysis, uses the 
density to obtain populations centered on the atomic nuclei and converts these 
populations into charges, called transition charges. 117,118 The density can be obtained by 
a variety of QM levels, either semiempirical or ab initio. Atomic charges can be 
obtained by other methods besides population analysis. A quite popular method, which 
has been used extensively to determine charges for the ground state, involves a fitting of 
the electrostatic potential around the molecule. This method has been extended to 
transition charges, and is also known as TrEsp (transition charge from electrostatic 
potential) method.119 
Within the transition monopole approximation, the Coulomb coupling reduces to:  
 

        (11.3) 

 
where K and L run on the atoms of the chromophoric units involved in the excitation i 
and j, respectively, and RX are the corresponding spatial positions.  
Regardless of the approximate nature of the transition charges, they can be very useful 
in studies of aggregates, where other methods are too expensive.  
 

More general methods have been proposed which use the “full” definition reported in eq 
1.3. These methods mainly differ in the numerical solution used to calculate the volume 
integral. Earlier works made use of semi-empirical Hamiltonians.33,34,120,121 With ab 
initio methods, a full account for the Coulomb coupling was originally calculated by 
first recording the transition density in three-dimensional (3D) grids, followed by a 
numerical integration. This approach, known as Transition Density Cube (TDC),122,123 
reformulates the integral in eq 1.3 by expressing the transition density as an array of 
finite-sized volume elements (the transition cubes) 
 

         (12.3) 

 
where Vδ (Vδ = δxδyδz) is the element volume needed as a practical means of 
converting charge density per unit volume into charge density per element. Finally, the 
Coulomb interactions between all the elements of each cube are summed to get the final 
coupling: 

        (13.3) 

 
The accuracy of eq 13.3 is limited by the number of elements in the TDC, the size of 
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each element, and the quality of the quantum chemical wavefunctions. Particularly, the 
finite size of density cubes results in an underestimation of charge-penetration effects 
due to the exponential decay and diffuse character of the transition charge densities. 
Another consequence of the grid is the problem of residual charge. That is, the sum of 
the charge over all cube elements is not zero, as it should be. This residual charge can 
significantly affect the calculated coupling because it provides spurious charge–charge 
and charge–dipole interactions between the transition densities. To compensate for this 
residual charge qR in a TDC with N elements, a quantity qR/N is subtracted from each 
element in the TDC, such that the residual charge is largely reduced. Upon evaluating 
eq 13.3, one must also remove singularities that arise when cube elements of the donor 
TDC overlap with those of the acceptor TDC. This can be amended by imposing 
appropriate cutoff distances, but such a procedure clearly affects the accuracy. The TDC 
method is also quite demanding computationally and becomes impractical for large 
chromophores because the number of grid points can easily exceed hundreds of 
thousands. This difficulty is amended in the TrESP scheme where the number of 
distributed sites is equal to the number of atoms. However, this inevitably leads to a loss 
of accuracy, which is particularly pronounced at smaller interchromophore distances.124,125 
In particular, it was shown that the TrESP method can substantially underestimate the 
couplings, and the values obtained by using TDC and TrESP schemes can differ 
substantially. Recently, an extension of TrESP protocol was proposed126 in which the 
atomic transition charges (C) are augmented with the atomic dipoles (D) and 
quadrupoles (Q) derived from electrostatic potential fitting (TrESP-CDQ). The TrESP-
CDQ approach has shown improvements with respect to the original TrESP method; 
however, its accuracy still strongly depends on the selection of the grid to fit the 
transition multipoles and the fitting procedure itself. In order to search for a more 
general solution, independent of the fitting procedure, a new scheme based on the 
distributed multipolar expansion has been proposed.127 Also this scheme (called 
TrCAMM) is based on the distributed multipolar expansion of the one-particle 
transition densities obtained from ab initio or TD-DFT calculations, but it adopts the 
cumulative atomic multipole moments scheme (CAMM)128 up to hexadecapole.  
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Figure 1. Graphical representation of transition densities obtained for a chlorophyll and a 
carotenoid molecule and different schemes used to compute their interaction. a) Point dipole 
approximation (eq 9.3). b) Full interaction between transition densities (eq 1.3). c) Methods 
based on the discretization of the transition density over atomic centers (TrEsp method, eq 11.3) 
or over grid points (TDC method, eq 13.3).  

More accurate and numerical stable formulations have been proposed by directly 
solving the integral (1.3) through the efficient grid-based integration methods used in 
DFT129 without the need of introducing any multipolar expansion neither a cube grid, as 
illustrated in Figure 1. This method has been applied to many different QM methods,130 
from CIS and TDDFT to CASSCF and Coupled Cluster descriptions.63 Moreover it has 
been coupled to polarizable classical methods to include environment effects (see 
below). 
 
 
3.1.2 Environment effects  
 
The presence of an environment affects the Coulomb coupling in two ways. The first 
one is exactly the same leading to changes in the site energies: namely the environment 
can change both the geometrical and the electronic structure of the interacting 
chromophores thus modifying their transition properties, i.e. transition dipoles and 
transition densities.  These changes will be reflected in different couplings. Secondly, if 
the environment can polarize, the direct Coulomb interaction between excitations in 
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different chromophores will be “screened” by the environment. These screening effects 
were traditionally taken into account in the PDA coupling in terms of an effective 
dielectric constant through a 1/εeff scaling term, an approximation already present in the 
early formulation due to Förster.131 The same scaling factor has also been adopted in 
TrEsp and TDC approaches to scale their respective electrostatic formulations of the 
coupling.  
Attempts to improve the Förster scaling term still keeping its simplicity have exploited 
the concept of local field factors.  
To explain this concept we have to consider an average electric field E representing the 
incident light in the medium which acts on the molecular transition moment µ. The 
resulting interaction  may be rewritten as  where µ0 is the transition dipole 

in vacuo. This interaction can be thought in two ways, as either  or . 

In the former case, one has the transition moment that interacts with the 
average field. In the latter case, one has the vacuum transition moment µ0 interacting 
with an effective field , evoking the more classical view that f is an “effective 

field” factor.  
The concept of local field was established by Lorentz at the beginning of the last 
century. He showed that for atoms or nonpolar molecules with well-localized bound 
electrons the local field factor  fl  can be written as:  
 

          (14.3) 

 
The validity of this approach rests on the hypothesis that the polarization within the 
dense medium is uniform.  
A refinement to the Lorentz model is due to Onsager. In this framework, the local field 
correction has to be evaluated by considering the field inside an empty spherical cavity 
when subject to a homogeneous external field (often this contribution is called the 
“cavity field”). In this case, we have  
 

           (15.3) 

 
In the context of screening effects, these factors are introduced to describe the change in 
effective dipole strengths of the chromophores due to the boundary with the 
surrounding dielectric.131 
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3.1.2.1 QM/classical models 
 
In hybrid QM/CD formulations the screening due to the environment can be self-
consistently obtained by an explicit “environment” term to the Coulomb coupling129,132 
which naturally comes out when the proper effective Hamiltonian is used (see eqs 6.2-
7.2). In particularly, by using the PCM framework such term can be written as129 
 

     (16.3) 

 
where qPCM are the charges induced on the cavity surface by the electronic transition in 
the chromophore j. These charges, which are determined assuming a nonequilibrium 
response, allow describing a screening that depends not only on the electronic 
transitions involved but also on the inter-pigment distance and orientation.  
Within this framework, it is still possible to dissect the screening effect by defining an 
“effective” screening factor and a related effective permittivity as:133,134 
 

          (17.2) 

  
An analysis over 100 chromophore pairs, including chlorophylls, bilins and carotenoids, 
taken from structural models of photosynthetic pigment-protein complexes, unveiled a 
strong exponential attenuation of screening effects at distances below 20 Å, which turns 
to be the range of distances where relevant interactions in photosynthetic complexes 
occur. This behavior occurs when the chromophores approach each other, thus 
excluding the environment (solvent or protein residues) from the intermolecular region. 
On the other hand, at large separations screening factors approach the values predicted 
by Förster. The results were fitted with a distance-dependent screening function, 
averaged over multiple chromophores, shapes and orientations, the resulting expression 
is: 
 

          (18.3) 
 
where the pre-exponential factor is A=2.68, the attenuation factor is b=0.27 Å-1, and 
s0=0.54 is the asymptotic value of s at large distances. These results were obtained using 
a n2=2 value for the optical dielectric permittivity of the environment. In addition, static 
dielectric properties were simulated using a permittivity  ε =15.  
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Renger and co-workers17 have also examined this issue in detail for several pigment-
protein complexes, including the FMO protein, photosystem I (PSI) and the light-
harvesting complex II (LHCII), using the model outlined in section 2.2.2.  
Two formulations have been used; in the simplest one the TrEsp expression of the 
coupling (eq 11.3) is used in combination of a fixed scaling factor f to implicitly take 
into account screening and local field effects by the dielectric environment. In the 
second, and more refined, formulation, also known as Poisson-TrEsp method, the 
influence of the dielectric environment on the excitonic coupling is modelled explicitly. 
A Poisson equation is solved for the potential ϕm(r) of the transition charges of pigment 
m placed in a molecule-shaped cavity that is surrounded by a homogeneous dielectric 
with dielectric constant ε equal to the square of the refractive index, which represents 
the optical polarizability of the protein and solvent environments. The excitonic 
coupling of pigment m with pigment n is then obtained as86 

          (19.3) 

where the transition charges q(m)(0,1) of the pigments are obtained as described above 
for the TrEsp method (see section 3.1.1).  
By comparing Poisson-TrEsp couplings obtained with ε = 2 and ε = 1 (corresponding to 
unscaled TrEsp) it was found that the screening and local field corrections of the 
Coulomb coupling can be well approximated by a constant factor f, which varies 
between 0.7 and 0.8 for the investigated complexes. However, this strategy implies that 
larger errors are introduced in small couplings. As the authors point out, this leads to 
negligible effects on predicted spectra, whereas it may have larger implications 
regarding energy transfer rates. 
 
If now we substitute the continuum description of the environment with an atomistic 
one using the polarizable MM approach described in section 2.2.1, the explicit 
contribution to the coupling due to the intervening effect of the polarizable environment 
becomes:135  
 

      (20.3) 

 
where the induced dipoles are now determined by the transition density corresponding 
to the excitation j.  
 
The two polarizable formulations, QM/PCM and QM/MMPol, have been shown to give 
very similar results not only for homogeneous environments like common solvents but 
also for more complex matrices such as proteins.135,136 In these cases, however, the 
similarity is true at an average level while the two models can lead to quite different 
results when different pairs of pigments placed in different positions within the protein 
matrix are analyzed: due to molecular differences in the local environment around each 
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pigment (which obviously imply differences in the polarizability) the VMMPol term can 
change significantly from one pair to the other.136–139 
 
 
3.1.2.2 QM/QM descriptions 
 
Another approach to include environment effects in the coupling is through the FDE 
described in section 2.2.3.  
As reported before, FDE has been successfully applied to describe excitations in large 
multichromophoric systems by using a two-step approach.98,140,141 First, the uncoupled 
FDE excitation energies are calculated; i.e., local excitations of all constituent 
fragments are obtained, embedded in an environment formed by all other fragments. 
These calculations employ the ground-state FDE embedding formalism discussed above  

in which the environmental density is obtained as a sum of all other fragments’ 
densities. To obtain optimum subsystem densities, freeze-and-thaw cycles are iteratively 
applied to all subsystems, so that effectively a variational subsystem density functional 
theory treatment is performed. In a second step, delocalized excited states of the entire 
aggregate are calculated by coupling these local excitations. A typical criterion that was 
used in the original implementation to determine states that have to be included was the 
energy difference between a particular excited state and the reference states, since high-
lying excited states only have a minor effect on the excitonic states. When modeling 
solvent effects, however, the situation is somewhat more complicated.142 The solvent 
screening can, in a linear-response TDDFT framework, be understood as a cumulative 
effect caused by many excited states of the solvent system. Consequently, a very large 
number of excited states would have to be included, which considerably increases the 
effort for FDE calculations.  
 To reduce such a computational cost, a two-step strategy has been introduced.142 In 
order to achieve a reasonable representation of the solvent response, one first 
determines how many excited states are necessary to represent the (isotropic) 
polarizability of a solvent molecule to a good accuracy in terms of the sum-over-states 
(SOS) expression. Once these excitations are calculated for all (embedded) solvent 
molecules, they are sorted according to their contribution to the SOS polarizability 
expression in descending order. From this list of states, one chooses the first k states, 
where the number k is determined in such a way that the cumulative contribution of 
these states is larger than a preselected threshold percentage of the full SOS 
polarizability.  
Another approximation that was examined consists in the neglect of inter-solvent 
couplings, so that solvent excited states are only coupled to the dye molecules’ excited 
states. In that study, a rather good agreement was found between SET couplings and 
environment screening effects obtained either from FDE and QM/MMpol calculations 
in a solvated perylene diimide dimer, with discrepancies between the two approaches 
being on the order 6 to 10%.142 
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3.1.3 Bridge effects, through-bond and charge transfer 
 
In the previous analysis of the coupling, we have implicitly assumed that the two 
interacting units were not chemically bonded. In many important applications of EET, 
instead, covalently linked arrays are used where a semirigid linker is generally 
introduced between the donor and acceptor chromophores to keep a well-defined and 
rigid structure and maintain some properties of the isolated chromophores, so that the 
resulting complex has predictable characteristics, while imparting efficient electronic 
communication channels among the chromophores  
Among possible effects arising from the presence of a bridge between the 
chromophores, one is represented by the so-called “superexchange” interaction 
operating beyond actual orbital overlap region and usually thought to be mediated by 
electronic coupling of the interchromophore bridge orbitals.143 

A thorough theoretical analysis of such a mechanism has been done by McConnell144 
for electron-transfer phenomena showing that intramolecular transfer mediated through 
a σ-bonded bridge should decrease exponentially with the bridge length. Successively, 
the superexchange mechanism (often indicated as simply through-bond mechanism) has 
been extended to EET using a perturbative approach. Within this framework, an 
effective coupling is introduced which accounts for the perturbation of the donor wave 
function due to the coupling to the bridge states:145 

          (21.3) 

with 

        (22.3)
  

where VX-Bi denotes the electronic coupling between the donor (X = D) or acceptor (X = 
A) transition, respectively, and the bridge ith transition with the vertical electronic 
transition energy ΔEBi; ΔED is the vertical electronic emission energy of the donor. 

A further aspect to consider in donor-bridge-acceptor systems, besides superexchange, 
is the charge-transfer (CT) contribution. Such a term has been introduced in the QM 
modelization by Harcourt et al.146 by using a configuration interaction approach 
including locally excited donor and acceptor configurations as well as “bridging” ionic 
configurations. The important issue introduced in such a model is a new orbital overlap-
dependent interaction (indicated as through-configuration interaction) which involves 
successive, virtual, one-electron transfers mediated via the ionic bridging 
configurations. The original version of the model starts by defining a reduced 
chromophore-localized basis set. Specifically, the HOMO and LUMO orbitals localized 
on each chromophore are included. For two equivalent chromophores, this four orbital 
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basis leads to four singly excited configurations: ψ1=|C*C〉, ψ4=|CC*〉, ψ2=|C+C-〉, 

and ψ3=|C-C+〉. The first two of these are the “covalent” configurations, which are 
usually considered in the theory of excitonic states. The last two are “ionic” or charge-
transfer configurations, and they lead new contributions to the coupling, which can be 
rewritten as: 

        (23.3) 

where A is the energy difference between 2 and 1 (or 3 and 4) and .  

Examination of eq 23.3 shows that the primary terms which promote donor-acceptor 
EET are:  (a) A direct exciton resonance interaction, T14, which is  associated with a 
two-electron transfer between the donor and acceptor configurations 1 and 4. (b) 
Through-configuration exciton resonance interactions, -T12T24/A and –T13T34/A, which are 
associated with two equivalent one-electron transfer processes mediated via the ionic 
bridging configurations, namely 1-2-4 and 1-3-4.  The same authors also showed that 
the direct interaction is primarily Coulombic (even if it also contains exchange integrals 
corresponding to the terms seen in the Dexter formulation), whereas the through-
configuration interaction is associated with overlap-dependent terms.  

The Harcourt model, in its generalized version allowing for larger basis sets not limited 
to the HOMO-LUMO on each chromophore, and for nonequivalent chromophores, has 
been also extended to include solvent effects147 using the PCM approach described in 
section 2.2.1. Within this framework, the requirement needed to incorporate solvent 
effects in the through-configuration interaction term is automatically fulfilled by using 
the effective Hamiltonian expression defined in eq 7.2. The only specificity to take into 
account is that we have to know the CI density matrix of the state of interest. Such 
nonlinear character can be solved through an iterative procedure; at each iteration the 
environment-induced component of the effective Hamiltonian is computed by using the 
environment response obtained with the first-order density matrix of the preceding step. 
We note that this procedure is valid for ground and excited states fully equilibrated with 
the solvent but, by introducing some refinements, the inclusion of the nonequilibrium 
can be obtained.  

Another possible effect of the bridge is that its polarizability can explicitly affect the 
Coulomb interaction between the D/A moieties148–152 This effect can be accounted for 
both using QM descriptions of the bridge or polarizable embedding schemes in 
QM/MM formulations. In the latter case the bridge is treated as a set of polarizable MM 
sites and additional polarization effects due to the external environment can be also 
added through a continuum description.152 

 

TRP ≈ T14 − T12T24 +T13T34( ) / A

Tij = ψ i H − E1ψ j
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3.1.4 Beyond the Coulomb coupling: the diabatization strategy 
 
In singlet energy transfer, the Coulomb coupling should be complemented with two 
(minor) terms representing the Dexter exchange coupling that accounts for the 
indistinguishability of the electrons in many-electron wave functions, and a term arising 
from the overlap of donor−acceptor electronic transition densities: 
 

        (24.3) 
 
where Vexc and Vover have the same meaning discussed for triplet transfer. We expect 
that in the case of singlet energy transfer, the non Coulomb terms become important for 
short-range transfers. 
 
A proposal to account for non Coulomb terms but still maintaining a separation of the 
chromophoric units as independent QM fragments was made by Hsu et al. within the 
TDDFT description of a pair of donor ︎D︎ and acceptor A molecules having a resonant 
excitation frequency ω0 when there is no interaction between them.132 The final 
expressions state:  
 

      (25.3)  

 
        (26.3) 

 
where gxc is the exchange-correlation kernel of the selected DFT functional. 
 
A more general approach to go beyond the Coulomb approximation to the coupling is 
by introducing a picture in terms of diabatic states.153 The main problem is that there is 
not a unique prescription for defining “exactly” the diabatic states,154 i.e. the initial and 
final electronic states of a physical system undergoing electron transfer or excitation 
energy transfer. The goal is to determine the adiabatic-diabatic transformation matrix by 
imposing some reasonable criterion generally based on chemical intuition. Different 
diabatization schemes have been successfully derived to estimate the total 
excitonic/electronic couplings (short- and long-range contributions). These schemes can 
be mainly divided into two groups: those based on the wave-function and those based 
on molecular properties. Diabatic states can also be produced directly using constraints 
on the electronic density such as in the previously recalled C-DFT approach.155,156 

In the context of electron or excitation energy transfer, the diabatization schemes based 
on molecular properties have become more popular. The main advantage of these 
diabatization schemes is that they can, in principle, be used independently of the level 
of theory. A particularly frequent choice among these diabatization schemes is the 
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Generalized Mulliken-Hush (GMH) method,157 which is based on its predecessor 
method (Mulliken-Hush model) and identifies the transformation that diagonalizes the 
adiabatic dipole moment matrix. When the transformation is applied to the adiabatic 
(diagonal) Hamiltonian, the diabatic Hamiltonian is obtained and the electronic 
couplings correspond to its off diagonal elements.  

Still within the context of molecular property-based diabatic transformations it is worth 
here mentioning the fragment excitation difference (FED) scheme.158 The FED is a 
generalization to energy transfer of the “fragment charge difference” (FCD) method 
developed by Voityuk et al.159 for determining electron transfer couplings. 
In a single excitation model, the difference density between two states in the molecular 
orbital basis contains a negative occupied−occupied block and a positive virtual−virtual 
block, the absolute value of the former representing the detachment, or the “hole” 
population, and the latter the attachment, or the “electron” population:160 
 

        (27.3) 
 
The state-to-state transition density, , can be also expressed in terms of the 
molecular orbital basis and it is similarly composed of an occupied−occupied and a 
virtual−virtual block. We can thus define the hole transition density as the negative 
value of the occupied−occupied block, while the electron transition density is defined as 
the virtual−virtual block: 
 

      (28.3) 
 
Starting from these matrices it is possible to define the FED matrix Δx as a measure of 
the excitation localization,  

        (29.3) 

 
where its matrix elements Δxmn are defined as: 
 

       (30.3) 

 
The excitation-localized states are thus the states that diagonalize the FED matrix while 
the coupling can be obtained as:  
 

       (31.3) 
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In the symmetrical situation (identical donor and acceptor), the coupling becomes one-
half of the energy gap (Em – En), as expected. 
Since eigenstate properties are used, the resulting EET coupling will reflect the full 
coupling under the level of the theory employed for the eigenstates. No further 
constrains on the excitation are required, and FED coupling can be used for general 
systems, regardless of their symmetry. The FED scheme has been formulated within 
CIS and the Tamm–Dancoff framework of TDDFT for a two-state model.  
 
A more general approach which allows one to generate diabatic states applicable both to 
ET and EET processes, has been proposed by Subotnik and co-workers:161,162 the 
diabatization routine distributes charge or exciton automatically and does not require to 
define donor and acceptor fragments. The method can be applied to multi-state systems 
with any wavefunction type. The use of this method to EET may be restricted, however, 
for some molecular systems by the difficulty of localizing transition densities. A general 
Fragment Transition Density (FTD) approach has been introduced by Voityuk163,164 to 
treat multi-chromophore systems. The FTD scheme has no limitation on the type of the 
excited-state wavefunction and can be applied in combination with different quantum 
mechanical methods. 
Very recently, a novel and general diabatization scheme, based on dipole and 
quadrupole moments (called the DQ method), has been developed by Hoyer et al. to 
compute electronic couplings between different electronic states.165 
 
3.2 Triplet-triplet energy transfer (TET) 
 
As reported in eq 4.3, the triplet coupling may be seen as a sum of exchange and 
overlap contributions. Both terms require a nonzero superposition of donor and acceptor 
orbitals, and therefore present an exponential decay with the donor–acceptor separation. 
However the interaction is expected also to be highly sensitive to molecular shape, size, 
and orientation. 
Early experimental studies by Closs and coworkers166 on intramolecular triplet transfer 
suggested a close correspondence between TET and electron transfer. In this picture, 
TET is a double electron transfer involving LUMOs and HOMOs: as a result, the 
probability of TET becomes proportional to the product of the probabilities of the 
electron transfer between the LUMOs (ET), and the electron transfer between the 
HOMOs (hole transfer, HT) of donor and acceptor: 
 

          (32.3) 
 
where the constant C depends on the particular system under study. The same 
experiments, in addition, revealed an exponential attenuation of TET couplings with 
donor-acceptor separation consistent with the superexchange model originally 

kTET = CkET kHT
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developed by McConnell for electron transfer. The mediation of charge-transfer 
configurations in determining the triplet transfer orbital overlap-dependent interactions 
was later confirmed by various theoretical analyses.4 
 
3.2.1 Fragment spin density (FSD) 
 
The experimentally observed and theoretically proved parallelism between TET and ET 
has allowed recent theoretical and computational work to calculate energy transfer rates 
via the Marcus formula167 for electron transfer rates.168–170 This has been made possible 
by realizing that diabatic states can be calculated for TET just as for ET and one can use 
a localized diabatization scheme to determine the parameters that enter into the Marcus 
rate equation. 

An example of this strategy is the fragment spin difference (FSD) scheme171 which can 
be seen as the generalization of the FED scheme described in section 3.1.4 to triplet 
states. In FED, a 2×2 excitation difference matrix is calculated for the two eigenstates of 
interest, and the diabatic states are defined as the linear combination of the two states 
that give rise to the maximum difference excitation population. For TET, spin 
population can be used to replace the excitation population in FED, which is the 
difference between one-electron α and β electron density functions,  

 

        (33.3) 
 
where m=n denotes a spin density function of the nth excited state and m≠n denotes a 
state-to-state transition spin density function between the nth and the mth states. 
Following the FED strategy, the diabatic initial and final states are defined as the states 
that maximize the spin difference between donor and acceptor, and can be computed as 
the eigenvectors of the operator ∆s :  
 

       (34.3) 

 
In order to calculate the FSD matrix element Δsmn, the Mulliken population analysis has 
been originally used for the densities together with a sum over the atomic contributions 
in each fragment.  
Once the diabatic states are found, one writes the electronic Hamiltonian in the diabatic 
basis, where the off-diagonal element represents the triplet coupling: 
 

       (35.3) 
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From eq 35.3 it comes out clearly that the FSD coupling becomes a half-energy gap 
when the system is symmetric. 
  
For a spin-restricted case, the FSD coupling is essentially a generalization of FED to 
triplet states. However, for spin-unrestricted cases, the reference state may have a spin 
population, and therefore the FED scheme does not apply. The FSD scheme has also 
shown that for many cases, the coupling values are much larger than the conventional 
exchange integral, therefore indicating that the overlap contribution is important in TET 
coupling. 
The FSD and the FED schemes have been applied to study triplet energy transfer 
processes in both natural light-harvesting complexes,172 DNA173 and artificial 
systems.110,174 More recently the FSD scheme has been generalized to calculate the 
singlet fission coupling.175 

3.2.2 Environment effects  
 
For TET, the inclusion of environment effects is more involved than in SET as the 
previous formulations based on the response of the environment to the transition 
density, here cannot be applied. In fact there is no such environment effect because 
there is no Coulomb coupling. What is expected is that the intervening medium allows a 
better electron tunneling, and the one-electron orbitals are with longer exponential 
penetration. In this case, the environment should be explicitly considered in the 
quantum chemical calculations. In this way, the intervening solvent can be treated as a 
nonresonant bridge and the superexchange theory can be applied.  

This picture has been confirmed for the role of water in the TET process between 
chlorophyll and peridinin in PCP complex by a combined spectroscopic-computational 
investigation.176 Another QM/MD study177 based on FED has shown that an intervening 
solvent can modify the distance dependence of TET in a stacked perylene dimer. By 
computing electronic coupling values by adding solvent molecules in a sequential 
manner, the authors were able to dissect the effect of individual solvent molecules, thus 
illustrating its constructive or destructive interference effect on the coupling values.  
 
Another computational study on the effects of the polar environment on the TET 
coupling was focused on triplet exciton migration in polyA–polyT DNA sequences.178 
By combining MD to account for conformational flexibility of the donor and acceptor 
sites and CIS-PCM calculations of A–A and T–T π stacks, it was shown that the 
polarization contribution to the coupling can considerably modulate its values in 
individual conformations. This effect can be traced to the perturbation of molecular 
orbitals of each fragment and thus to a change of their overlap upon solvation, which 
translates into a new electronic coupling value. However, when an average over many 
conformations is considered, an overall cancellation of the polarization effects is found. 
This findings when combined with the observation that A and T nucleobases (and their 
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stacks) are very polar species seems to suggest that also in other TET systems, the 
triplet exciton mobility should not be very sensitive to the polarization effects of the 
environment. 
This study, however, also confirms the important role of another (less direct) 
“environment” effect, namely the temperature-dependent conformational disorder. Due 
to the high sensitivity of the TET to distances through both exchange and overlap 
interactions in fact, it is of great importance to properly include the effects of structural 
fluctuations both within the single interacting units and their relative arrangement, as 
well as to account for a proper sampling of the solvent conformational space. 
 
The fundamental role that structural fluctuations have on all energy transfer processes is 
exactly the subject of the next section. 
 
 
4. SPECTRAL DENSITIES, DISORDER AND CORRELATIONS 
 
The dynamic properties of the environment (or bath) play an important role in the 
quantum dynamics of open quantum systems.  In electronic energy transfer processes, 
this role can easily be understood examining Förster’s formulation of the rate based on 
the golden rule of quantum mechanics:179,180 
 

 𝑘""# =
%&
ℏ
𝑉%𝐽        (1.4) 

 
where  𝑉 is the electronic coupling among the donor and acceptor electronic states, and  
𝐽  is the spectral overlap factor between normalized donor emission and acceptor 
absorption spectra. The  𝑉% term indicates that the chromophores must be electronically 
coupled for the transfer reaction to occur. The 𝐽 term, in turn, arises from the need to 
have resonant energy levels thus ensuring energy conservation in the process. Because 
typically the average energy levels of the donor and acceptor molecules are not in 
resonance, the resonance condition is fulfilled thanks to the dynamic fluctuations in 
energy levels due to electronic-vibrational coupling among electronic states and the 
nuclear degrees of freedom of the system. Such fluctuations are the origin of the 
broadening in the spectral line shapes of the molecules, so Förster theory determines the 
probability that the energy levels are in resonance from the spectral overlap of optical 
line shapes.  
Because the spectral line shapes of the donor and the acceptor are typically extracted 
from experiments on the individual chromophores, Förster theory introduces two 
approximations in the determination of the spectral factor. A first approximation is the 
assumption of independent baths for the donor and the acceptor. However, the eventual 
presence of shared modes among the molecules could substantially impact the predicted 
rates.181 The other approximation is related to the treatment of static disorder. In 



 39 

principle, the spectral overlap should be obtained from the homogeneous donor and 
acceptor line shapes, and then be averaged over inhomogeneous broadening caused by 
static disorder, which arises from very slow fluctuations in the energy levels of the 
chromophores.148 In practice, though, the spectral overlap is obtained from line shapes 
individually averaged over static disorder. 
In other theories tackling EET dynamics beyond the weak-coupling regime, like 
modified Redfield theory or the hierarchical equations of motion (HEOM) method, the 
information on how the electronic states couple dynamically with the many vibrations 
in the system also plays a key role.20,182 Indeed, increased attention to the dynamical 
characteristics of the exciton-phonon coupling has arisen from 2D electronic 
spectroscopy experiments performed in recent years on several photosynthetic pigment-
protein complexes and in conjugated polymers.183–200 These experiments have in fact 
unveiled unexpected long-lived quantum coherence effects in the energy migration 
process, an indication that EET occurs in an intermediate coupling regime. While the 
actual consequences of quantum coherence in the light-harvesting efficiency of these 
systems is still subject of a heated debate, understanding the molecular basis sustaining 
coherence effects have far reaching consequences, e.g. related to quantum computing 
technologies.201  
So far, different hypotheses have been proposed to explain the molecular basis 
sustaining quantum coherence. First, it was proposed that the protein environment can 
protect coherence by sharing vibrational modes with several chromophores, thus leading 
to correlated fluctuations of the chromophore’s energy levels.10,13,184,194,202–225. As we 
will describe later, this hypothesis has lost momentum after some theoretical works 
based on molecular simulations that suggest that such correlations are negligible in the 
light-harvesting complex 2 (LH2), the Fenna-Mathews-Olson complex (FMO) and the 
phycoerythrin 545 (PE545) antenna complex.124,226–229 Some correlations have been 
identified, however, arising from slow protein motions not captured by molecular 
simulations.230 An alternative explanation gaining importance suggests that the 
structured-nature of the environment could mediate coherence effects through quantized 
vibrations coupled to the electronic states that commensurate the energy difference 
among exciton states.231–234  
From this discussion it emerges that the dynamical interplay among electronic states 
and nuclear vibrations are key in order to understand the subtleties of energy transfer 
and light harvesting. In quantitative models of energy transfer and optical spectra of 
multichromophoric systems, typically the dynamical characteristics of the environment 
are condensed in the so-called spectral density function, 𝐽*(𝜔), which describes the 
frequency-dependent system–bath coupling strength of the selected excitation of 
chromophore i.235 An example of the spectral density of the Chl b pigment of the water-
soluble chlorophyll binding protein (WSCP) predicted from QM/MM excited-state 
calculations performed along classical and QM/MM MD trajectories, and compared to 
difference fluorescence line-narrowing (DFLN) data, is shown in Figure 2.139 
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Figure 2. Spectral density of the Chl b pigment of the water-soluble chlorophyll binding protein 
(WSCP) predicted from QM/MM excited-state calculations performed along classical and 
QM/MM MD trajectories and compared to difference fluorescence line-narrowing (DFLN) 
data139,236 
 
 For practical reasons, the spectral density is usually modeled as a sum of two terms: 
 

𝐽*(𝜔) = 𝐽.,*(𝜔) + 𝐽1*2,*(𝜔)       (2.4) 
 

In eq 2.4, 𝐽.,*(𝜔) encapsulates the coupling to a continuum of low-frequency damping 
modes due to the environment, for example, the protein and the solvent surrounding a 
photosynthetic chromophore. In turn, the 𝐽1*2,*(𝜔) term accounts for the coupling to 
high-frequency discrete modes. These latter arise mostly due to intramolecular 
vibrations of the chromophores, but also due to the environment, for instance, when the 
excited state is coupled to the surrounding environment through a hydrogen bond.  
Different expressions are often used to describe 𝐽.,*(𝜔), and recently more refined 
expressions have been proposed based on the modelling of delta fluorescence line-
narrowing spectra of several photosynthetic complexes. In particular, Kell and co-
workers237 have shown that commonly used expressions like the 
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Drude−Lorentz/constant damping Brownian oscillator describe a qualitatively wrong 
behavior when compared to experiment, specially at low frequencies, whereas a log-
normal distribution exhibits the desired attributes for a physically meaningful phonon 
𝐽.,*(𝜔). On the other hand, the 𝐽1*2,*(𝜔) term is typically described as a collection of 
harmonic oscillators.  
Because of the importance that the structured-nature of the spectral density could have 
on the coherent characteristics of EET, much effort has been devoted in recent years in 
developing both experimental and theoretical strategies able to determine it. From an 
experimental point of view, the spectral density can be fit to different optical spectra, 
for example, in order to reproduce the fluorescence line shape or the dynamic 
fluorescence Stokes shift.238,239 This strategy however is not free from ambiguities, and 
more accurate determinations can be obtained from site selective spectroscopies, like 
spectral hole burning or delta fluorescence line-narrowing,236,237,240–244 which allow to 
directly estimate the exciton-phonon coupling constants, the Huang-Rhys factors, for 
each discrete vibration. An important limitation of the experimental techniques, 
however, is the inability to resolve the fine-tuning exerted by the local protein 
environment in the spectral densities of different chromophores in a given biological 
complex, as typically the data corresponds to an average of the low-energy 
chromophores that fluoresce. Indeed, experiments show that the shape of 𝐽*(𝜔) varies 
among different pigment-protein complexes.236,242,243 Such fine-tuning could be 
important in order to understand if natural evolution has favored quantum coherence 
effects in photosynthesis, an indication that indeed coherence benefits the overall 
function of the photosynthetic machinery.  
In order to overcome the limitations of experimental techniques, several research efforts 
have been recently directed toward the theoretical estimation of spectral densities based 
on two different strategies. The most common one relies on the exploration of the 
structural fluctuations of the system through classical MD simulations of the 
chromophore embedded in its environment (protein, solvent, etc), and the following 
evaluation of site energy autocorrelation functions by performing calculations of the site 
energy fluctuations along the classical trajectory using the methods described in section 
2.124,227,245–263 The Fourier transform of the autocorrelation function then gives access to 
the spectral density of the chromophore including both exciton-vibrational interactions 
arising from intramolecular motions or from pigment-environment interactions. Because 
state-of-the-art MD simulations are presently limited to timescales of miliseconds, 
though, this strategy can not be used to estimate the very slow components in 𝐽.,*(𝜔), 
thus precluding the possibility to relate low frequency modes in the spectral density to 
static disorder. 
Alternatively, the spectral density can be obtained by first estimating the vibrational 
modes in the system through a normal mode analysis (NMA), and later evaluating the 
impact on the site energies along each normal mode.230,256,264 In this case, however, the 
contributions arising from intramolecular modes are calculated separately from those 
arising from the environment, so the coupling among the chromophore and the 
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environment motions can not be included.256 An important advantage of this strategy, 
however, is the possibility to estimate static disorder by determining the low frequency 
modes in the spectral density, for example, through a NMA analysis of the protein 
motions in a pigment-protein complex.230 
In the following, we discuss these two approaches as well as their main advantages and 
shortcomings. In addition, we also discuss the insights provided by these 
complementary techniques in order to understand the degree of correlation among site 
energies, and also eventual correlations involving electronic couplings, as these can 
significantly affect the quantitative modelling of light harvesting phenomena. 
 
 
4.1 MD-based approaches 
 
A natural strategy to estimate the spectral density of a chromophore embedded in a 
biological environment relies on the computer simulation of the site energy fluctuations 
arising from environmental vibrations. The size and complexity of biosystems, for 
example a photosynthetic pigment-protein complex solvated in water or located in a 
lipid membrane, precludes at present the possibility to perform such simulations using 
accurate quantum chemical methods for the description of the complete system. Thus, 
recent efforts in this direction have been based on classical MD simulations, in which 
the energy of the system is described by empirical functions called force fields, 
calibrated and parameterized by comparison to a plethora of experimental and 
theoretical data. MD techniques are a well-established technique, routinely used in 
studies of drug design, enzymatic catalysis or molecular recognition. Once the structural 
fluctuations of the system are obtained, usually corresponding to the ground state, the 
corresponding trajectories are used to perform a posteriori calculations of the site 
energy fluctuations. These are typically based on the methodologies described in section 
2, based either on mixed QM/MM calculations or more simple and efficient electrostatic 
shift expressions, given the need to account for the impact of the environment on the 
energy shifts. As it will be discussed later, the mismatch among the QM/MM level of 
theory used for the excited state calculations and the classical geometries determined by 
the classical force field is an important problem that can introduce significant errors. 
As said, the spectral density can be computed from the Fourier transform of the site 
energy autocorrelation function as:247,252,254 
 

𝐽*(𝜔) =
34
& ∫ 𝐶*78(𝑡)𝑐𝑜𝑠(𝜔𝑡)𝑑𝑡

>
.        (3.4) 

 
where 𝛽 = @

AB#
 and 𝐶*78(𝑡) is the classical autocorrelation function of the fluctuation of 

the site energies. As it was recently clarified by Valleau and co-workers,254 eq 3.4 
includes a classical prefactor to nullify the temperature dependence of the correlation 
function, given that 𝐽*(𝜔) is obtained from a classical autocorrelation function.  
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By evaluating the site energy fluctuations along the MD trajectory, the autocorrelation 
function can be obtained using the following discrete expression: 
 

𝐶*78C𝑡DE =
@

FGD
∑ ∆𝐸*C𝑡D + 𝑡KE∆𝐸*(𝑡K)
FGD
KL@       (4.4) 

 
where the superscript in 𝐶*78C𝑡DE indicates that it is a classical autocorrelation function of 
chromophore 𝑖 , and 𝑁  is the number of temporal data containing the site energy 
fluctuations.  
The practical application of these expressions to the computation of the spectral density 
deserves some discussion. Because in principle one should be interested in sampling all 
relevant timescales of the system, ranging from high-frequency intramolecular modes of 
the chromophores to slow motions of the protein that cause static disorder, the 
autocorrelation function should be determined along sufficiently long simulation times. 
Moreover, such autocorrelation functions derived from simulations have to be computed 
many times in order to be able to obtain the correct statistical average. In order to 
reduce the computational cost associated to the huge amount of QM calculations of site 
energies, such calculations are typically performed over discrete time steps of 2-5 
femtoseconds, in order to capture the fastest oscillations in the system coupled to the 
excitation energies due to bond stretchings among heavy atoms.124,227,247,248,252–263 Still, 
the considerable cost of QM calculations precludes the sampling of long time scales in 
the evaluation of eq 4.4, typically performed over a few picoseconds, where the main 
features of the autocorrelation function decay. Thus, the slowest motions of a protein 
complex characterized by frequencies below ~50-100 cm-1, can still not be captured by 
this approach, as these modes oscillate in the picosecond or longer timescales. An 
interesting alternative, in this case, was recently proposed by Renger and co-workers 
based on a normal mode analysis of a protein complex,230 as it will be described in next 
section.  
One of the main advantages of MD-based approaches, in any case, is the possibility to 
simultaneously determine the continuous (phonon), 𝐽.,*(𝜔) , and the vibrational,  
𝐽1*2,*(𝜔), contributions to the spectral density. Thus, the modulation of intramolecular 
chromophore vibrations by the surrounding environment can be fully taken into 
account, although described through approximate classical force fields. This coupling 
has been shown to introduce important differences, for example, in the low and medium 
frequency features of the spectral density of dihydrobiliverdin (DBV) and 
phycoerythrobilins (PEB) pigments in the PE545 main light-harvesting antenna 
complex of cryptophyte algae both in terms of vibrational frequencies and coupling 
strengths.259,261 Thus, whereas such low-frequency features have been shown to arise 
from slow intramolecular motions of the bilin pigments (in contrast, for example, to the 
chlorophylls of the FMO complex, where they arise from intermolecular interactions 
with the protein environment)259 the local environment that embeds the pigments still 
considerably modulates the intramolecular vibrations of the bilins in PE545,261 probably 
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owing to the flexible nature of bilin pigments characterized by a linear tetrapyrrole 
structure.  
One way to investigate how the protein scaffold modulates the pigments' vibrations is 
by comparison of modes obtained either by a standard normal mode analysis (NMA) or 
from a quasi-harmonic analysis (QH) of the MD trajectory. The NMA analysis probes 
the vibrations around a single minimum, while the QH analysis aims at characterizing 
the global extent of the configurational space accessible to the system during an MD 
simulation.265 This is achieved by diagonalizing the mass-weighted covariance matrix of 
atomic positions in Cartesian coordinates, and is typically used to determine 
configurational entropies of biomolecules. The corresponding eigenvectors describe 
motional modes (quasi-harmonic modes) around the average system configuration. In 
order to characterize the features in the spectral density of individual pigments, the QH 
analysis can be applied to the MD trajectory containing only the coordinates of the 
selected pigment. The comparison between the NMA and QH modes allows assessing 
the impact of the protein and the solvent environment in the intrinsic vibrations of the 
pigments. In the pigments of the PE545 complex, such comparison showed that the 
accumulation of modes around 1000 and 1500 cm-1 observed for the single pigments 
was considerably smoothed out when their vibrations are coupled to the protein 
motions.261 In addition, comparison of predictions obtained for the isolated or solvated 
complex showed that the solvent can also considerably redistribute the vibrational 
frequencies in the spectral density. 
The modulation of low-frequency features by the environment – together with the 
tuning of the site energies of the pigments – could potentially be involved in the 
optimization of quantum coherence effects in photosynthetic complexes, as suggested 
by recent theoretical work.223,231–234 However, the considerable uncertainty regarding 
the accurate calculation of both spectral densities and site energies precludes at present 
a robust assessment of this hypothesis. 
 
The application of the MD-based technique to the determination of the spectral density 
of several photosynthetic pigment-protein complexes, in fact, has shown that the results 
depend quite significantly on the QM model chemistry used and the force field selected 
to describe the system in the MD simulation. This is particularly evident in predictions 
of the spectral density of the FMO complex, recently studied by several research groups 
using a variety of approaches, including TD-DFT, ZINDO and different classical force 
fields like CHARMM or AMBER.227,229,252–254,257–259,262  

In this case, two careful analyses performed independently by Chandrasekaran et al.262 
and by Wang et al.229 seem to indicate that the choice of force field is the most delicate 
one in predictions of the FMO spectral density. Further insights in this issue have 
emerged from a study by Kim and co-workers,263 who investigated the effect of the 
mismatch among the classical potential energy surface (PES) used in MD simulations 
and the QM level of theory adopted for a solvated coumarin-153 chromophore by 
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deriving accurate force fields able to describe the QM PES. Interestingly, their study 
indicates that the adoption of approximate force constants in the force field terms have a 
significant impact on the spectral density, although the approximate equilibrium 
constants have also a significant effect. Thus, further improvement on the quantitative 
accuracy of spectral densities derived from these approaches could be based on the 
development of specialized force field able to accurately describe the QM PES of the 
chromophore, or in QM/MM MD simulations where the chromophore is described at a 
QM level. Indeed, this latter strategy has been shown to provide an drastically improved 
description of the spectral density for the Chl a and Chl b chromophores of the water-
soluble chlorophyll binding protein, although low-frequency features seem to degrade 
somewhat at the QM/MM level due to inaccuracies in the treatment of the interactions 
among the QM and MM regions, as illustrated in Figure 2.139 All these approaches, 
however, still rely on classical MD simulations, even if the PES is described at the 
QM/MM level, and a further source of errors in the prediction could arise from the 
neglect of quantum effects in the dynamics. 

 
4.2 NMA-based approaches 
 
A strategy based on normal mode analysis has been recently proposed for the evaluation 
of spectral densities by several authors, with the aim of overcoming the main limitations 
of MD-based approaches. Namely, the mismatch among the levels of theory used in the 
MD simulation and the excitation energy calculations,256,264 or the inability to sample 
very slow frequency motions of biomacromolecules responsible for static disorder.230 In 
this strategy, however, the calculation of the phonon, 𝐽.,*(𝜔), and the vibrational,  
𝐽1*2,*(𝜔), contributions to the spectral density are uncoupled and computed separately, 
an effect which has been shown to impact the low-frequency region of the spectral 
density.261 
 
When applied to the calculation of the intramolecular contributions to the spectral 
density, this strategy allows to perform the NMA analysis and the assessment of the 
impact of the chromophore vibrations on the excitation energies at accurate QM levels 
of theory, thus minimizing or eliminating the geometry mismatch problem discussed in 
the previous section for classical MD-based strategies. Thus, TDDFT methods have 
been recently applied to the estimation of the electronic-vibrational coupling of the 
BChl a pigments in the reaction center of purple bacteria256 and a perylene bisimide 
chromophore.264 This strategy has been shown to provide more realistic coupling 
strengths for the high-frequency modes of BChl a, typically severely overestimated in 
MD-based approaches, and provide overall vibrational frequencies and Huang–Rhys 
factors in reasonable agreement with experiments. 
The NMA approach has also been applied by Renger and co-workers to the prediction 
of the electron-phonon coupling, i.e. the contributions arising from the continuum of 
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slow modes due to the environment surrounding the chromophores.230 In this case, a 
minimization and NMA analysis of the FMO pigment-protein complex was performed 
using a classical force field, while keeping the intramolecular pigment modes frozen, 
and then the modulation of the electronic transition energies along each mode 
coordinates were estimated using the electrostatic shift method (see section 2.2.2). The 
important advantage of this strategy is the possibility to assess the impact of very slow 
protein motions on the spectral density, not accessible from MD-based approaches due 
to the limited MD times that can be simulated. Encouragingly, this study has shown that 
the strategy is capable of estimating the spectral density of electron-phonon coupling 
with a reasonable agreement with experiments. A potential drawback of the method, 
however, is the assumption of a single minimum in the NMA analysis. Indeed, protein 
energy landscapes are typically characterized by multiple minima and this could impact 
the predicted spectral densities. 
 
4.3 Correlations 
 
There has been much speculation on the potential protection of quantum coherence 
effects in photosynthetic light harvesting by the protein environment, through a 
mediation of the correlated fluctuations on the site energies of the pigments if they are 
coupled to shared protein vibrations.10,13,184,194,202–225 Renger and co-workers introduced 
a simple expression describing an exponential decay for such correlations with the 
interpigment distance, 𝑒𝑥𝑝{−𝑅UV 𝑅7⁄ } , where 𝑅UV  is the separation between 
molecules 𝑚	and 𝑛, and 𝑅7 is a phenomenological correlation radius. A value 𝑅7 = 5 Å 
was estimated from simulations of time-resolved pump-probe data of photosystem II 
reaction centers266 and found to explain also decay constants for the heterodimer of the 
water-soluble chlorophyll binding protein (WSCP).267  
Recent investigations based on the MD-based strategies described in section 4.1, 
however, have not found any significant correlations among the site energy fluctuations 
of the pigments in the photosynthetic complexes LH2,124 FMO226,227,256 and PE545.228 
Recently, Wang and co-workers found significant correlations in the FMO complex due 
to pigment-protein interactions estimated using electrostatic shift calculations.229 Those, 
however, were then overwhelmed by the fluctuations due to the chlorophylls internal 
vibrations described by ZINDO calculations. In DNA, in contrast, significant 
correlations of 0.7 and 0.4 between direct neighbors and second neighbors have been 
found,268 correlations that should strongly affect exciton dynamics.269 In addition, 
significant mixed correlations involving site energies and electronic couplings have 
been predicted for the PE545 complex,228 which have been suggested also to impact 
quantum coherence and energy transfer dynamics.217,219 For the FMO complex, also 
cross-correlations between energies and couplings have been predicted when the latter 
are computed using the PDA. However, when the coupling is obtained taking into 
account the shape of the transition densities using the TrEsp method, the correlations 
turned out to be negligible.226 The more flexible structure of the bilin pigments in 
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PE545, characterized by a linear tetrapyrrole arrangement, could explain this difference 
compared to chlorophylls, as rotation of a torsion among pyrrole rings could 
simultaneously modulate the site energy and the transition dipole orientation, thus also 
changing the couplings with other chromophores. 
As suggested by Jing and co-workers,256 site energy correlations in the FMO complex 
could be hidden in the inhomogeneous broadening due to the limited MD simulation 
times. Indeed, it is quite intuitive that slow protein motions in timescales larger than 
those sampled in these studies, typically a few hundred of picoseconds, could couple 
simultaneously to several pigments. This possibility was explored by Renger and co-
workers using the NMA-based strategy described in the previous section, which allows 
assessing the impact of very slow protein motions on energy correlations.230 
Interestingly, that study indeed showed that strong correlations are found for very low 
frequency modes. However, their impact on exciton relaxation was found to be minor, 
suggesting they don't have any relevant biological role. In any case, these correlations 
have been shown to be important in order to interpret two-dimensional electronic 
spectra.270–272 
 

 
5. APPLICATIONS 
 
5.1 Artificial light harvesting systems 
    
The energy transfer phenomena of natural LH systems gave great inspiration for the 
design in artificial photofunctional devices, including photovoltaic, electroluminescent, 
and biomedical devices.273–282  
 
Promising candidates for artificial light harvesting should transfer excitation energy 
with very high efficiency and have a clear antenna effect, namely the ratio of the 
emission intensity of the acceptor upon excitation of the donor to that of the direct 
excitation of the acceptor should be significantly larger than 1. To achieve these 
parameters, the chromophores need to have proper spatial organization (favorable 
spacing and orientation) and distinct spectroscopic properties. The former is key to 
minimizing energy loss (for example, by avoiding self-quenching), and the latter is 
required to form so-called energy gradients that facilitate the energy flow from antennas 
to energy sinks.  
 
Obviously, the first example of artificial device one can think of is that exploiting the 
intramolecular EET in molecular dyads of covalently linked donor−acceptor moieties. 
However, with the evolution of energy-transfer systems toward increasingly large and 
more sophisticated assemblies, the reliance on covalent linking has become not feasible. 
Noncovalent interactions, including van der Waals, hydrophobic, π−π, dipole, and metal 
ligation, become thus a powerful alternative as giving an infinite number of possibilities 
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to construct self-assembled architectures for various applications without time-
consuming synthesis.  
 
Self-assembly of a chromophore-derived macromolecule is indeed an extremely valid 
strategy for artificial light harvesting.283 Dendrimers in particular have been widely used 
due to their well-defined tree-like structures,284 providing predetermined sites for 
grafting chromophores.285 Moreover, recent studies demonstrated the utility of 
biological materials,279 including proteins and DNA, as templates to guide nanoscale 
organization of covalently or electrostatically bound pigments and obtain hybrid 
biomaterials with interesting potentials in achieving highly efficient light harvesting. 
Despite their very interesting properties the cost of these hybrid biomaterials may 
hamper their scale up and widespread applications in artificial light-harvesting systems. 
Recently, organic–inorganic hybrid materials attracted considerable attention for their 
low costs and excellent mechanical properties, which are required for device 
applications. Within this area, large interest has been focused on quantum dots286 and 
plasmonic nanostructures.287 
 
In the following, a selection of studies on different classes of artificial supramolecular 
light-harvesting systems is reviewed. The necessarily limited number of reported 
examples has been focused on those which are based on the quantum-chemical 
strategies we have described in the previous sections.  
 
5.1.1 Bridged dyads and dendrimers 
   
Intramolecular EET in molecular dyads288 has been studied in great detail over several 
decades in order to learn about the underlying mechanisms, especially in terms of how 
the rate varies with distance and orientation.  In this context, structures where the EET 
units are linked by rigid linkers (also called “molecular wires”) are to be preferred to 
flexibly-linked molecular dyads. Systems containing perylene imide chromophores, 
metal and metal-free porphyrins as well as boron dipyrromethene (Bodipy) dyes have 
been largely used for their specific characteristics as both light absorbers and EET 
donors/acceptors. In particular porphyrins are ideal chromophores for artificial light 
harvesting because they are structurally similar to photosynthetic pigments and have 
advantageous photophysical properties, such as photostability, visible-light absorption, 
long-lived excited states, rapid excitation energy exchange, and high molar extinction 
coefficients, which can be easily tuned by metal coordination.   

As described in section 3.1.3, the presence of a molecular linker (bridge) between the 
D/A pair in the dyad can induce specific through-bond (TB) effects involving either 
superexchange or polarization effects or a combination of the two. In particular, the 
presence of p-conjugated bridges consisting of covalently connected identical repetitive 
molecular motifs has been largely studied for their characteristics which make them 
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promising candidates for mediating charge/energy transfer over long distances, namely 
their rigidity and rod-like structure and more importantly their high degree of electron 
delocalization.  

Recently, an analysis based on the QM/MMPol approach described in section 3.1.2.1 
has been used to dissect the different contributions to the TB effect in dyads of the type 
D-bridge-A. Three different models were introduced (see scheme 2): (a) model M0, a 
full-QM approach which neglects the bridge; (b) model Mc, a full-QM approach, which 
includes the bridge at QM level by adding it (fully or partially) to the D or A fragments; 
and (c) model MMPol, a hybrid QM/MM approach where the bridge is described using 
a polarizable MM description.  

 

Scheme 2 

In all models, hydrogens were used to saturate the free valences of the various 
fragments whereas the effect of the solvent was introduced through a PCM description 
(see section 3.1.2.1). This analysis has been applied to different dyads: a perylene 
diimide chromophore (PDI) linked via a triphenylene bridge to a terrylene diimide 
(TDI) chromophores,148 a perylene monoimide (PMI) bridged to a Ph-TDI through a 
ladder-type pentaphenylene (pPh) spacer151 and various dimers formed by zinc- and 
free-base- porphyrins  with a diaryl-ethyne linker.152,289 In all cases a TDDFT 
description was used for the calculation of the electronic couplings through a direct use 
of the full transition densities (see eqs 1.3, 16.3 and 20.3).  The comparison of the three 
models allows a double analysis: (i) by comparing M0 and MMPol, the polarization 
effects of the bridge which can enhance or screen the coupling can be quantified and (ii) 
by comparing Mc and MMPol the superexchange effect can be estimated. It was found 
that not only the TB contribution largely varies with the nature of the D-bridge-A 
system but also that the same type of bridge can act in very different ways when 
changing the linking D and A moieties. 

For example in the case of porphyrin-based systems,289 a purely screening effect leading 
to a reduction of the EET rate was found for a given choice of the bridge and the 
porphyrin pair while this effect represented only a small contribution of the full TB 
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effect when the same bridge was linked to two differently substituted porphyrins. In the 
latter case, the main TB effect was better interpreted as a QM superexchange. To 
quantify it, the so-called “mediation rate constant” introduced in previous analyses290 
and defined as the difference between the full rate and the through-space (TS) 
contribution, was calculated as . By using bridges of different 

lengths,  was fitted versus the D/A distance (R) with an exponential function Ae-βR 

and a very good fitting was found when the parameter β (the so-called “attenuation 
factor”) was made solvent-dependent. Indeed, several studies have shown that the use of 
the β-value as a simple descriptor of ‘‘conduction’’ is rather limited as this is not a 
bridge specific parameter, but instead a donor-bridge-acceptor ensemble parameter. 
Effects of the fluctuations on the relative orientation of the D-bridge and bridge-A were 
also investigated through a scan of the corresponding dihedral angles. It was found that 
classical contribution to the coupling is favored by the configuration, where the two 
porphyrins are coplanar and perpendicular to the bridge plane, which probably 
corresponds to the smallest screening induced by the bridge. Conversely, the 
superexchange contribution, favored by the communication between the π orbitals of 
the porphyrin and those of the bridge, tends to its maximum when the whole system lies 
on the same plane. Finally, the variation of the zinc-porphyrin angle with the bridge 
affects the coupling more than the corresponding variation of the free-porphyrine. 

A related study on the TS and TB contributions to the EET rate was recently presented 
on BODIPY-anthracene dyads separated by conjugated bridges of different lengths.291  
The through-space contribution to the EET rates was calculated either in the PDA or 
from monomer transition densities using a DFT/MRCI description. Furthermore, the 
influence of the nuclear motion was taken into account based on short ab initio 
Born−Oppenheimer MD trajectories. For all dyads in which the transition dipole 
moments of donor and acceptor are oriented in a parallel manner, EET rates were found 
in the order of the temporal resolution of the experiment when a fragmentation model in 
which the bridge is included in the donor moiety (e.g. something similar to Mc model) 
is used. If the simpler fragmentation model completely neglecting the bridge (e.g. M0) 
is applied, the EET rates become significantly too small. For dyads, in which the 
transition dipole moments are oriented in a perpendicular manner, dynamic effects play 
an important role, increasing the computational EET rate by up to 10 orders of 
magnitude, compared to the static model.  

The dynamic properties of the bridge giving rise to different conformations are indeed 
known to be extremely important in determining the EET rate especially when 
involving triplets. Among the first to show experimentally the influence of the bridge 
conformation on the donor–acceptor electronic coupling in D–B–A systems were 
Harriman and co-workers.292 They probed the effect of torsional angles within the 
bridge structure on the rate of intramolecular triplet excitation energy transfer kTET in a 
series of ruthenium(II)/osmium(II) (tpy)2 donor–acceptor complexes linked by 
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ethynylene-substituted biphenyl bridges. Another approach to investigate how bridge 
conformation affects the flow of excitation energy or electrons between the donor and 
acceptor in D–B–A systems is to use temperature as a way to tune the Boltzmann 
distribution of conformations. Albinsson and co-workers have investigated the 
temperature dependence of TET, both experimentally and theoretically, in a series of 
zinc(II), and free-base porphyrin separated by 2−5 oligo-p-phenyleneethynylene 
units.293  

 

Figure 3. The porphyrin-bridge (ω) and internal bridge (φ ) dihedral angles used to model the 
conformational dynamics and the calculated electronic coupling, VDA, for combinations of 
various dihedral angles. Reprinted and modified with permission from Ref [293]. Copyright 
2006 American Chemical Society.  

 In that study, the transfer rates showed exponential distance dependence for the entire 
temperature range, but more interestingly the attenuation factor, β, was found to be 
temperature dependent. In parallel to these experiments, a theoretical model was derived 
to calculate the total electronic coupling, based on a Boltzmann distribution of the 
bridge conformations. The procedure involved DFT calculations of the potential energy 
surfaces as a function of the porphyrin-bridge angle rotation (ω) and the bridge unit 
rotations (φ) (see Figure 3) followed by calculation of the total electronic coupling VDA 
for each conformational distribution derived from half the triplet excitation energy 
difference (calculated at  TDDFT level) between the two lowest triplet excited states at 
the avoided crossing geometry. The average electronic coupling for the M−xB−M 

systems was then rewritten as   

From this equation it can be seen that the factor containing the porphyrin-bridge angle, 
V(ω), will only shift the coupling by the same amount for all compounds in the series 
and will, thus, not affect the distance dependence. The distance dependence will only be 

 VDA(ω ,ϕ1,ϕ2…ϕx−1) =Vx V (ω ) V (ϕ ) x−1
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governed by the constant factor, Vx, and the factor describing the bridge angle 
dependence of the electronic coupling, V(φ). Comparison of the theoretical and 
experimental results suggests that the bridge conformation, described by the dihedral 
angles between the individual phenyl groups of the bridge, can be considered to be 
totally randomized on the time-scale of the transfer process.  
 
Besides their important role in furthering fundamental knowledge, small (dyads and 
triads) systems are not especially useful light-harvesting units since they rarely collect 
more than 30% or so of the visible spectral range. There are additional problems 
relating to self-absorption and chromophore density and, in almost all cases, molecular 
dyads fail to fulfill the essential requirements inherent to a viable sensitiser for solar 
cells. Larger arrays are needed that overcome these issues: a possible strategy is that of 
using the layered structures inherent to most classes of dendrimers.294  

Key to their success is a rapid transport of electronic excitation energy from peripheral 
antennas to photochemical reaction cores. Such energy transfer is conventionally 
attributed to either dipole–dipole interactions (Förster mechanism) or the overlapping of 
donor and acceptor electronic wave functions (Dexter mechanism). In dendrimeric 
structures, however, a fundamental role is played by the geometry which can take the 
branches from the weak coupling to the strong coupling regime.  
 
This behavior was seen in a series of small phenylacetylene dendrons.295 By using ab 
initio CASSCF and CASPT2 calculations, the presence of large electronic coupling in 
the emitting geometry that is not seen for the absorbing geometry of the same molecules 
was evidenced and understood in terms of a variable excitonic coupling between the 
phenylacetylene branches. The origin of this geometry-dependent coupling was 
investigated through the interpretation of the calculations in terms of Förster, Dexter, 
and through-bond charge-transfer interactions. To dissect these effects a modified 
Harcourt model (see section 3.1.3) was used. It was found that the first Coulomb-like 
term of the Harcourt eq 23.3 remains nearly constant as the geometry relaxes, while the 
charge-transfer term increases from the absorbing to emitting geometries, despite the 
absence of large changes in charge distribution. A comparison of meta- versus para-
substituted phenylacetylenes was also presented showing that the assumption that meta-
conjugation effectively prevents electronic communication between dendrimer arms is 
only true at the ground state geometries. The fact that the absorption spectrum 
undergoes little change as more segments are added is due to a fortuitous cancellation of 
coupling terms and not, as previously assumed, due to an intrinsically small coupling 
between the arms. When this balance is perturbed by nuclear relaxation on the excited-
state potential energy surface, strong excitonic couplings are found. 

The role of nuclear relaxation and dynamics in energy transfer processes of dendrimers 
has been further analyzed through nonadiabatic dynamics simulations. In particular the 
nonadiabatic excited-state molecular dynamics (NA-ESMD) framework developed by 
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Tretiak and coworkers296 has shown to achieve an efficient and accurate description of 
ultrafast unidirectional energy transfer in dendrimers and in other extended conjugated 
molecular systems. The method combines the CIS formalism with a semiempirical 
Hamiltonian and treats quantum transitions among multiple adiabatic excited state 
potential energy surfaces through the fewest-switches surface hopping (FSSH) 
algorithm.297 Excited-state calculations are performed using the collective electronic 
oscillator (CEO) approach.298 The main finding of these studies is that in dendrimers 
with a dense manifold of excited states (such as in π-conjugated systems), strong 
exciton−phonon coupling and thermal disorder are the principal contributors to the 
ultrafast dynamics. More specifically, the electronic energy-transfer mechanism 
involves the ultrafast collapse of the photoexcited wave function due to nonadiabatic 
electronic transitions. The localization of the wave function is driven by the efficient 
coupling to high-frequency vibrational modes leading to ultrafast excited-state 
dynamics and unidirectional efficient energy funneling.299  

 
5.1.2 Conjugated polymers and organic crystals 
 
Energy gradients, or cascades, play a central role in energy transport. In most organic 
materials, energy is readily exchanged between electronic and vibrational degrees of 
freedom, with the consequence that excitons very effectively follow downhill energy 
gradients. This mechanism through which excess energy is converted into vibrations 
suppresses back transfer, while permitting further down-hill transport.  
Cascade effects have been observed in conjugated polymers (CP). Upon 
photoexcitation, the initially created exciton can be delocalized both along and between 
polymer chains. The energy landscape for these excitons is governed by intra- and 
interchain conformations as well as dynamics.  
 
In the idealized sense, the conjugated network of a CP may be formally extended over 
the entire polymer chain. However, in reality torsions and energetic disorder along the 
chain as well as chemical defects limit the persistence length of a given π-conjugated 
domain.  We can imagine to cut a large conjugated polymer chain into a series of linked 
“chromophoric” units in which the electronic coupling between domains can be both 
through-space via Coulomb coupling and through-bond via 2p orbitals of the carbon 
atoms of nearest neighbor segments.  This implies that the diffusion and mobility of an 
excitonic state through a conjugated polymer material will be determined by strong and 
weak electronic couplings. Therefore, a Förster hopping model may not adequately 
describe energy transfer in these materials. A possible approach to calculate the 
coupling in polymers is to adopt the so-called ‘‘line-dipole’’ approximation.300 
The idea is exactly that of partitioning the transition density of the whole system into 
corresponding subunits and to define a fractional transition dipole moment for each of 
these subunits. A numerically convenient way to decompose the total transition dipole 



 54 

moment into fractional dipoles is according to the sum rule 

       (1.5) 

where  is the transition dipole of the subunit a and ψiA(a) represents a discrete wave 
function defined on the basis of the subunits. The Coulomb integral for a dimer of two 
straight polymers yields approximately as  

    (2.5) 

This approximation of the excitonic interaction is called the ‘‘line-dipole’’ 
approximation, as the fractional transition dipoles follow the ‘‘line’’ of the polymer 
chain.  In order to use the ‘‘line-dipole’’ approximation for bent polymers one has to 
consider the changing orientation of the subunit dipoles by a transformation which maps 
the straight polymer chain to the curved real polymer chain. For strongly bent or even 
kinked polymers, the wave function is partitioned at the kinks, and each segment 
between two kinks is assumed to be an independent spectroscopic unit.  

Alternatively to the “line dipole” approximation also a monopole approximation 
(similar to that used in the TrEsp approach described in section 3.1.1) has been used 
where the atomic charges are here fitted so to reproduce the total transition dipole 
corresponding to the selected excitation.301 This approximation has been used to 
investigate the relative efficiencies of interchain versus intrachain energy-transfer 
processes in conjugated polymers by using semiempirical Hamiltonians in combination 
with a CIS description of the excited states.116,302,303 The calculations predict faster 
intermolecular energy transfer as a result of larger electronic matrix elements and 
suggest a two-step mechanism for intrachain energy transfer with exciton hopping along 
the polymer backbone as the limiting step. Successive studies based on the same 
monopole approximation for the electronic coupling have been extended to TDDFT 
calculations combined with trajectories from classical molecular dynamics simulations 
and applied to study the exciton migration dynamics in amorphous polymeric 
semiconductors.304 To reproduce the electrostatic environment of each polymer chain, 
the polarization of the QM subsystem by the surrounding charges residing on the MM 
atoms of the neighbor chains were incorporated (the values of the point charges were 
the same used for the force field). The main finding was that the interchain excitonic 
couplings for amorphous MEH-PPV are usually small suggesting that the transport 
mechanism across chain can be described by incoherent hopping.   

Another aspect that has been investigated by combining quantum chemical methods and 
the monopole approximation of the transition densities is the validity of the nearest-
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neighbor approximation (NNA). This approximation considers only the interaction 
between the two adjacent molecules in a one-dimensional (1D) stack (four in a two-
dimensional (2D) layer) and thus reduces the task to a single “dimer” problem. The 
NNA is still widely used due to the extensive reduction of the computational effort. 
Calculating the exciton couplings in idealized 1D assemblies of stacked oligomers with 
different repetition units, it has been demonstrated that long-range interactions with 
remote non-nearest neighbor molecules become of importance for long oligomers and 
polymers, and cannot be neglected in the calculation of exciton couplings in molecular 
assemblies.305 In the same study, the impact of the self-screening of the molecules in the 
crystal has been also investigated by weighting the excitonic couplings by a distance-
dependent s factor as that proposed within the PCM scheme (see eq 18.3). The results 
showed the expected decrease in the stack exciton coupling after correction for 
screening compared to the bare interactions, even if the coupling peaks at approximately 
the same length with or without the correction. This was explained by the fact that the 
shift in the permittivity going from the dimer to the full 1D array is primarily due to the 
next nearest neighbor interactions (at intermediate distances) that are only weakly 
affected by the screening function. 

Among the materials for exciton transport, organic crystals are among those which have 
been more largely investigated from the theoretical point of view.306–308 Their favorable 
electronic properties arise from delocalized and highly polarizable π-electrons that 
support mobile charge carriers. The theory of exciton transport in organic 
semiconductors relies on two contributions. The first is the magnitude of the electronic 
coupling, which depends on the relative arrangement of the molecules in the crystal, 
whereas the second is the geometric relaxation of the molecule and its surroundings 
(reorganization energy). 

While it has been traditionally assumed that low-energy excitations in organic 
semiconductors are of single-molecule character (Frenkel type) due to weak solid-state 
screening and intermolecular interactions, there is experimental and computational 
evidence for charge-transfer (CT) excitons in organic solids such as in oligoacene 
crystals. In this context, a diabatization scheme capable of computing the total excitonic 
coupling (short- and long- range) between multiple excited states (e.g., between FE and 
CT states) should be preferred. A general diabatization scheme to compute the excitonic 
couplings between multiple excited states in molecular dimers has been proposed by 
Arago and Troisi309 using an algebraic procedure to find the diabatic states. By applying 
this scheme at the TDDFT level by using a long-range corrected density functional to 
the tetracene crystal dimer, the authors have shown that the excitonic couplings 
computed within the three-state approximation present a continuous behavior and do not 
suffer from a breakdown as it is the case when only two states are considered. 
Additionally, by combining the scheme with the PCM model in its standard linear 
response implementation (nonequilibrium)  (see section 2.2.1), they have shown that the 
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coupling between one Frenkel state and a charge-transfer state is increased when 
augmenting the relative dielectric constant of the solvent. This suggests that, in the 
crystal environment, a larger mixture between FE and CT states than in vacuum should 
be expected.  

A similar diabatic approach has been used310 to show that the excitonic coupling in 
molecular crystals of anthracene and tetracene undergoes a very large fluctuation at 
room temperature as a result of the combined thermal motions of the nuclei. In this case 
the unitary matrix which defines the relation between the diabatic and adiabatic 
Hamiltonian matrix is the one which minimizes the difference between the transition 
dipole moments from the ground state of the diabatic states and the  transition dipole 
moments from the ground state of two isolated molecules in the same geometry. By 
combing this diabatization scheme within a TDDFT description with classical MD, they 
could investigate the effects of dynamics in the excitonic coupling in molecular crystals 
of anthracene and tetracene. The results of such an investigation was that the excitonic 
coupling undergoes very large fluctuations at room temperature as a result of the 
combined thermal motions of the nuclei, thus significantly affecting the description of 
exciton transport in the organic crystals. To analyze in more detail the excitonic 
coupling dynamics, the Fourier transformation of the autocorrelation function of the 
fluctuations of the coupling has been computed (see Figure 4) 

 

 

Figure 4. (a) Chemical structure and crystal arrangement for anthracene with the labeling of the 
nonequivalent nearest neighbors (molecular dimers A and B). (b) Fourier transform of the 
autocorrelation function of the excitonic coupling between the first excited states of the 
neighboring molecules for anthracene dimers A (top) and B (bottom), at 300 K. Reprinted and 
modified with permission from Ref [310]. Copyright 2015, American Physical Society.  
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The spectral density reported in Figure 4 reveals that low-frequency vibrations below 75 
cm−1 for both pairs A and B in anthracene are responsible for the large modulation of 
the excitonic coupling whereas vibrations above 200 cm−1 seem to hardly contribute to 
the modulation of the coupling. The peaks in the spectral density correspond to low 
frequency phonon modes with the largest exciton-phonon coupling. If only the 
Coulombic interaction is used, the exciton coupling fluctuation is much reduced, 
suggesting that short-range interaction is the main player for the modulation of 
excitonic couplings in molecular crystals.  

 
 
5.1.3 Quantum dots and plasmonic nanoparticles 
 
Recently, organic−inorganic hybrid materials attracted considerable attention in 
applications as artificial light-harvesting systems for their low costs and excellent 
mechanical properties, which are required for device applications.  

Many hybrid complexes incorporate colloidal semiconductor quantum dots (QDs), also 
known as nanocrystals (NCs) which offer several advantages over traditional organic 
chromophores. These include intense photoluminescence, large Stokes shift with 
narrow, tunable emission (based on QD diameter or composition), excellent resistance 
to photobleaching, and recent advances in functionalization of the QD surface. For light 
harvesting applications, many of these properties favor the use of QDs as the primary 
antenna for electromagnetic radiation. QDs are most frequently used as FRET donors 
paired with fluorescent dyes, dark quenchers, or fluorescent proteins as acceptors.286 
The advantages of QDs as donors include the flexibility to efficiently excite the QD 
while minimizing direct excitation of the acceptor, the ability to optimize the spectral 
overlap between the QD and acceptor without introducing problematic crosstalk 
between their emission, and the ability to further optimize FRET efficiency by arraying 
multiple acceptors per QD.  

Quantum-chemical methods, such as DFT, are able to describe bonding, QD−ligand 
interactions, and the electronic structure with a reasonable level of accuracy. 
Unfortunately, DFT is numerically expensive, limited to maximum QD sizes of very 
few nm.281 As compared to the TDDFT treatment of organic molecules, where 
simulations of systems with several hundred atoms are feasible, in QDs computational 
cost rises due to two factors: the presence of transition metals and heavy elements (such 
as Cd, Pb, Te) requiring extended basis sets and the necessity of computing many 
excited states to simulate the optical properties of interest. Equivalently, the modeling 
of NC-molecule EET requires the consideration of a huge number of excited NC states 
(the excitons), and every exciton couples in a different way to the molecule, resulting in 
a specific distance dependence of the EET. Due to these still computationally 
challenging aspects, simplified QM approaches (such as semiempirical tight-binding 
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approaches) are commonly used to compute EET between NCs and both single 
molecular dyes311 or dye aggregates.312 

Another critical specificity of the EET modeling involving NCs is that the distances are 
typically in the same range as the size of the NCs, that is, few nm: extrapolating what 
commonly found for D/A molecules, the dipole approximation is expected to fail. A 
theoretical analysis of this issue has been reported in various works313–315 and 
unexpectedly it was found that the dipole approximation works surprisingly well when 
the donor and/or acceptor is a spherical QD, even at contact DA separations, as shown 
in Figure 5. 

An explanation for this unexpected behavior was proposed on the bases of electrostatic 
considerations for DA systems made of two CdSe QDs (3.9 nm size).314 By using the 
semiempirical pseudopotential method to calculate the atomistic single-particle wave 
functions, it was shown that the transition density of the QD is built up from two quasi-
spherical clouds with opposite sign. As a result, the potential generated by the QD 
transition density can be approximated as the sum of the potentials generated by two 
point charges located at the centers of such oppositely signed clouds. For the QD 
considered, such centers of charge are separated by ~7 Å: the QD transition density can 
therefore be described as a transition dipole defined by two charges separated by such 
distance, which is clearly smaller than the center-to-center separations accessible to 
donors and acceptors. 

 

Figure 5. Squared electronic couplings predicted by the full 3D expression (diamonds) and by 
the point dipole approximation (dashed lines) between two 3.9 nm CdSe QDs as a function of 
their center-to-center separation. Reprinted and modified with permission from Ref [314]. 



 59 

Copyright 2008 American Chemical Society.  

Energy transfer from a CdSe NC coupled to a single tetrapyrrole-type molecule has 
been successively studied by means of a tight-binding model combined with a CI 
characterization of the Coulomb-correlated electron−hole pairs.311 A replacement of the 
transition densities by atomic-centered partial transition charges was introduced for both 
the NC and the molecule. A spherical NC was compared with a similar large NC of 
pyramidal and hemisphere shape. Because of the different exciton energies and wave 
functions, the transfer rates differ somewhat for the three types of NC, however, for all 
of them the Coulomb correlation essentially determines the magnitude of the transfer 
coupling and the exciton energy.  

Still following a Coulomb scheme, the role of a complex dielectric environment (and 
external electric fields) in the coupling of QD has been also investigated.316 A self-
consistent solution of the Schrödinger and Poisson equations was introduced to 
calculate the Förster coupling between nanoparticles of arbitrary size, shape, and 
orientation, embedded in an arbitrarily complex electrostatic environment of position-
dependent dielectric constant ε(r). The Förster coupling was shown to be either 
increased or decreased as a function of the nanoparticle shape and of the properties of 
the dielectric environment. For example, it was shown that by inserting a third dot in 
between two QDs, the coupling is either suppressed or increased depending on the 
orientation of the material dipole moment. This can be intuitively explained by image 
dipoles due to the dielectric presence of the third dot. In the case of parallel dipoles 
perpendicular to the distance vector, the coupling is decreased because the two dots 
create opposite image dipoles within the third dot thereby suppressing the effective 
potential experienced by the other dot. In the case of parallel alignment of the dipole 
moments to the distance vector, the coupling increased as now, the image dipoles are 
aligned parallel and effectively increase the potential created by one dot seen by the 
other.  This behavior is exactly equivalent to that expected for two chromophores 
(represented as dipoles) in a spherical dielectric cavity.132 

Another mechanism of fundamental interest in the context of artificial LH, is the 
Localized surface plasmon resonance (LSPR) that exists at a surface of a metal 
nanostructure which is related to the collective electronic excitation of the conduction 
electrons in response to an applied electromagnetic field. LSPR can intensify light 
scattering and enhance light concentration around the nanostructure. The extreme 
tunability of the LSPR for noble metals nanostructures, especially those made from 
silver and gold upon subtle changes in size, shape, and dielectric environment, make 
these plasmonic nanostructures suitable for a variety of applications including surface 
plasmon enhanced spectroscopies. 

The combination of plasmonic effects with energy transfer mechanisms has also gained 
a strong interest.317 
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Energy transfer between donor and acceptor fluorophores is in fact efficiently mediated 
through intense surface plasmon modes to extend the FRET distance range and improve 
the fluorescence signal. For example, it was demonstrated that long-distance energy 
transfer is obtained when donor and acceptor moieties are located on the opposite 
interfaces of an Ag film of 30–120 nm of thickness.318 Multilayer samples having a 
structure substrate–acceptor–Ag–donor (where the donor was a dye and the acceptor an 
electroluminescent conjugated polymer), have also been tested showing an 
enhancement of the acceptor luminescence for Ag thickness ranging from 30 to 150 
nm.319 In both cases, the environment acts through its LSPR, which can mediate the 
donor–acceptor interactions. This mediating role however is extremely complex as it 
involves different photophysical phenomena in addition to the EET process; for 
example the LSPR can affect the donor absorption process, can enhance or quench the 
emission of both donor and acceptor moieties, and finally it can act as a competitive 
energy acceptor. All these SP-dependent processes are also strongly sensitive to the 
setup conditions, nature and shape of the metal bodies, nature and relative 
position/orientation of the D–A pair, relative position/orientation between the D–A pair 
and the metal, presence of a solvent, etc.  

Due to this complexity, a quantum chemical description of the process is a 
challenge;320,321 however by combining quantum chemical descriptions of the D/A pair 
and an extension of the PCM described in section 2.2.1 to metal nanoparticles (MNP) 
an efficient strategy has been proposed.322 Two are the main aspects of novelty of this 
strategy if compared to others previously used:323–326 first, the molecular systems 
involved in the EET process, as well as the EET process itself, are not described 
classically in terms of (polarizable) point dipoles, but through a full QM approach; 
secondly the effects of the composite environment (MNPs and solvent) are described 
using a single QM/classical formulation in which all the components of the system (the 
D–A pair, the MNPs, the solvent) are mutually polarized. Moreover, the model is not 
limited to nanoparticles of simple shapes such as planar surfaces and spheres, and does 
not require assuming a dipolar-response for the metal. For excitonic systems as those 
represented by stacked dimers, a screening of the electronic coupling is found for all 
different dimer–MNP arrangements. In contrast, when donors and acceptors are 
separated by the MNPs, an enhancement of the electronic coupling is found together 
with a parallel enhancement of the EET quantum yield. However, MNPs do not only 
affect the excitonic interactions and the EET efficiency but they also give rise to new 
nonradiative decay channels that compete with the intermolecular EET process. As a 
result, even if the EET process is increased, the final effect is often a reduction of the 
emission from the acceptor.  

More recently the PCM-plasmonic approach has been combined with a polarizable MM 
description of the molecular environment. The resulting QM/MMPol/PCM multiscale 
approach was applied to the modeling of the plasmon induced fluorescent enhancement 
of pigment-protein complexes such as PCP327 and FMO.328 The specificity of such a 
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formulation is that no approximations are introduced in the modeling of the cluster of 
interacting pigments (which are treated quantum-mechanically) and the effect of the 
protein can be accounted for using a fully polarizable MM description in terms of 
induced dipoles (see section 2.2.1). The applications done so far have shown the 
potentials of this multiscale description not only in determining the optimal composition 
of the biohybrid device (number and type of metal nanoparticle, hotspot configurations) 
but also in a detailed investigation of the plasmonic effects in the different processes 
(absorption, energy transfer and emission) that combine to give the resulting 
fluorescence behavior.  

A different strategy to describe MNP-induced local fields is through a microscopic 
theory of interacting molecule-MNP329 systems. Such a theory introduces an appropriate 
Hamiltonian and treats the Coulomb interaction between the molecules and the MNP 
nonperturbatively. Then, the complete summation of the coupling accounts for mirror 
charge effects and local field enhancement due to the presence of the MNP. This 
approach has been extended to compute the plasmon enhancement of intermolecular 
excitation energy transfer. The approach is based on a nonperturbative consideration of 
the Coulomb coupling matrix elements responsible for EET between the molecules and 
the MNP.330 Such a microscopic theory (i) includes the molecular electron-vibrational 
states in any level of sophistication, (ii) offers a microscopic description of the MNP 
electrons, and (iii) accounts for the molecule–MNP coupling nonperturbatively. To 
reduce the huge amount of electronic and vibrational degrees of freedom (DOF) a 
system–reservoir (environment) separation is introduced. In this approach, a separation 
of the MNP electron dynamics into a collective motion corresponding to that of the 
electrons center of mass and into an intrinsic motion relative to the center of mass 
motion is introduced. 

 
5.2 Biological light harvesting systems 
 
In the last decades, much research has been directed toward the development of 
quantitative models of light harvesting in PPCs able to rationalize their spectral and 
energy transfer properties based on the crystal structure.2–21 In some cases, structural 
information is only used to estimate the electronic couplings among the participating 
pigments using simple approaches like the point dipole approximation described in 
Section 3. Then the site energies in the complex are determined by simultaneous fitting 
of a variety of steady-state or time-resolved spectroscopic data. Often, like in the LHCII 
complex of plants, the large number of pigments involved make those fittings 
ambiguous, so other studies, especially in the last years, attempt also the prediction of 
site energies using the quantum-chemical methods described in Section 2. Due to the 
recent discovery of long-lasting quantum coherence effects in several photosynthetic 
complexes,183,184,188–200 which have underscored the importance of the vibrations in the 
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energy transfer process, in the last decade some groups have also pursued the prediction 
of the spectral density of pigment-protein coupling from simulation (see section 4).  
  
In the following sections, we summarize the studies on photosynthetic PPCs performed 
mostly in the last 20 years by using quantum chemical methods. In particular we shall 
follow a classification based on the location of the PPC with respect to the 
photosynthetic membrane and the reaction centers. Integral membrane antennas like 
LH2 or LHCII cross the lipid bilayer, whereas peripheral membrane antennas like the 
phycobilisomes of cyanobacteria, or chlorosomes and the FMO complex from green 
bacteria are linked to one side of the membrane.  Moreover, integral membrane 
antennas can be divided into core antennas, closely associated with reaction centers, like 
the CP43 and CP47 complexes of RC PSII or the LH1 complex of purple bacteria, and 
accessory antennas, like LHCII or LH2.  
The description of peripheral, accessory and core antennas, will be followed by that of 
reaction centers; in this case, the focus will be restricted to their excited states and light-
harvesting properties rather than their charge transfer characteristics, which are outside 
the scope of the present review. 
 
	
5.2.1 LH1 and LH2 
 
The light-harvesting antennas of anoxygenic purple bacteria have been characterized in 
great detail, and they constitute probably the best understood of all antenna systems in 
photosynthetic organisms. It is constituted by two light-harvesting antenna complexes 
known as the light-harvesting 1 and 2 (LH1 and LH2).331,332 LH2, also called B800-850, 
is the main accessory antenna complex found in the membrane, characterized by two 
strong absorption bands at 800 and 850 nm, whereas the core LH1 complex shows a 
single absorption band at 875 nm and is closely associated with the RC. In some species 
a spectroscopic variant of LH2 called LH3 (B800-820) is found when the organism is 
grown at low-light conditions. In LH3 the 850 nm band in LH2 is displaced to 820 nm, 
and this antenna partially or even completely replaces the presence of LH2 in the 
membrane.333 The crystal structure of LH2 was first solved for the bacteria 
Rhodopseudomonas acidophila334–336 and Rhodospirillum molischianum,337 and later 
structures for the LH1-RC complex in Rhodopseudomonas palustris338 as well as for the 
LH3 antenna of Rps. acidophila333 were obtained. All three PPCs display a symmetric 
ring structure based on a common repetitive a-b subunit formed by two transmembrane 
alpha helices, the a- and b-aproprotein, three BChls and one carotenoid (rhodopin 
glucoside). In LH2, the size of the ring have ca. 65 Å diameter and can vary among 
different species, and the crystal structures solved so far describe 8-fold (24 BChls, Rs. 
molischianum) and 9-fold (27 BChls, Rps. acidophila) symmetries, as illustrated in 
Figure 6. For LH3, the crystal structure solved contained the same 9-fold symmetry as 
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LH2 in Rps. acidophila. In contrast, the LH1 ring has a larger size of ca. 120 Å diameter 
and can contain up to 16-18 subunits, each one containing two BChls. 
 

 
Figure 6. Structure of the LH2 antenna of the purple bacterium Rhodopseudomonas 
acidophila.339 a) Top view. b) Side view. 
 
The impact of excitonic coupling on the excited-states of LH2 is immediately apparent 
in the two absorption bands observed at 800 and 850 nm, and can be understood based 
on the double-ring arrangement of BChls in the complex.331,340 Thus, the 8-9 BChls that 
contribute to the 800 nm feature, which form a ring with the BChl planes parallel to the 
membrane plane, are relatively far apart from each other thus showing weak electronic 
couplings among them. In contrast, the 16-18 BChls that contribute to the 850 nm band 
are closely packed (ca. 9 Å center-to-center separation) with their molecular plane 
almost perpendicular to the membrane plane. The strong electronic interactions in the 
B850 ring translate into a band of excitonic states, where the oscillator strength is 
concentrated in states absorbing near 850 nm. Thus, the LH2 antenna is an elegant 
example on how absorption spectra can be tuned through excitonic interactions, 
although the axial ligands and the amino acids hydrogen-bonded to the BChl also 
modulate the site energies of the pigments, and therefore their optical spectra.248,341–343 
 
The strong dependence of the spectral and energy transfer properties of LH2 on the 
particular values of electronic couplings involving the BChl pigments in the B850 ring 
has made it a perfect test system for progressively more and more accurate quantum 
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chemical calculations of this important quantity (see section 3.1). Thus, the first 
calculations based on the crystal structure of LH2 adopted transition-monopole 
expressions evaluated using the semiempirical QM-consistent-force-field/p-electron 
(QCFF/PI) method,344,345 or mixed strategies where interactions among close pigments 
were derived from supermolecule semiempirical INDO/S-CI calculations, whereas 
couplings involving well-separated BChls where estimated using the dipole 
approximation.346–348 The coupling strengths estimated in such studies, which allowed 
rationalizing the spectra of LH2, clearly indicated a strong delocalization of the excited-
states in the B850 ring. At the same time, it also became evident that static disorder 
could play an important role on the light harvesting process by redistributing oscillator 
strength among the exciton states.345,346 Despite the absence of a crystal structure for 
LH1, a geometric model of the LH1-RC assembly was also modeled by the Schulten 
group, allowing a first estimate of the electronic coupling strengths among pigments of 
the LH1 antenna and the RC.346 Subsequent advances based on the ab initio CIS method 
allowed the calculation of the Coulomb contribution to the couplings in LH2 through 
the introduction of the TDC method by Krueger et al.122,349,350 This methodology 
allowed a more realistic account of the 3D shape of interacting transition densities, and 
indicated that the PDA leads to strong errors in the evaluation of the Coulomb coupling 
at distances less than 15 Å for BChls, and even at distances longer than 20 Å for 
elongated molecules like carotenoids.122 Those studies also suggested that the 
carotenoids in LH2 could mediate the B850®B800 BChl-BChl transfer through 
superexchange interactions, thus potentially explaining the apparent discrepancy 
between observed rates and those predicted by Förster theory.350 Moreover, the TDC 
method was used to explore the coupling strength between the S2 (bright) and S1 (dark) 
states of carotenoids to the Qx and Qy states of BChl in LH2, an interaction that would 
be zero by definition based on a point dipole picture. That study indicated that the major 
light harvesting pathway involving carotenoid absorption in LH2 should involve an 
S2®Qx energy ransfer,349 a conclusion supported by later calculations performed by the 
Damjanovic and co-workers based on the PPP Hamiltonian.33 Interestingly, that study 
addressed for the first time both singlet and triplet transfers in LH2 by evaluating the 
full Coulomb and exchange coupling integrals, thus showing that triplet states in 8 
BChls of the B850 ring could be efficiently quenched by the carotenoids.  
Later studies used QM calculations to provide further insights in the electronic 
interactions in LH2. For example, calculations including nearby amino acids were used 
to assess the impact of the environment in the couplings,351,352 and comparison of 
supermolecule and TDC calculations showed that short-range contributions could 
account for 20% of the interactions in LH2.341 Calculations based on the CEO approach 
by Tretiak and co-workers explored the impact of dielectric environment effects on the 
excitonic properties as well as the validity of the exciton model in LH2, and 
underscored the importance of the predicted transition dipole strength for a given QM 
model chemistry in order to obtain reliable coupling estimates.353,354 A series of studies 
further examined the role of the carotenoid in the complex, and showed that S1-Qx 
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couplings involving the BChl-carotenoid pair could be approximated by scaling the 
corresponding S2-Qy ones, given that the S1 state gets oscillator strength by mixing to 
the S2 state.123,355–357 
 
Overall, these studies underscored the several aspects that should be considered in order 
to obtain a reliable QM estimate of electronic couplings in systems where the pigments 
are closely spaced: 1) the need to account for the 3D shape of the transition densities in 
the prediction of Coulomb contributions, 2) the inclusion of short-range effects and 3) 
the eventual correction of the computed couplings by scaling techniques if the transition 
dipole moment of the pigment is not well described by the QM method of choice. Apart 
from these important insights, the modeling of the energy transfer rates among the B800 
localized and the B850 excitonic states motivated the development of generalized 
Förster theories, where incoherent hoppings among multichromophoric donor and 
acceptor states are described.358,359  
 
Because the spectral features in LH2 are mostly determined by excitonic coupling and 
static disorder, and thanks to the symmetry of the BChl molecules in the complex, the 
site energies of the 3 distinct BChls where often taken as adjustable parameters in the 
studies described above. Several groups however studied how the individual site 
energies of the B800 and B850 BChl are tuned by the environment. TDDFT 
calculations, for example, showed that the similar red shift observed in the B800 BChl a 
molecules of Rs. molischianum and Rps. acidophila arise in one case due to the axial 
ligand coordinating the BChl, whereas in the other case the shift originates mostly from 
a hydrogen-bond.342 Later studies based on a combined QM/MD strategy showed that 
the spectral broadening in the B800 band arises from the polar environment, whereas in 
the B850 band it is due to excitonic effects.247,248 These studies also provided the first 
prediction of the spectral density of pigment-protein coupling for a pigment embedded 
in a PPC. Further investigations, however, showed that QM/MM calculations performed 
either at the ZINDO, CIS or TD-DFT level could lead to quite different site energy 
fluctuations. Interestingly, though, they suggested that correlations among the energy 
fluctuations of different BChls in LH2 should be negligible.124,360 A recent study 
combining MD simulations and electrostatic shift calculations provided the first 
simulation of the 2D electronic spectra of LH2 from atomistic simulations, and 
suggested that the B850 to B800 energy transfer is mediated by intermediate states 
delocalized over both rings.361 
 
Concerning the detailed characterization of the site energies in LH2, it is worth noting 
the subsystem TD-DFT calculations performed by Neugebauer,343 which allowed for 
the first time to account for large portions of the protein environment at a DFT level. 
That study in addition provided coupling constants in good agreement with previous 
empirically-scaled CIS estimates. Semiempirical ZINDO calculations were later 
presented to study the spectral properties of the wild type and a mutant LH2 and LH3 
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antennae of Rhodobacter sphaeroides, suggesting that excited-state absorption is 
dominated by charge transfer states between adjacent chromophores.362 A detailed 
analysis of the site energies in the LH2 and LH3 complexes was also provided in two 
recent studies, in which the protonation pattern along the complex was used as a tunable 
parameter in electrostatic shift calculations in order to describe the spectra of the 
complexes. Interestingly, those studies showed that in order to explain the spectral 
changes between LH2 and LH3 not only the site energies of the B850 (B820) ring 
should be changed, but also a 2-fold decrease in B820 couplings should be taken into 
account.363,364 
 
It is also worth noting the studies performed by the Schulten group, where atomistic 
simulations on the largest photosynthetic assemblies performed so far, including 
multiple LH1-RC and LH2 complexes, where performed in order to assess the impact 
that the spherical chromatophores of Rhodobacter sphaeroides365 or the lamellar 
chromatophore from Rhodospirillum photometricum366 have on the overall light 
harvesting process. Other recent studies have allowed, for example, determination of the 
DFT molecular orbitals of the complete LH1-RC and LH2 complexes using the EBF-
MO fragmentation method,367 or understanding why the natural sizes for LH2 rings are 
indeed optimized for light harvesting from combined MD and TD-DFT calculations.368  
 
5.2.2 Chlorosome and FMO 
 
The photosynthetic apparatus of green sulfur bacteria is characterized by the largest 
light-harvesting antenna system found in nature, the chlorosome, which contains 
hundreds of thousands of BChl pigments inside a lipid monolayer.369 The detailed 
structure of this huge complex is unknown due to its intrinsic large structural disorder. 
However, a model of the chlorosome structure has recently been obtained by combining 
solid-state NMR and cryo-EM images of a mutant bacterium that synthetizes a 
chlorosome mostly containing BChl d and forming regularly packed elements.370 The 
chlorosome is connected to the reaction center by the water-soluble Fenna-Matthews-
Olson (FMO) complex.371,372 This connection, however, is also mediated by the 
baseplate separating the chlorosome and the FMO complex, formed by CsmA proteins 
with a still unknown particular structural arrangement. As already said, the structure of 
the FMO complex, in contrast, was solved 40 years ago, representing the first structure 
of a light-harvesting antenna known with atomic detail.1,373 That structure revealed the 
precise disposition of seven BChl a molecules contained in each monomer of the overall 
homotrimer structure of the complex. However, recent crystallographic studies on the 
FMO complex of Prosthecochloris aestuarii and Chlorobaculum tepidum have revealed 
the presence of an additional eight BChl a molecule.374  
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Figure 7. a) Trimeric structure of the FMO complex of the green sulfur bacterium 
Prosthecochloris aestuarii.374 b) Structure-based calculations estimate a site energy range of 
~500 cm-1 caused by pigment-protein interactions.375 c) Arrangement of the eight BChl a 
pigments in the monomer unit of FMO. 
 
Since the first structure of FMO was solved, a large number of theoretical and 
experimental studies have addressed the relation among three-dimensional structure and 
the optical and energy transfer properties of the complex. In contrast to the LH2 antenna 
of purple bacteria described in the previous section, where the main features of optical 
spectra arise due to strong exciton interactions in the B850 ring, the spectral features in 
FMO arise from the subtle tuning of the individual site energies due to the surrounding 
protein environment. Thus, whereas LH2 represents an ideal system in order to 
critically assess the reliability of electronic couplings estimated from QM methods, a 
large number of studies have tried to determine the relative ordering of the site energies 
in the FMO complex from structure-based calculations, a problem which has turned to 
be considerably more challenging than the prediction of couplings.  This was clear from 
an initial study on the spectral properties of FMO, in which the assumption of common 
site energies for all BChls, as was similarly done for LH2, was unable to explain its 
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spectral features just from the impact of excitonic interactions.376 The first study 
addressing this problem in the early 1990s used ZINDO semiempirical calculations of 
the BChl excited states including the presence of axial ligands and charged residues at 
distances less than 5 Å from the BChls.377 Whereas the predicted site energies still lead 
to unsatisfactory spectra, that study underscored the leading role of site energy shifts 
due to conformational effects or pigment-protein interactions compared to the shifts 
exherted by excitonic couplings in FMO.  
Adolphs and Renger achieved the first agreement between predicted and experimental 
spectral features in 2006, about 30 years after the first crystal structure of FMO was 
solved, by including the effect of all charged amino acids in the complex in electrostatic 
shifts calculations of the site energies based on the changes in dipole moment between 
ground state and the Qy excited state of BChl.378 That study also allowed rationalization 
of the small magnitude adopted for the Qy transition dipole moment in empirical fittings 
of the FMO Hamiltonian from the impact of dielectric screening effects in the electronic 
couplings. In that study, BChl-3 was predicted to be the energy sink of the system, 
suggesting that FMO should be oriented with BChl-3 in close proximity to the RC, a 
prediction later confirmed by experiments.379 These calculations were later refined in a 
more elaborate approach including the electrostatic effect of all amino acids in the 
complex, a non-standard protonation pattern in the complex, a more realistic description 
of the charge distribution in the electrostatic shift calculations, and polarization effects 
due to the surrounding dielectric environment.85 These studies suggested that the major 
features in the FMO spectra arise from electrostatic pigment-protein interactions, and in 
particular, mainly from the impact of the backbone of two alpha helices. Because 
conformational effects were limited to the impact of the torsion angle of the acetyl 
group on the BChl energies, the agreement found with experimental spectra suggested 
that out-of-plane bendings should have small effects <100 cm-1.  
Later a simpler but still effective recipe to compute site energies based on electrostatic 
shifts (see section 2.2.2) was also proposed, suggesting that the assumption of a 
standard protonation pattern for the FMO protein leads to a broader spectrum, the 
largest BChl energy difference being 495 cm-1 instead of 425 as predicted by the non-
standard protonation pattern.86 Inclusion of the eight BChl recently discovered in FMO 
in these calculations indicated that such BChl-8 should be the highest-energy site in the 
complex, suggesting that it acts as the linker to the baseplate, as shown in Figure 7.375 In 
that study, in addition, the impact of the neighboring baseplate and RC dielectric 
environments on the protonation pattern of FMO was predicted to lower the BChl-8 
energy by 80 cm-1. Different empirical fits of the site energies in FMO, however, lead to 
a variety of sets which can still describe its optical properties,372 thus the agreement 
with several experimental spectra can not be taken as a definitive proof of the goodness 
of the predicted sets of site energies. For example, ZINDO QM/MM calculations 
performed along MD trajectories of the FMO complex by different research groups lead 
to contradictory positions for BChl-8,380,381 one of the studies however supporting its 
position as the highest-energy site in the complex.375,381 Interestingly, the BChl-8 
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pigment was found to spontaneously unbind FMO monomers during MD 
simulations,380 suggesting it could be only partially bound to the complex in 
experiments performed on the monomer. 
The still considerable challenge in accurate prediction of site energies relies on the 
many aspects that can impact the final results. Some groups follow a strategy based on 
the crystal structure and mostly neglecting the impact of BChl conformation on site 
energies, like the studies performed by Renger and co-workers,85,86,375,378 whereas other 
groups account for thermal effects by averaging the computed properties over classical 
MD simulations.380,381 If internal geometries are not accurate enough as described by the 
classical force field, however, such strategy can also lead to substantial errors. On the 
other hand, the classical point charge description of the environment has been shown to 
introduce differences up to 100 cm-1 in site energies compared to linear-scaling DFT 
calculations of FMO in which the protein environment is described at the QM level.382 
In that strategy, different calculations are performed for each BChl in the presence of 
the environment, and electronic couplings are later computed from the corresponding 
transition densities. Another interesting strategy allowed determination of the uncoupled 
excited states of the whole complex from a single calculation based on subsystem TD-
DFT, which also allows extracting the coupling constants by turning on the coupling 
among different subsystems.99 That strategy has also been extended to allow the 
separation of bonded units among different subsystems.104 In these strategies, however, 
it is not straightforward to include protein dielectric screening effects in the estimated 
couplings, which can substantially impact the interpigment interactions. In subsystem 
TD-DFT, this can be done by activating the couplings among the pigment excited states 
and those from the environment, but this is at present rather costly.142 Another strategy 
to improve the point-charge description of the environment relies on QM/MM schemes 
based on polarizable force fields. A unique advantage of this approach is that it allows 
to account for the impact that a heterogeneous polarizable environment has on excitonic 
couplings, an effect that has been shown to modulate quite differently the interactions 
between different pigment pairs, leading to effective dielectric constants in the range 
0.9-2.3 for the FMO complex, significantly different from the common assumed value 
of 2.137 Finally, benchmark studies on FMO have shown the rather considerable impact 
that the adoption of different QM approaches, like ZINDO, CIS, TD-DFT, RI-CC2 and 
DFT/MRCI, can have on the predicted sets of site energies.51 
Beyond the challenging determination of site energies, the observation of long-lived 
coherences in the FMO complex at both low and room temperature183,383,384 has also 
spurred a plethora of studies aimed at understanding the impact that site energy 
fluctuations have on exciton dynamics. As we describe in Section 4, the objective of 
such studies has been, first, to assess the significance of correlated fluctuations of site 
energies,226,227,230 and second to characterize the structured nature of the spectral density 
of electronic-vibrational coupling and its impact on coherent energy 
transfer.227,230,252,257,258,380,385 Regarding the significance of site energy correlations, 
results based on MD-QM/MM strategies so far predict those to be negligible.226,227,229 
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Some cross-correlations were observed involving site energies and couplings estimated 
using the dipole approximation, however, those disappeared when the more accurate 
TrESP method was adopted.226  
However, the limited simulation time in those studies precludes assessing the impact of 
very slow protein motions. Interestingly, a recent study based on a classical normal 
mode analysis of the whole FMO motions showed that such slow modes can indeed 
induce significant correlations in site energies, although such effects were found to have 
a minor impact on exciton population dynamics and dephasing of coherences.230 
Regarding the determination of spectral densities, a first prediction was attempted by 
the Kleinekathöfer group based on ZINDO QM/MM calculations performed over an 
MD trajectory, showing that the different BChl pigments in FMO experience a rather 
similar spectral density.252 Such calculations allowed describing exciton dynamics and 
linear and two-dimensional spectra of the FMO complex from a time-dependent exciton 
Hamiltonian, indicating that coherent oscillations show be larger in the FMO trimer 
compared to the monomer, although those were found to be small at room 
temperature.380 A later study based on open quantum system approaches and TD-DFT 
QM/MM calculations, performed again along classical MD trajectories, found coherent 
beatings lasting for 400 fs at 77K and 200 fs at 300 K,227 in agreement with 
experiments, despite the absence again of site energy correlations.183,383,384 An 
alternative strategy based on a semiclassical simulation of exciton transfer in FMO 
allowed incorporation of protein relaxation effects in excited-state non-adiabatic 
simulations, effects neglected in standard ground state MD simulations.253 In this case, 
ground and excited state energies were obtained from the potential energy of the 
classical force field parameterized both for the GS and S1 states. The results indicated 
that pigment vibrations tend to diminish coherence effects at the ensemble level, 
although such effects were found to be much larger at the single-complex level. The 
study also remarked the importance of coupling fluctuations in coherent energy transfer. 
Further studies examined, for instance, the impact that the water-glycerol mixture 
adopted in experiments has on the spectral density as compared to a water solution,258 or 
showed that water-accessible pigments can experience dissipative environmental 
interactions much larger than pigments buried inside protein.257 A very recent study, on 
the other hand, parameterized the effect due to the pigment vibrations based on ab initio 
DFT molecular dynamics simulations of the pigments in gas phase.385 
The above-mentioned studies allow prediction of the spectral densities at frequencies 
over ~100 cm-1, as the spectral densities are typically derived from BChl 
autocorrelation functions computed for trajectories in the picosecond timescale. The 
impact of very low frequencies would need to extend MD simulations to much larger 
timescales. An interesting alternative was proposed by Renger and co-workers based on 
a classical normal mode analysis of protein motions.230 Assessment of the coupling of 
site energies along the normal modes allowed prediction of the low-frequency features 
of the FMO spectral density, showing good agreement with experiments. 
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Recently, the Aspuru-Guzik group has also presented a series of detailed studies on the 
light harvesting processes in the chlorosome,260,386,387 based on the model structure 
recently proposed,370 by combining TD-DFT calculations and MD simulations in order 
to derive the excitonic Hamiltonian and the spectral density of the system. Then, a 
subsequent study has allowed modeling the whole photosynthetic unit of green sulfur 
bacteria including the chlorosome, the baseplate, the FMO complex and the RC.388 
 
5.2.3 Phycobilisome and phycobiliproteins 
 
Compared to land plants, the available light that algae can harvest in marine 
environments is significantly reduced. For that reason, marine photosynthesis often uses 
special antenna complexes called phycobiliproteins (PBP) able to harvest sunlight in the 
450-640 nm spectrum, where chlorophyll absorption is minimal. Such PBP complexes 
contain special linear tetrapyrrole pigments called bilins, which are covalently attached 
to the protein scaffold through	 single	 or	 double	 cysteine	 bonds. The remarkable 
variety of bilin types then allows algae to adapt the spectral cross-section of their 
antenna complexes to the particular needs in a given habitat. In cyanobacteria and red 
algae, PBPs are organized in large multiprotein complexes anchored to the stromal face 
of the thylakoid membrane called phycobilisomes (PBS),389 which can contain different 
types of PBPs, namely, phycoerythrin (PE), phycoerythrocyanin (PEC), phycocyanin 
(PC) and allophycocyanin (APC). Such PBPs are organized as (ab)3 trimers of a basic 
ab monomer unit. In cryptophyte algae, however, the organization of the photosynthetic 
machinery is substantially different. These algae display a greater spectral diversity, 
although each species contains a single PE or PC antenna protein. In addition, such 
PBPs are located in the thylakoid lumen and are organized as an a1a2bb dimer.  
Since the first structures of PBPs were solved, a variety of experimental and theoretical 
studies have attempted to rationalize their spectral and energy transfer properties in 
terms of the underlying pigment-protein structure. In the LH2 and FMO complexes 
described in previous sections, exciton coupling or pigment-protein interactions mainly 
dictate the features of their absorption spectra, respectively, as they contain a single type 
of chlorophyll pigment. In PBPs, however, different types of bilins can be found in the 
same complex, and the possibility to tune their protonation states or their rather flexible 
conformation by the protein environment provides further mechanisms to adapt the 
spectral cross-section for light-harvesting. Scharnagl and Schneider performed the first 
investigation on the relation among structure and light-harvesting properties of a PBP 
based on QM calculations by studying the impact that interactions with nearby residues 
had on the excited state properties of the three phycocyanobilin (PCB) pigments in the 
α- and �-subunits of C-phycocyanin (C-PC) from the cyanobacterium Mastigocladus 
laminosus.390,391 A subsequent study further investigated the properties of the 
phycoviolobilin (PVB) chromophore in the α-subunit of phycoerythrocyanin (PEC) 
from the same cyanobacterium by combining semiempirical ZINDO calculations with 
MD simulations.392 In those studies, it was assumed that all pyrrole rings in the 
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pigments are protonated, as suggested by a coordinating Asp residue found in the 
crystal structures. This was later supported by Kikuchi and co-workers from ZINDO 
calculations performed on the PCBs of the C-PC complex isolated from the 
cyanobacterium Fremyella diplosifhone, which confirmed the protonated state of the 
bilin pigments by comparison to experimental spectra.393 Further studies based on 
TDDFT calculations coupled to the PCM solvation model, but explicitly including the 
effect of the coordinating Asp residue, further supported the protonated state of the 
pigments in C-PC and allowed the rationalization of its spectral and energy transfer 
properties in terms of the underlying structure,394,395 as well as underscored the large 
impact that conformational flexibility can have on the PCB excited state properties.396 
Womick and co-workers later used spectroscopic experiments to develop a model for 
the energy transfer properties of other PBPs, in which QM calculations were used in 
order to derive transition dipoles moments for coupling calculations in the R-PE 
complex,397 or to study the impact of vibronic non-Condon effects in the spectroscopy 
and dynamics of C-PC by evaluating the impact of vibrational modes on QM calculated 
transition dipoles.398 A more recent theoretical study allowed elucidation of the energy 
transfer pathways in trimeric and hexameric aggregation states of the cyanobacterial C-
PC based on TD-DFT, CIS and ZINDO calculations.399 
Regarding cryptophyte light-harvesting antennae, the first study relating light-
harvesting properties to the underlying structure of the complex was performed by 
Doust and co-workers, in a study that presented the first high-resolution structure of a 
cryptophyte PBP, the PE545 complex from Rhodomonas CS24. That study showed that 
both ZINDO, CIS and TD-DFT calculations in vacuum were able to correctly predict 
the two 15,16-dihydrobiliverdins (DBV) as the lowest energy pigments, although the 
relative order of the other six phycoerythrobilins (PEB) varied depending on QM 
method used.400 In a subsequent study, the PE545 excitonic Hamiltonian and energy 
transfer model was refined by computing excitonic couplings using the TDC method 
using CIS transition densities, and it was also extended to the PC645 complex of the 
alga Chroomonas CCMP270, which structure was also determined showing the precise 
location of the two phycocyanins (PCB) and the dihyrobiliverdin (DBV, b50/b61) 
bound on each b-subunit as well as the mesobiliverdin (MBV) pigment bound on each 
a-subunit.401 Later, the electronic coupling values in PE545 and PC645 were improved 
by taking into account the impact of dielectric screening effects as predicted from the 
PCM continuum solvation model.133,134 Those couplings were first used to refine the 
modeling of the light-harvesting dynamics in PC645 by combining experiments and 
generalized Förster theory,402 and later used to establish a model for the site energies 
and energy transfer pathways in PE545 by combining experiments and modified 
Redfield theory.238 A problem in these models, however, was that several models of site 
energies were able to explain steady-state spectra and energy transfer kinetics observed 
through transient absorption experiments. This problem was addressed in later studies, 
where a consensus model for the site energies of PE545 was established by combining 
spectral modeling and CIS polarizable QM/MM calculations performed along an MD 
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simulation.136,403 Interestingly, such consensus model based on experimental spectra and 
structure-based calculations indicated rather similar energies for the pseudo-symmetric  
central PEB50/61 pigments, in contrast to previous models based on empirical spectral 
fittings, as shown in Figure 8. In contrast to chlorophyll-binding complexes, the results 
in these studies suggested that site energy tuning in PBPs is achieved mainly by 
constraining the conformation of the bilin pigments in the protein scaffold rather than 
through electrostatic pigment-protein interactions.  In addition, the development of such 
polarizable QM/MM model allowed a detailed analysis on the impact that the 
heterogeneous polarizable environment surrounding the pigments in PE545 has on 
electronic couplings and energy transfer rates. The results showed that the 
heterogeneous dielectric properties of the complex can tune by a factor up to ~4 the 
energy migration rates compared to the common assumption of a homogeneous 
dielectric environment.136 Another study showed that exciton delocalization can 
considerably impact interprotein energy transfer among densely packed PE545 proteins, 
as found in the thylakoid lumen.404 

 
Figure 8. a) Structure of the PE545 principal antenna of cryptophyte alga Rhodomonas CS24.400 
b) Absorption spectra of PE545 and approximate position of the site energies of the eight bilins 
as determined by an empirical spectral fitting238 and by structure-based polarizable QM/MM 
calculations.403 Reprinted and modified with permission from Ref. [403]. Copyright 2013 
American Chemical Society.  
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In 2010, for the first time long-lived coherences were observed at room temperature for 
the PC645 and PE545 antenna complexes by Collini and co-workers.188 That finding 
lead to an increased interest in the interrelation among protein vibrations and energy 
transfer dynamics in those complexes. Viani et al. studied the significance of correlated 
fluctuations in PE545 from combined MD-QM/MM calculations,228 suggesting 
negligible site energy correlations that could eventually explain the persistence of the 
coherence effects observed. Interestingly, though, significant cross-correlations among 
site energies and couplings were observed, in contrast to what found previously for the 
FMO complex, probably owing to the more flexible nature of bilin pigments compared 
to BChl. Such correlations have also been suggested to play a role in coherences and 
energy transfer rates.207,208,219 The same MD-QM/MM strategy was later used to predict 
the spectral densities of PE545, suggesting that individual spectral densities can 
considerably vary among the complex, especially for the DBV pigments, which display 
an overall larger coupling at low frequencies compared to PEBs. This suggests that the 
"structured" nature of the spectral density and its impact in coherence can be obscured if 
they are averaged out over the pigments in the complex, as often happens in the 
experimental derivation of spectral densities. In addition, the coupling among protein 
and pigment motions was shown to considerably impact the intramolecular vibrational 
modes of the pigments in the protein environment, and thus, the spectral density.261 
Another interesting study relying on MD-QM/MM calculations compared the spectral 
densities for the PE545 and FMO complexes, showing that low frequency features in 
the spectral densities of FMO BChls are mostly due to environmental fluctuations, 
whereas in PE545 bilins they arise due to intramolecular modes.259,405 Finally, the recent 
determination of the crystal structures of the PC612 and PE555 complexes isolated from 
different algal species has shown a dramatically different quaternary structure, where 
the two ab monomers are rotated by ~73° to an open configuration compared to the 
"closed" configuration in other cryptophyte PBPs like PC645 and PE545, a change 
induced by the steric effects exerted by a single amino acid.200 Rather interestingly, 
experiments and CIS TDC coupling calculations showed that such "open" conformation 
leads to a dramatic decrease of excitonic coupling between the two central 
chromophores and leads to the suppression of the electronic and vibrational coherences 
observed in the "closed" forms.200 
 
5.2.4 PCP and FCP 
 
To capture the sunlight available in marine environments, some algae use special light-
harvesting antennae containing carotenoids instead of bilins. Diatoms, which are 
responsible for up to 25% of total carbon fixation,406  contain the membrane-bound 
fucoxanthin chlorophyll-a/c protein (FCP), which shares some structural and sequence 
homology with the plant LHCII complex, although it carries a larger number of 
carotenoids per chlorophyll.407 Fucoxanthin is able to absorb blue-green light, which is 
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able to reach the longest distances in water. Several techniques have been used to 
characterize the light harvesting properties of FCP, including two-dimensional 
spectroscopy.408–414 However, the absence of a three-dimensional structure of FCP has 
precluded structure-based calculations on this complex, although quantum chemistry 
has been used either to characterize the excited-states of fucoxanthin415 or its 
arrangement in FCP by comparison to LHCII.416  

 
Figure 9. a) Structure of the peridinin chlorophyll-a protein monomer of dynoflagellate  
Amphidinium carterae.417 b) Scheme of excited states and energy transfer pathways in the 
complex.418–420 
 
Many dynoflagellates, in contrast, contain the water-soluble peridinin chlorophyll-a 
protein (PCP) located in the lumen as a trimer.418 The structure of the PCP complex of 
Amphidinium carterae, solved 20 years ago,417 showed that each monomer folds into 
two domains, each one containing four peridinin carotenoids and a single Chl a, as 
illustrated in Figure 9. The presence of peridinin allows dynoflagellates to absorb light 
in the 470-550 nm region, where chlorophylls cannot harvest light. Over the years, 
several studies have tried to rationalize the light-harvesting properties of PCP. 
Carbonera and co-workers provided a first structure-based characterization of the 
excitonic Hamiltonian by calculating electronic couplings from the transition monopole 
approximation and then fitting the site energies to spectral properties.421 The electronic 
interactions among peridinin and Chl a were studied by Damjanovic and co-workers 
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accounting both for Coulomb and exchange terms based on the semiempirical Pariser-
Parr-Pople self-consistent-field configuration interaction (PPP-SCF-CI) method.34,357 
The results showed that the S2 excitations of peridinins contribute a delocalized exciton, 
which is however weakly coupled to the chlorophyll Qx excitation, concluding that the 
major energy transfer pathway S1®Qy occurs after fast internal conversion to the S1 
state of peridinin. Recent estimates of electronic couplings estimated using the TDC 
method from transition densities derived from semiempirical configuration interaction 
calculations, in addition, suggest that the S1®Qy major energy transfer pathway may be 
complemented by a nonnegligible S2®Qy transfer.419,420 Another study based on 
semiempirical calculations indicated that the charged residues within 8 Å from the 
pigments control the spectroscopic properties in the complex.422 The study by 
Damjanovic et al. also suggested that triplet energy transfer to peridinins mediated by 
electron exchange efficiently protects the chlorophylls against photo-oxidation,34,357 and 
it has been proposed that a water molecule mediates the triplet energy transfer among 
chlorophyll and peridinin.176,423 Accurate estimates of the electronic couplings among 
triplet states have been predicted using the recently proposed fragment spin difference 
scheme, supporting the general photoprotective role of carotenoids in photosynthesis.172 
In contrast to other carotenoids, it is worth noting that the presence of polar groups in 
peridinin has been shown to lead to excitations with a remarkable charge-transfer (CT) 
character,424 and early semiempirical calculations suggested the S1 state involved in the 
S1®Qy major light-harvesting pathway in PCP had a considerable CT nature.425 Later 
calculations based on the TDA formulation of TDDFT, in contrast, indicated that the S1 
state energy is relatively insensitive to environment polarity, whereas an additional 
nearby distinct CT state was identified that could explain the short lifetime of peridinin 
in polar solvents.426 A more recent study addressed the nature of the CT state by using 
semiempirical, and correlated SAC-CI and EOM-CCSD calculations, and concluded 
that such state arises via mixing of the S2 and S1 states.427 
 
5.2.5 LHC family 
 
The light-harvesting complexes (LHC) family includes different membrane-intrinsic 
chlorophyll-binding proteins present in algae and plants. Such complexes share a 
similar structure based on three transmembrane a-helix regions and several highly 
conserved Chl-binding residues. The major antennas of this family are named LHCI and 
LHCII, depending on whether they are associated to the photosystem I (PSI) or 
photosystem II (PSII) reaction centers. The LHCI complex involves four subunits, 
arranged as a heterodimer of two heterodimers creating a half-moon-shaped belt on one 
side of the PS1 core. A recent crystal structure of the PSI-LHC1 supercomplex of Pisum 
sativum (pea) solved at 2.8 Å resolution has revealed the detailed position and number 
of pigments associated to LHCI, including 45 Chl a, 12 Chl b and 13 carotenoids.428 On 
the other hand, the LHCII complex is the most abundant membrane protein in the 
biosphere, and is organized as a trimer, each one containing 8 Chl a, 6 Chl b and three 
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to four carotenoids (see Figure 10).429,430 In addition to LHCII, the antenna apparatus of 
PSII contains the minor peripheral antenna complexes CP24, CP26 and CP29,431 and 
the core antennas CP43 and CP47 bound to PSII. The three-dimensional structures of 
LHCII,429,430 CP29432 and PSII, the latter including the CP43 and CP47 core 
antennae,433 have been solved by X-ray crystallography, allowing a detailed 
examination of their spectral and energy transfer properties in terms of the underlying 
pigment composition. Beyond their light-harvesting antenna function, these complexes 
are believed to play a key role in the nonphotochemical quenching (NPQ) mechanism 
that allows the dissipation of the excess energy absorbed in high light conditions as 
heat.434 

 
Figure 10. Structure of the LHCII major light-harvesting complex of pea430 (Chl a molecules 
contributing to the final energy acceptor state in green, other Chl a in blue, Chl b in orange). a) 
Top view from the stromal side. b) Side view. c) Schematic picture of energy transfer pathways 
in a single monomer of LHC-II indicating the approximate time scales for energy transfer.435 
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In LHC complexes, the spectral properties are determined by the degree of 
delocalization among chlorophylls arising from excitonic coupling, but also from the 
tuning exerted by pigment-protein interactions as well as the different intrinsic 
properties of Chl a, Chl b and the contained carotenoids. Thus, both accurate estimates 
of electronic couplings and site energies are needed in order to rationalize their 
properties. In terms of estimated couplings, it was early realized that in such densely 
packed aggregates, the point dipole approximation could severely break down. 
Application of the TDC method to the LHCII complex indeed showed that the point 
dipole approximation can introduce important deviations at interpigment distances <25 
Å.436 On the other hand, several groups have attempted the determination of the site 
energies in LHCII based on its structure, studies often supported by the availability of 
spectral information for mutants that provided hints on the spectral position of some 
chlorophylls.437–442 Such studies included semiempirical ZINDO calculations including 
the effect of nearby amino acids,437 electrostatic shift calculations including the effect of 
the protein amino acids,438,440,441 subsystem TD-DFT calculations based on a full DFT 
description of the complex,439 and an analysis based on the chlorophyll macrocycle 
deformations observed in the crystal structure.442 However, the assignment of the site 
energies in the complex still remains controversial. Dreuw and co-workers, for example, 
have argued that geometry re-optimizations of the pigments in the crystal are needed in 
order to obtain reliable QM estimates not only of the site energies, but also for the 
correct description of the coupling among excited states.443 Analysis of the mixing of 
the complex excited states obtained from subsystem TD-DFT calculations further 
suggest that some pigments can act as bridges mediating the electronic couplings 
between other pigments.439 The electrostatic shift model (see section 2.2.2) so far has 
provided the best description of the wild type and the different mutant spectral 
properties,438,440 suggesting that the energy sink at cryogenic temperatures is located on 
Chl a 610 in the stromal layer of pigments, although the authors note that thermal 
effects could modify the nature of the terminal emitter domain (Chl a 610/611/612). 
Encouragingly, different studies seem to agree in the location of the energy sink in this 
domain, including site energies derived from 2D spectroscopy,444 empirical fitting 
strategies,445 and structure-based calculations based on the impact of pigment-protein 
interactions438 or chlorophyll macrocycle deformations.442 In addition, the spectral 
changes between trimers and small lamellar aggregates have also been characterized 
from electrostatic shift calculations, suggesting that the energy sink remains the same in 
both states.441  
Structure-based calculations either based on electrostatic shift calculations or MD-
QM/MM schemes have also been presented for the minor CP29138,446 and the core CP43 
antenna complexes, suggesting for example that the energy sink in CP29 is different to 
that in LHCII due to the mutation of an amino acid,446 or illustrating the impact that the 
heterogeneous polarizable environment of the protein has on the interpigment 
couplings.138 On the other hand, a first attempt to estimate the site energies in the CP43 
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complex from semiempirical ZINDO calculations where considered unreliable, given 
that different values were found for the two monomers of CP43 in the PSII dimer.447 By 
adopting electronic couplings computed using the TrESP method, Raszewski and 
Renger successfully derived a set of site energies both for the CP43 and CP47 core 
antennae of PSII.448 Later, the site energies of CP43 were refined from structure-based 
calculations based on electrostatic shift calculations, suggesting different mutations of 
potential interest that could shed further light in the assignment of the excited states in 
the complex.449,450  
 
Several quantum chemical studies have also addressed the role of the xanthophyll 
carotenoids in the light harvesting capability of LHCII,451–453 indicating for example 
that carotenoids can provide a shortcut for the chlorophylls Soret-to-Q bands energy 
flow.453 Moreover, the role of the xantophylls is believed to be central to the ability of 
LHCII to dissipate the excess energy through NPQ. Several quantum chemical studies 
have investigated the molecular basis of the predominant NPQ component, the rapidly 
reversible energy quenching triggered by the pH difference across the thylakoid 
membrane. It is known that this mechanism is controlled by the PsbS protein, as well as 
the interconversion of different carotenoids through the xantophyll cycle,434 but the 
molecular basis of the process is still a subject of intense debate. Several mechanisms 
have been proposed, such as the generation of a zeaxanthin-to-chlorophyll charge-
transfer state proposed from QM calculations454–460 and detected later spectroscopically 
in thylakoid membranes,461 energy transfer to the S1 dark state of luthein462 or 
zeaxanthin,455 excited state mixing between Chl and carotenoid,463 or the formation of 
dark Chl dimers arranged as an H-aggregate,464 but the issue still remains unsolved.  
 
5.2.6 Reaction centers 
 
The reaction centers (RC) perform the key charge separation events that allow 
converting the absorbed sunlight into a form that an organism can use to sustain and 
power its life processes. To avoid charge recombination, such charge transfer reactions 
need to be ultrafast. In contrast to antenna complexes, which have evolved into a variety 
of structures depending on the available sunlight in different habitats, reaction centers 
are highly conserved. The first anoxygenic photosynthetic organisms use a single type 
of RC, type II in purple bacteria and type I in green sulfur bacteria, as well as different 
electron donors, whereas oxygenic bacteria, algae and plants use a more sophisticated 
machinery composed of both type I and type II RCs, called photosystems I (PSI) and II 
(PSII).7 The two types of RCs differ in their ability to reduce either quinones (type II) or 
FeS centers (type I) as terminal acceptors. Despite significant differences in their 
protein sequence, the X-ray crystal structures of both types of RCs clearly show a 
common evolutionary origin, where the pigments are organized in two branches related 
by a pseudo-C2 symmetry.  
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The purple bacterial reaction centers (pBRC) contain four bacteriochlorophylls (BChl), 
two bacteriopheophytin (BPh), one metal ion (in most cases Fe2+), two quinones and, in 
most cases, one carotenoid.465 The PSII complex has a somewhat different pigment 
composition, involving six chlorophyll a, two pheophytin a and two b-carotenes, where 
two of the chlorophylls are bound near the periphery of the complex. In its oxidized 
form, PSII is able to oxidize water and generate O2, and serves as inspiration for the 
development of artificial photosynthetic devices.466 In contrast to pBRC and PSII, the 
central pigments in the pseudo-C2 symmetric branches of PSI are surrounded by a 
collection of additional pigments, approximately 100 chlorophylls and 12-14 b-
carotenes. All RCs, nevertheless, are characterized by a strongly coupled chlorophyll 
dimer called the special pair, which serves as the primary electron donor, as illustrated 
in Figure 11. The charge-transfer reactivity of RCs is out of the scope of the present 
paper. Here, we rather focus on the quantum chemical characterization of the excited-
states and the energy transfer processes that allow excitation of the special pair. 
 
In contrast to PSI and PSII, in the pBRC the spectral bands arising from the special pair, 
the accessory BChls and the BPhs are well resolved.467 This bands show a strong red-
shifted absorption due to the special pair BChls, and before the crystal structure of the 
bRC of purple bacterium Rhodopseudomonas viridis was solved in 1984,468,469 quantum 
chemical studies first addressed the origin of such red-shifted band from semiempirical 
calculations performed on BChl dimers, suggesting an interpigment distance of less than 
4 Å.470 Once the crystal structure was solved, several groups attempted the 
characterization of the pBRC spectral properties from QM calculations. Hanson and co-
workers, for example, rationalized the spectral changes observed in the picosecond time 
scale following excitation of the bBRC by predicting the effects that the charge 
separation could have on spectral properties of the special pair estimated using the 
ZINDO method.471 Semiempirical calculations indicated that the special pair excitations 
could not be described using an exciton model,472 and Parson and Warshel showed that 
CT transitions among the BChls of the special pair significantly impact the lowest 
energy absorption band.473,474 Indeed, a later study based on an exciton Hamiltonian 
where electronic couplings were computed based on the transition monopole 
approximation indicated that the large splitting among the excitons of the special pair 
could not be explained only by exciton coupling, so that CT states or a large protein 
solvatochromic shift on site energies should also contribute.475 Later ZINDO 
calculations confirmed the similar impact of excitonic and charge transfer interactions 
on the red shift.476 An extension of that study to the complete pBRC including the 
dielectric effects exerted by the protein environment through a continuum solvation 
model showed the importance of the pigment-protein interactions in stabilizing CT 
states. Interestingly, the calculations showed that the CT states in the photoactive L 
branch are lower than those in the M branch. However, the energy of the lowest CT 
state, where an electron is transferred from the special pair to the BPh in the L branch, 
was predicted to be 1200 cm-1 above the lowest exciton in the special pair, so it was 
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proposed that structural relaxation effects could lower further its energy.477 A 
subsequent study explicitly incorporated the effect of five adjacent amino acids 
described at the QM level as well as the impact of the reminder of the protein using a 
polarizable MM description in the ZINDO calculation of the special pair excited states. 
The results showed that while formation of the BChl dimer is enough to capture the red-
shifted band, protein polarization was needed in order to capture the charge transfer 
asymmetry in the excitations observed from the experimental Stark effect.478 Hu et al. 
also studied theoretically the energy transfer from the LH1 antenna to the pBRC, 
suggesting that the accessory BChls in the reaction center are critical for the 
LH1®pBRC transfer.346,479,480 Hasegawa and co-workers, on the other hand, presented 
a detailed assignment of the spectral properties of the pBRC from correlated SAC-CI 
calculations on the pigments accounting for the effects of the environment through point 
charges.481–483 Later, fragment molecular orbital CIS calculations of the pBRC excited-
states using a full QM description of the protein environment indicated an asymmetry 
due to pigment-protein interactions stabilizing the excitations on the L branch.90 More 
recent semiempirical ZINDO calculations applied to the wild type and a mutant pBRC 
of Rhodobacter sphaeroides suggested that the lowest CT state in the complex involves 
not only the central pair, but also the accesory BChl of the photosynthetically active 
electron transfer branch.362  
 
The observation of long-lived quantum coherence effects in the pBRC from two-
dimensional spectroscopy,184 initially suggested to arise from correlated fluctuations on 
the pigments excited states induced by the protein environment, lead to a detailed study 
on the pigment-protein coupling of the Qy states in the pBRC by combining MD 
simulations with ZINDO and electrostatic shift calculations.256 In that study, the 
intramolecular contribution to the spectral density of electronic-vibrational coupling 
was quite accurately obtained from a QM normal mode analysis, which showed that the 
"geometry mismatch" problem previously observed in calculations combining classical 
MD simulations and QM calculations can lead to a strong overestimation of the 
electronic-vibrational coupling.  
 
In contrast to the pBRC, the PSII complex displays a highly-congested spectrum that 
greatly complicates the characterization of its underlying excited-states.484 Several 
groups have postulated a multimer model describing the lowest excited-state in the 
complex as an exciton delocalized over several pigments, both due to a smaller coupling 
in the special pair and an increased interaction with the other pigments compared to the 
pBRC.485–488 The increased coupling in the special pair of pBRC compared to PSII was 
initially thought to arise from a smaller interpigment distance. However, the analysis of 
the structures of PSII and pBRC indicates that the main difference arises from a tilt 
rather than from an increased separation. Detailed analyses of the Coulomb and short-
range contributions to the interactions of these special pairs indicated that the increased 
interaction in the pBRC arises from short-range contributions to the coupling, as 
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illustrated in Figure 11.489 The determination of the site energies in PSII remains still 
controversial, and has been attempted from both empirical spectral fittings486,487,490 and 
more recently from structure-based calculations based on TD-DFT calculations 
performed on DFT-optimized geometries,491 QM/MM or electrostatic shift calculations 
performed along an MD simulation in order to account for protein dynamics249,492 and 
CIS supermolecule calculations on the complete chlorophyll hexamer.493 Recently, the 
crystal structure of the PSII complex of Thermosynechococcus vulcanus has been 
refined at 1.9 Å resolution, allowing determination of the positions of the atoms 
involved in the Mn4CaO5 cluster of the oxygen-evolving complex.433 The new structure, 
in addition, suggests some structural differences among the active and inactive chains, 
and has been used in more recent structure-based studies by Zhang et al. in order to 
explore the impact of protein dynamics, explored using MD simulations, on 
semiempirical QM/MM estimates of the site energies,494 and by Frankcombe to 
compute the excited-states in the complex from a multi-monomer supermolecule 
calculation performed at the TD-DFT level using the long-range corrected CAM-
B3LYP functional.495 Interestingly, the study by Zhang et al. suggests that protein 
dynamics preferentially drive the energy transfer along the active chain of PSII. 
 

 
Figure 11. Estimated Coulomb and short-range contributions to the electronic couplings 
between Qy excitations of the chlorophylls in the special pair.489 a) RC of the purple bacterium 
Rhodobacter sphaeroides.496 b) PSI complex of the cyanobacterium Thermosynechococcus 
elongatus.497 
 
The large collection of pigments that surround the pseudo-symmetric branches of 
pigments in PSI further complicates the characterization of the many excited-states in 
the complex compared to other RCs. Damjanovic first attempted the characterization of 
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the PSI excited-states by performing ZINDO calculations on the 96 chlorophylls in the 
photosystem I of Synechococcus elongatus, allowing a tentative assignment of the red 
chlorophylls in the absorption spectrum.498 The energy transfer kinetics in PSI were also 
modeled from electronic couplings derived from the point dipole approximation499 or 
from QM calculations.500,501 Later, the calculation of site energies in PSI has been 
attempted by using DFT and semiempirical calculations including environment effects 
and long- and short-range contributions to electronic couplings,502 suggesting the 
special pair in PSI appears to be a dimer of dimers, or from electrostatic shift 
calculations, which suggest a light-harvesting asymmetry arising from the concentration 
of low energy exciton states in the A-branch.503 A further study assessed the role of 
dielectric screening effects in the electronic couplings in PSI from continuum dielectric 
calculations based on the Poisson-TrESP method (see section 3.1.2.1).504 The results 
indicated that, in contrast to what found in other photosynthetic complexes,133,134 
screening effects are not distance-dependent in PSI, but rather depend on the mutual 
orientation of the pigments, an effect also predicted by PCM calculations.134 Finally, it 
is worth noting that a recent crystal structure of the PSI-LHC1 supercomplex of Pisum 
sativum (pea) has been solved at 2.8 Å resolution, revealing the detailed arrangement of 
the pigments in LHCI. This new structure provides a firm structural basis for 
investigating the energy transfer and photoprotection mechanisms within the PSI-LHCI 
supercomplex.428 

 
6. CONCLUSIONS AND OUTLOOK 
 
Light-harvesting processes in natural photosynthetic systems have attracted the interest 
of experimentalists and theoreticians since many years; it is sufficient to recall here the 
pioneering studies of Giacomo Ciamician who, in 1912, wrote in Science that “the 
photochemical processes that hitherto have been the guarded secret of the plants … will 
have been mastered by human industry”.505 
More than a century has passed and the sunlight-initiated cascade of steps ultimately 
producing the charge separation in the reaction centers is now deeply understood. 
Experimental and theoretical studies have in fact revealed not only the general physical 
processes but also the detailed molecular mechanisms beyond them. This knowledge 
however has not yet meant that we can reproduce the same processes with the same 
characteristics of efficiency, robustness and adaptability in artificial systems. The main 
difficulty is that many time and length scales are involved and quantum and classical 
behaviors seem to be present at the same time.  
In the last years, the strategy which has shown to be the most effective has been “top-
down”: experimental observations (mostly of spectroscopic nature) have been used to 
build up model Hamiltonians from which the quantum dynamics has been derived. 
Thanks to this strategy, many important aspects of the light-harvesting process have 
been captured, such as coherence effects and the role of the competition between 
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dissipative and free evolution, but the real key elements of the light-harvesting function 
have still to be exhaustively explained. The reason for this difficulty is that all the 
advanced theories developed so far are necessarily limited to model systems, thus 
missing the unique chemical and structural complexity which characterizes the PPCs 
and which seems to be the main element for a successful realization of their function. A 
possible new way to look at the problem is “bottom-up” instead that “top-down” and it 
passes through the use of quantum chemical approaches. As we have shown in this 
review, these approaches start from the atomistic nature of the systems and from there 
they build up the model using multiscale tools which allow to selectively switch on the 
actors into play, the interacting pigments, the protein matrix, the external environment. 
The strongest point of these methods is however also their main limit. The atomistic 
nature of the model and the consideration of the many interactions among all the 
components have so far limited their applications mostly to the simulation of 
spectroscopic properties21,506 due to the unfeasible computational cost that a time-
dependent simulation of the full system would imply. This limitation is however not 
inherent in the method but instead strongly connected to the available computational 
algorithms and facilities.507 Some examples showing the potentials of the method have 
been already presented by combining the unique computational performances of GPUs 
with highly parallelized computational codes to perform ab initio nonadiabatic 
dynamics of multichromophore complexes.508 We are confident that in the next ten 
years quantum chemistry combined with accurate embedding models either of classical 
or quantum or, more probably, of hybrid nature, will allow not only to unveil the real 
role that the biological complexity has on the light-harvesting function in natural 
systems but also to design, “virtually” test and ultimately suggest the synthesis of more 
efficient and robust artificial light-harvesting systems.   
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