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0 Introduction

The interest in nanosized materials has developed in the 1980s in the frame of the

emerging field of so-called nanoscience. The idea of miniaturization of devices in

order to increase their efficiency and convenience became more and more exciting

and motivated a lot of research in this field. The use of nanomaterials enables, for

example, development of high-density magnetic data storage devices [1]. On the

other hand, in biology and medicine, magnetic nanoparticles found a particularly

large number of interesting and promising applications, like in drug delivery and

cell separation, as agents for magnetic resonance imaging and magnetic hyper-

thermia [2, 3].

From the scientific point of view, it was realized that nanosize objects are

complex enough to give rise to absolutely new physical properties, while sim-

ple enough that they can be investigated very deeply and in great detail. The

miniaturization of devices down to the nanoscale where quantum effects become

relevant demands a detailed understanding of the interplay between classical and

quantum properties. In magnetism, one of the most spectacular phenomena is

the possibility to observe quantum tunnelling effects in mesoscopic matter.

A scheme of the size effects in the magnetization and its dynamics in ferro-

magnets is shown in Fig. 0.1 [4]. On the macroscopic scale, the magnetic energy is

minimized by forming magnetic domains, regions in space where all the individual

moments are aligned in the same direction, separated by so-called domain walls.

When the system size is comparable to the domain wall width or the exchange

length, the formation of domain walls becomes energetically unfavorable and sin-

gle domain behavior emerges. The magnetic anisotropy of such a particle strongly

depends on its size and shape. In general, on reducing the size of the particle the

anisotropy barrier for the reorientation of the magnetization becomes eventually

comparable with the thermal energy. In this case, the magnetization can sponta-

neously fluctuate and, therefore, the system does not remain magnetized in zero

magnetic field.



8 0. Introduction

Figure 0.1: A scheme of the size effects in the magnetization dynam-

ics [4]. The unit on the scale is the number of magnetic moments in the

ferromagnetic system.

For system sizes well below the domain wall width or the exchange length,

one must take explicitly into account single magnetic moments (spins) and their

coupling. The final point in the minimization of the number of magnetic centers

are molecular magnetic clusters. Up to now, these systems have been the most

promising candidates in magnetism for observing quantum phenomena. A big ad-

vantage of the molecular magnetic complexes is their well-defined structure with

a well-characterized spin ground state and magnetic anisotropy. These molecules

can be easily organized into single crystals where all molecules often have the

same orientation. Therefore, macroscopic measurements can give information

about single molecule properties [4].

Characterization of newly produced molecular and nanoscale magnets is a very

important part of this research. Studying structural and magnetic properties and

the interplay between them reveals ways to improve the material and to obtain the

desired properties. The main goal of this thesis is the investigation of magnetic

properties of molecular magnetic clusters and magnetic nanoparticles recently
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synthesized by several collaborating groups. This thesis contains two main parts

focusing on each of these two topics.

In the first part the fundamental studies on novel metal-organic molecular

complexes are presented. Several newly synthesized magnetic complexes were

investigated by means of different experimental techniques, in particular, by elec-

tron spin resonance spectroscopy. Chapter 1 in this part provides the theoretical

background which is necessary for the interpretation of the effects observed in

single molecular magnetic clusters. Chapter 2 introduces the experimental tech-

niques applied in the studies. Chapter 3 contains the experimental results and

their discussion. First, the magnetic properties of two Ni-based complexes are

presented. The complexes possess different ligand structures and arrangements

of the Ni-ions in the metal cores. This dramatically changes the properties of

the molecules such as the ground state and the magnetic anisotropy. Secondly, a

detailed study of the Mn2Ni3 single molecular magnet is described. The complex

has a bistable magnetic ground state with S = 7 and shows slow relaxation and

quantum tunnelling of the magnetization. The third section concentrates on a

Mn(III)-based single chain magnet which shows a ferromagnetic ordering of the

Mn-spins and a strong magnetic anisotropy. These two factors result in a hys-

teretic behavior of the magnetization at relatively high temperatures (up to 3 K).

The last section is a detailed study of the static and dynamic magnetic properties

of three Mn-dimer molecular complexes by means of static magnetization, con-

tinuous wave and pulse electron spin resonance measurements. The study reveals

a dependence of the magnetic properties on the nearest ligands surrounding the

Mn ions. Finally, the main results presented in the first part of the thesis are

summarized.

The second part of the thesis is focussed on the magnetic properties of nano-

scaled magnets such as carbon nanotubes filled with magnetic materials and

carbon-coated magnetic nanoparticles. The main idea of this study points to-

wards application of these particles as agents for magnetic hyperthermia. In this

respect, their behavior in static and alternating magnetic fields is investigated

and discussed. Moreover, two possible hyperthermia applications of the studied

magnetic nanoparticles are presented, which are the combination of a hyperther-

mia agents with an anticancer drug and the possibility to spatially localize the

hyperthermia effect by applying specially designed static magnetic fields.





I. Fundamental Studies of

Molecular Magnetic Clusters





1 Electron Spin Resonance

Electron spin resonance (ESR) also known as electron paramagnetic resonance

(EPR) is a spectroscopic method for determining the structure, dynamics, and

the spatial distribution of paramagnetic species. This method is based on the

resonance absorption of electromagnetic radiation of a certain frequency by a

(para)magnetic center placed in a magnetic field. There is a variety of classes of

systems which can be investigated by the ESR technique: transition metal and

other magnetic ions, free radicals, defects in solids, metals, gases, etc. All these

systems can have unpaired electrons giving rise to the electron spin resonance.

In this chapter the physical background of ESR will be described. A model of a

free electron spin is used to introduce main phenomena and effects. Afterwards, in

order to come closer to the real systems of interest, the physics of a many-electron

ion and crystal structure influence will be discussed. Since all the compounds

investigated in this work are based on 3d-transition metal ions, the discussion will

concentrate on magnetic properties of the electrons in the 3d-shell. Further, the

effective spin Hamiltonian approach will be introduced. This formalism allows a

description of properties probed by ESR and magnetization experiments in terms

of simple phenomenological parameters. The last part of this chapter will describe

the pulse ESR method used for studying dynamic properties of paramagnetic

centers.

1.1 The Magnetic Resonance Phenomenon

If a system with a spin of S = 1/2 (e.g. a free electron) is placed in an external

homogeneous magnetic field directed along the z-axis, H = Hzez, its projection

will quantize with respect to the field direction. Since the spin is associated with

a magnetic moment,

µ = −gµBS , (1.1)
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its direction influences the energy of the system,

E(mS) = gµB S ·H = gµBmSHz . (1.2)

Here, µB is the Bohr magneton, mS is the z-component of the spin operator S,

which in the case of S = 1/2 possesses values of ±1/2. The value of a mag-

netic moment of a free electron is not exactly 1µB as predicted by Uhlenbeck,

Goudsmit and also by Dirac’s theory, but slightly larger due to radiative cor-

rections predicted by quantum electrodynamics. Therefore, the proportionality

factor g (the gyromagnetic factor or g-factor) for the free electron differs from 2,

ge = 2 (1 + α/2π − ...) ≈ 2.00232 , (1.3)

where α is the fine-structure constant. For many (but not all) solid state exper-

iments it is sufficient to assume gS = 2. In general, Eq. (1.2) is also valid when

both orbital L and spin S momentum are present. Then S must be replaced

by the total angular momentum J , and the value of g depends on the nature of

the coupling between L and S. In so-called LS-coupling, the resulting angular

momentum is associated with a quantum number J = L+S, and the appropriate

value of g is given by the Landé factor,

gJ =
3

2
− L(L+ 1)− S(S + 1)

2J(J + 1)
. (1.4)

As it can be seen from Eq. (1.2), for J = S energies corresponding to different

projections of the spin mS are different if the applied magnetic field is not zero.

This splitting of the energy levels by the external magnetic field is called the

Zeeman effect and the resulting N = 2S + 1 energy levels are called Zeeman

levels. In the case of a single electron there are only two possible mS = ±1/2

and, therefore, the Zeeman levels split as shown in Fig. 1.1 a. For each value of Hz

the transition between Zeeman levels can be achieved by absorption or emission of

an electromagnetic quantum hν with a proper frequency. This yields a resonance

condition

E2 − E1 = hν = gµB|∆mS|Hz , (1.5)

which has to be satisfied. According to the Boltzmann statistics, at a finite

temperature and in the thermodynamic equilibrium the higher energy level in

Eq. (1.2), E(mS = +1/2), is less occupied then the lower one, E(mS = −1/2).

Since the transition rates between spin levels generally depend on their population

it can be shown that the resulting effect of spin transitions is always absorption.
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Figure 1.1: a) Zeeman levels for the system S = 1/2. At the resonance

magnetic field Hres, microwave radiation hν induces transitions between the

energy states. b) ESR absorption line of Lorentzian shape. A is the ampli-

tude at the resonance field Hres, ∆H is the linewidth at the half maximum.

The absorbed power P is proportional to the integrated intensity of the

line, I ∝ A∆H.

For a system with higher spin, the number of Zeeman levels, N = 2S + 1,

is lager than 2, and the possibilities for transitions between different spin states

induced by electromagnetic radiation are restricted by the quantum mechanical

selection rules,

∆L = 0, ∆S = 0, ∆mS = ± 1 . (1.6)

In the case of a free electron S = 1/2 the selection rule becomes trivial and,

therefore both above described transitions (−1/2� +1/2) always satisfy ∆mS =

±1.

1.1.1 ESR Spectrum

The resonance condition, given by Eq. (1.5), has two variable parameters which

should be of a proper value in order to induce the resonance effect: the applied
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magnetic field and the frequency of a microwave radiation. Therefore, there

are two possibilities to perform ESR measurements. One can either sweep the

magnetic field at a constant frequency, or change the frequency at a constant

magnetic field. Since sweeping of the magnetic field is technically much easier,

most of ESR spectrometers are based on this method. A typical ESR spectrum

is obtained by measuring the absorbed microwave power vs. varying applied

magnetic field at a constant frequency.

The shape and the parameters of the ESR spectrum (resonance field, line

width, intensity) provide the information about the studied spin system (Fig. 1.1 b).

Resonance Field

The resonance field Hres provides the information about the g-factor which can

be found from

g =
h

µB

ν

Hres

≈ 1

14

ν(GHz)

Hres(T)
. (1.7)

Note that Eq. (1.7) is valid for S = 1/2 with isotropic g-factor. If the studied

system is magnetically anisotropic, a complex angular dependence of the g-factor

with respect to the magnetic field direction can occur. If the system has S ≥ 1,

the effects of the ligand field have to be taken into account. In this case, the

magnetic anisotropy shifts the resonance magnetic field Hres and the g-factor is

not determined by Eq. (1.7), but by the slope ∂ν/∂Hres of the ν(Hres)-dependence

at Hres →∞.

Linewidth and Lineshape

According to the resonance condition (1.5) the expected resonance line should

have the form of a sharp peak f(H) ∝ δ(H−Hres). However, real measured ESR

lines always have a finite width, changing from less than 1 Gauss for free radicals

to the order of 104 Gauss for strongly interacting magnetic centers. The reason for

this is that the excited spin system which is embedded in a matrix will somewhen

relax into a thermal equilibrium state, due to the interaction with other spins or

with the lattice itself. The lower limit of the ESR linewidth is caused by a finite

lifetime τ of the occupied spin state which, according to Heisenberg’s relation, is

associated with an uncertainty for the transition energy ∆E ≥ ~/τ . Thus the
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natural linewidth of the ESR line is given by

∆H ∝ ~
gµB

1

τ
(1.8)

and depends on the lifetime of the particular occupied state. Further broadening

of the ESR line is associated with the shortening of the lifetime due to different

relaxation processes. The relaxation processes will be discussed in more details

in section 1.4.3.

A typical lineshape of the absorbed power P as a function of the applied

magnetic field H has the form of a Lorentzian (see Fig. 1.1 b),

P (H) ∝ ∆H

(H −Hres)2 + (∆H)2
. (1.9)

This lineshape corresponds to a homogeneous broadening due to fluctuations

of the ESR transition frequency. In more complex systems, some interactions

of the spins cause inhomogeneous broadening of the ESR line which leads to a

change of the lineshape. An inhomogeneous line is composed of spin packets that

have slightly different resonance fields. The resulting line shape frequently has a

Gaussian character.

ESR Intensity

Since the ESR measures the absolute number of resonating spins, the intensity

I of the ESR line is proportional to the local static magnetic susceptibility of

the studied system. I corresponds to the integral of the ESR lineshape. In the

cases when the lineshape is defined by a Lorentzian or Gaussian shape function

the intensity is simply proportional to the product of the amplitude A and the

linewidth ∆H [5],

IL = 1.57A∆H (Lorentzian), (1.10)

IG = 1.0643A∆H (Gaussian). (1.11)

1.2 Many-Electron Ions

In the previous section the free electron scenario was used to illustrate the prin-

ciples of the electron spin resonance. This scenario is a very simple model which

is not sufficient in most of the real cases. In real systems, such as e.g. transition
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metal ions, electrons contributing to the ESR signals are usually not free but

bound to the matter. Instead of single electron spins, there are partially filled

electron shells containing in most cases a number of electrons with both spin and

orbital angular momentum. Therefore, the investigation of such systems requires

to consider entire atoms where some of the electrons give rise to ESR and some

do not.

1.2.1 Hund’s rules

The character of the ground state of a free ion can be calculated by application

of the empirical rules suggested by Hund [6]. They dictate that, in order to find

the ground state of an atom with known valence shell configuration, one must:

1. choose the maximum value of S consistent with the Pauli principle;

2. choose the maximum value of L consistent with the Pauli principle and rule 1;

3. choose the total angular momentum J = |L− S| if the shell is less than half-

filled, and J = |L+ S| if the shell is more than half-filled.

Rules 1 and 2 allow to minimize the intra-atomic Coulomb repulsion among elec-

trons in the same configuration. The third rule takes into account the magnetic

(spin-orbit) interactions.

1.2.2 Many-Electron Hamiltonian

Interaction of an electron with the Coulomb potential caused by the nucleus and

the other electrons is described by

H =
∑
i

p2
i

2m
−
∑
i

Ze2

ri
+
∑
i>k

e2

rik
. (1.12)

With a suitably averaged electrons field with central symmetry, this Hamilto-

nian results in grouping of the electronic levels into energetically well separated

configurations; an example is 3d3, a ground state configuration lying ∼ 105 cm−1

below the first excited configuration, 3d24s1. The residual mutual electrostatic

repulsion of the electrons, not represented by a central field, gives rise to the

LS (Russel-Saunders) coupling with energy splittings of order 104 cm−1 between

terms of different L and S built from the same configuration. For example the

ground term of 3d3, 4F (by Hund’s rules), with S = 3/2 and L = 3, is ∼ 104 cm−1

below the 4P (S = 3/2, L = 1) term of the same 3d3 configuration [7].
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1.2.3 Spin-Orbit Coupling

For a particular electron orbiting around the positively charged nucleus, a mag-

netic field produced at the electron’s site is proportional to the angular momen-

tum of this motion. In general, the resulting interaction between this magnetic

field and the spin magnetic moment of the electron (which cannot be calculated

analytically, because it depends on the unknown electrostatic potential affecting

the electron) can be written in the form

HSO = ζ(1 · s) =
~2

2m2c2

(
1

r

∂V

∂r

)
(1 · s) . (1.13)

Here, ζ expresses the strength of the coupling. For hydrogen-like ions with only

a single electron in the outermost shell the potential V is found as

ζ =
~2

2m2c2

Ze2

r3
. (1.14)

In case of the LS-coupling, the total spin of an incomplete shell S is coupled to

its total orbital momentum L,

HLS = λL · S . (1.15)

For ground terms obeying Hund’s rules (i.e. terms with maximum spin S), λ =

±ζ/2S with the upper and lower signs corresponding to electron shells less or

more than half-filled, respectively. This splits a given term into a multiplet of

levels with different values of J . The components of the multiplet are split by

∼ 102 cm−1 for 3d electrons and by larger amounts for ions with larger atomic

numbers [7].

1.2.4 Crystal Field Symmetry

Crystal field influence on the magnetic properties of the paramagnetic ion is

caused by the electrostatic interactions between the electrons of the ion and the

electric charge distribution of the surrounding non-magnetic ions (ligands). The

crystal field potential is generally weaker than the intra-atomic electron-electron

interactions, but in some cases may be comparable with the spin-orbit coupling

forces. For example, it is weak in rare earth elements and actinides, since the

4f and 5f shells are localized near the core and screened from the ligands by

the outer shell electrons; and it is stronger than the spin-orbit coupling, but still
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Figure 1.2: 3d orbitals in the cubic symmetry ligand environment. Top:

eg orbitals, in the octahedral case pointing towards ligands; bottom: t2g

orbitals pointing between the ligands (see text for the details).

weaker than the intra-atomic Coulomb interactions in the case of the iron-group

elements.

Cubic Symmetry

One of the most important symmetry groups in solid state physics is the octa-

hedral group Oh. The group characterizes, for example, the symmetry of the

crystal field produced by six oxygen ions surrounding a central metal ion. The

same group would describe a symmetry of a crystal field produced by eight atoms

situated at the corners of a cube. Though the cube and the octahedron are dif-

ferent geometric objects, their symmetry (and thus symmetry group) is the same

(see Fig. 1.2), so called “cubic symmetry”.

The details of how the energy levels of the paramagnetic ion will be split by

the crystal field depend on the symmetry of the local environment of the ion. As

an example, one can consider the case of a single 3d electron: S = 1/2, L = 2.

According to the Hund’s rules, J = 3/2 for the ground state multiplet, which is
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Figure 1.3: 3d-shell energy levels for different crystal field symmetries.

a)Spherical symmetry (e.g. free ion). Five orbital states are degenerate. b)

Cubic symmetry (e.g. octahedral environment). The degeneracy is partially

lifted. c) Tetragonal symmetry further lifts the degeneracy of the energy

states.

the 2D3/2 term. Therefore, this term has a 5-fold orbital degeneracy (Fig. 1.3 a).

In cartesian coordinates, these five wave-functions can be written as products of

a radial function f2(r) and linearly independent polynomials: X = yz, Y = zx,

Z = xy, Φ1 = x2 − y2, and Φ2 = 3z2 − r2 [8]. The analysis of effects of all 48

possible symmetry operations of a cube (or, which is the same, of an octahedron)

upon the five-dimensional set of d functions (X, Y , Z, Φ1, Φ2) yields that the

first triplet of functions spans a subspace which transforms into itself. The same

is true for the doublet. Both subspaces are therefore closed under this group.

In the language of the group theory, the original 5-dimensional subspace spans

a reducible representation of the cubic point group which decomposes into, or

reduces to, two irreducible representations: a 3-dimensional one, called T2 and a

2-dimensional one, called E (also commonly called t2g and eg levels).

The group theory can provide the information about the number and the
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degeneracy of the levels in a given set of states. However, it can not say anything

about the size of the splitting and the order of the levels. In order to obtain

this information the details of the Hamiltonian have to be specified. The term

describing the crystal field hamiltonian can be written as

HCF =
N∑
j=1

qj
|Rj − r|

. (1.16)

Here the set of N ligand ions of charges qj located at points Rj produces the

potential at the point r. For the electrostatic approximation, in which the ligands

are substituted by point charges, a rather simple calculation indicates which of the

spin levels has the lowest energy [8]. For a single 3d electron, in the octahedral

coordination the triplet t2g is the lowest level, while in a body-centered cubic

(b.c.c.) coordination or in the tetrahedral case the doublet eg is the lowest. The

splitting of the energy levels in the octahedral crystal field is schematically shown

in Fig. 1.3 b. In practice, this can be easier understood as the following (see also

Fig. 1.2): the orbitals of the central ion directed along the axes containing ligand

ions have higher energy than those directed away from the ligands.

Lower Symmetry Crystal Field

Distortion of the octahedral coordination of the central ion along one of the

main axes (for example, z-axis, as shown in Fig. 1.3 c) leads to the lowering of

the symmetry from the cubic to tetragonal. In this case, in addition to the

“octahedral” splitting of the energy levels, the eg level splits into the a1t and the

b1t levels, while t2g splits further into the twofold degenerate et and the b2t-level

(Fig. 1.3 c). This axial distortion of the crystal field gives rise to the axial magnetic

anisotropy for the paramagnetic center, which is essentially absent in the case of

the ideal octahedron. The magnetic anisotropy will be discussed in the section

1.3.1 in more details. Further reduction of the symmetry can be achieved by an

additional distortion in xy-plane, such as concurrent compression and elongation

of the ligands on the x- and y-axis. This distortion leads to the orthorhombic

symmetry and eventually splits the remaining degeneracy of the twofold et level.

1.2.5 Quenching of the Orbital Momentum

Expected magnetic ground states for a free 3d ion can be calculated according

to the Hund’s rules described in the section 1.2.1. However, the values of the
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predicted effective magnetic moment given by

µeff = g
√
J(J + 1) , (1.17)

were the g-factor is the Landé factor Eq. (1.22), do not always agree with ex-

periments. For example, the Ni2+ ion with 3d8 configuration, according to the

Hund’s rules, has S = 1 and L = 3, and therefore the quantum number of the

total angular momentum J = 4. The effective magnetic moment in this case,

according to Eq. (1.17), is about 5.6, while the experimentally observed value

from susceptibility measurements is usually about 3.1. The reason for this differ-

ence is quenching of the orbital moment of transition metal ions embedded in a

crystalline environment.

As it was discussed in the previous section, the orthorhombic symmetry of

the crystal field splits 3d levels and reduces the degeneracy from 5-fold (free ion)

to 1-fold for all five energy states. In this case, all irreducible representations

become one-dimensional and the wave functions |ψ〉 are essentially real. This

leads to 〈ψ|Lz|ψ〉 = −i~〈ψ|∂/∂φ|ψ〉 being purely imaginary. On the other hand,

a measurable quantity (an observable) should be real. These both statements

can be true only if 〈ψ|Lz|ψ〉 = 0 which means that the orbital momentum is

fully quenched. In the case of cubic (octahedral) symmetry, the energy levels

are split into two groups: the 2-fold degenerate eg and the 3-fold degenerate t2g

states. For the eg levels, independently from the actual choice of the basis, all

the three components of L vanish and, consequently, the orbital moment of the

eg electrons is quenched [9]. However, this is not the case for t2g levels, where

the wave functions can remain complex. The orbital momentum thus is defined

by 3-fold degeneracy of the t2g state and can be maximum equal to Lz = 1. This

effect is called partial quenching of the orbital momentum. Coming back to the

Ni2+ (3d8) example, one can see that in the case of an octahedral crystal field the

t2g levels are completely filled giving no contribution to the orbital momentum,

as well as two unpaired electrons in the eg levels. Hence, the orbital momentum

of the Ni2+ ion is fully quenched and therefore the observed effective magnetic

moment is given only by the spin contribution.
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1.2.6 Electron Zeeman Interaction

The interaction between an ion with a total spin S and total orbital momentum

L and an external magnetic field H is described by the Zeeman Hamiltonian

HZ = µB H · (L + geS) . (1.18)

Here, µB = e~/2me is the Bohr magneton and ge is the electron g-factor (Eq. (1.3)).

In the case of the LS-coupling, the Hamiltonian (1.18) can be written in terms

of the total angular momentum J = L + S,

HZ = gµB H · J . (1.19)

In this case the resulting electronic magnetic moment is

µ = −gJµBJ , (1.20)

and g is given as

gJ =
J(J + 1)(gL + ge) + [L(L+ 1)− S(S + 1)](gL − ge)

2J(J + 1)
, (1.21)

which reduces to the Landé factor

gJ =
3

2
− L(L+ 1)− S(S + 1)

2J(J + 1)
(1.22)

if gL = 1, ge = 2 exactly.

Depending on the symmetry of the system the g-factor can become anisotropic.

Usually, the g tensor’s principal axes frame is considered as the crystal field frame

and all interaction tensors are referred to this frame. Thus, for cubic symmetry,

gx = gy = gz = g; for axial symmetry, gx = gy = g⊥ and gz = g‖; and for

orthorhombic symmetry, gx 6= gy 6= gz. In general, for systems with low symmetry

the g tensor may become asymmetric [10].

In the case of a low crystal field symmetry, for a non-degenerate electronic

ground state, the orbital angular momentum is quenched, L = 0. The deviation

of the principal values of g from the value ge of the free electron and the orientation

dependence of the Zeeman term are caused by an interaction of the ground state

and excited states, which admixes the orbital angular momentum L from the

excited states to the ground state. In this case the g tensor is given as g =

ge · 1 + 2λΛ, where Λ is a symmetric tensor with the elements
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Λij =
∑
n6=0

〈ψ0|Li|ψn〉〈ψn|Lj|ψ0〉
E0 − En

. (1.23)

The wave function ψ0 describes the ground state with the energy E0 occupied

by the unpaired electron and ψn denotes the nth excited state with the energy

En. The closer the excited state to the ground state and the larger the spin-orbit

coupling are, the larger becomes the deviation of the g principal values from ge.

1.3 Effective Spin Hamiltonian

The spin Hamiltonian approach is widely used in various spectroscopies in order

to simplify the interpretation and classification of obtained spectra without using

fundamental theories [11]. This approach eliminates all the orbital coordinates

needed to define the system, and replaces them with spin coordinates, taking

advantages of the symmetry properties of the system [7]. In respect to the ESR

spectroscopy, the energies of states within the ground state of a magnetic center

with an effective electron spin S can be described by the effective spin Hamiltonian

H = HZ + HZFS + HHF , (1.24)

where HZ is the electron Zeeman interaction; HZFC is the zero field splitting

caused by the anisotropic crystal field; and HHF is the hyperfine interaction be-

tween the electron spin and surrounding nuclear spins Ii. In the following, each

of these terms will be described in detail. Furthermore, it will be shown how the

parameters of the spin Hamiltonian can be directly measured by means of the

ESR spectroscopy.

1.3.1 Zeeman Term and Zero-Field Splitting

The first term in the effective spin Hamiltonian represents the electronic Zeeman

interaction. By analogy with Eq. (1.19) it can be written in the form

HZ = gµB H · S . (1.25)

If the effective spin Hamiltonian contains only the Zeeman term, in a zero external

magnetic field all 2S+1 levels, corresponding to different Sz values, have the same

energy.
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For systems with S > 1/2, the zero field splitting of the energy levels can

appears due to the lower symmetry of the crystal field. This effect is expressed

in the phenomenological Hamiltonian

HZFS = S ·D · S , (1.26)

where D is a real symmetric tensor. Therefore Eq. (1.26) can be written in the

form

HZFS = DxxS
2
x + DyyS

2
y + DzzS

2
z . (1.27)

Taking

D = Dzz −Dxx/2−Dyy/2 ; E = (Dxx −Dyy)/2 , (1.28)

Eq. (1.27) can be transformed to

HZFS = DS2
z + E(S2

x − S2
y) , (1.29)

and by subtracting the constant DS(S + 1)/3 one obtains

HZFS = D(S2
z − S(S + 1)/3) + E(S2

x − S2
y) . (1.30)

With respect to the Hamiltonian (1.29), the advantage of (1.30) is that the trace of

its tensor TrH = 0. The effect of the Hamiltonian (1.29) or (1.30) is a splitting

of the 2S + 1 levels even in the absence of an external magnetic field (zero-

field splitting). In the case of cubic (octahedral) symmetry Dxx = Dyy = Dzz,

and therefore, according to (1.28), D = E = 0 and HZFS = 0. For the axial

(tetragonal) symmetry, Dxx = Dyy, and therefore E = 0, so that only the D

parameter is needed to describe the energy levels of the S multiplet.

In the following, the case of the Ni2+ ion in an axially distorted octahedral

surrounding will be discussed. As it was already mentioned before, the Ni2+ ion

has two unpaired electrons in the eg energy level which result in a total spin

S = 1. If the external magnetic field is applied along the anisotropy axis z, the

eigenvalues of the Hamiltonian

H = HZ + HZFS = gµBHzSz + D(S2
z − S(S + 1)/3) (1.31)

can be written as E0 = −2D/3 and E±1 = ±gµBHz + D/3. The corresponding

energy level scheme is shown in Fig. 1.4 a. In such a situation the resonance

conditions, Eq. (1.5), for the two allowed ESR transitions (|−1〉� | 0 〉 and | 0 〉�
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Figure 1.4: a) Energy level scheme for the Ni2+ ion with S = 1 (D < 0).

The splitting of the levels is caused by the spin-orbit coupling and the

Zeeman interactions (when H 6= 0). Red arrows indicate the allowed ESR

transitions. Below the energy level scheme the corresponding ESR spectrum

is shown. Blue dashed arrow indicates the “forbidden” ESR transition (see

text for detailes). b) Expected frequency vs. resonance magnetic field

ν(Hres) diagram for the two allowed ESR transitions.

| + 1〉; ∆ms = ±1) are different, and in the ESR spectrum one can observe two

separate absorption lines (Fig. 1.4 a). The frequency vs. resonance field ν(Hres)

dependencies (so-called resonance branches) for these ESR lines are sketched in

Fig. 1.4 b. The slope of the resonance branches is proportional to the g-factor.

The frequency at which the upper line crosses the zero field is proportional to the

anisotropy energy gap ∆ which is associated with the anisotropy parameter D as

∆ = |D|(S2 − (S − 1)2).

Depending on the sign of D either E0 or E±1 takes the lowest position yielding

either singlet (“easy plain”) or bistable magnetic (“easy axis”) ground state,

respectively. In the ESR spectrum, at a finite temperature, the sign of D reflects

in different relative intensities of the absorption lines. Thus, for D < 0 (see

Fig. 1.4 a), the energy level | − 1〉 is more populated than | + 1〉, according to

Boltzmann distribution. Therefore, the probability of the leftmost transition is

higher and the intensity is larger. The same is valid for the rightmost transition

in the case of D > 0.
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In general, for an arbitrary angle θ between the anisotropy axis z and magnetic

field direction z′ the Hamiltonian is given as

H = HZ + HZFS = gµBHz′Sz′ + D(S2
z − S(S + 1)/3) (1.32)

The energy states for such a system can be found as eigenvalues by the diagonal-

ization of the Hamiltonian matrix

Sz′ −1 0 +1

−1 1
6
D (3 cos2θ − 1)

√
2

4
D sin 2θ 1

2
D sin2θ

−gµBH

0
√

2
4
D sin 2θ −1

3
D (3 cos2θ − 1) −

√
2

4
D sin 2θ

+1 1
2
D sin2θ −

√
2

4
D sin 2θ 1

6
D (3 cos2θ − 1)

+gµBH

(1.33)

Non-diagonal elements of this matrix yield mixing of the energy states. In this

case, the eigenfunctions do not simply correspond to different projections of the

spin (pure states, as it was for θ = 0, Eq. (1.31)), but each of them is a linear

combination of all pure states. This mixing of the energy states yields a finite

probability of so-called “forbidden” transitions with ∆ms = ±2 (blue dashed

arrow in Fig. 1.4 a) which can be observed in the ESR spectrum as an absorption

line with a doubled slope of the resonance branch, hν = gµBH|∆ms| = 2gµBH.

1.3.2 Hyperfine Interaction

The last term in the Hamiltonian (1.24) describes the interactions of the elec-

tronic spin S with magnetic nuclei which may be present in the system. These

interactions are called hyperfine and usually described by

HHF = S ·A · I , (1.34)

where I is the nuclear spin operator and A is a tensor describing the electron-

nucleus magnetic interaction. By a suitable choice of axes, which usually means

the principal axes of the g-factor, Eq. (1.34) can be reduced to the form

HHF = AxxSxIx + AyySyIy + AzzSzIz . (1.35)
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Figure 1.5: Energy level scheme and allowed ESR transitions for the case

of a hyperfine coupling between S = 1/2 and I = 1 with no anisotropy.

In the case of an axial symmetry, Axx = Ayy = A⊥ and Azz = A‖. For the cubic

symmetry, Axx = Ayy = Azz = A and the Hamiltonian can be written in the form

HHF = AS · I . (1.36)

In order to illustrate the hyperfine splitting, in the following, the case of S = 1/2

and I = 1 with no anisotropy will be discussed. The corresponding energy levels

are shown in Fig. 1.5. In zero magnetic field, the six levels split into a quadruplet

corresponding to a total angular spin F = 3/2 and a doublet F = 1/2. In strong

magnetic fields (A� gµBH), the levels diverge linearly and in first approximation

are given by

E = gµBHSz + ASzIz , (1.37)

where Sz = ±1/2 and Iz = +1, 0 or −1. The allowed transitions, corresponding

to the electron spin resonance without change in the nuclear spin orientation, are

shown by arrows in Fig. 1.5. These transitions are equally spaced at

hν = gµBH + AIz (1.38)

and equally intense at all ordinary temperatures (kT � A), since the three (or,

more generally, 2I + 1) nuclear orientations are equally probable.
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1.3.3 Spin-Spin Exchange Coupling

A system of two magnetic centers can be described using the formalism of the

effective spin Hamiltonian (1.24) by summing the Hamiltonians for the non-

interacting centers and adding an interaction term. The simplest form of the

interaction between two spins is given by

HSS = S1 · J12 · S2 , (1.39)

where S1 and S2 are the spin operators for center 1 and 2, respectively, and J12 is

a tensor describing the spin-spin magnetic interaction. After the decomposition

of J12 into different contributions, Eq. (1.39) can be written in the form

HSS = J12S1 · S2 + S1 ·D12 · S2 + d12 · (S1 × S2) . (1.40)

The first term is the isotropic, the second therm is the anisotropic, and the last

term is the antisymmetric contribution to the spin-spin interaction. The isotropic

first term tends to keep the spins either parallel or antiparallel to each other; the

third term tends to cant them by 90 ◦. The second term tends to orient the spins

along a given orientation in the space [11].

In many cases the first term can be considered as dominant, introducing the

other terms as perturbation. Under this conditions the total spin S = S1 + S2

remains a good quantum number with values according to

|S1 − S2| ≤ S ≤ S1 + S2 . (1.41)

Every allowed S represents a spin multiplet with energies of states given by

ES =
1

2
J12 [S(S + 1)− S1(S1 + 1)− S2(S2 + 1)] . (1.42)

J12 > 0 corresponds to an antiferromagnetic (AFM) and J12 < 0 to a ferromag-

netic (FM) exchange coupling between S1 and S2.

1.4 Electron Spin Dynamics

This section will concentrate on dynamic effects in electron spin systems, such

as relaxation processes and spin echo. One of the efficient methods for studying

the dynamic properties of the electron spins is pulse ESR. In general, the basic
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concepts of pulse ESR are rather similar to those of pulse nuclear magnetic res-

onance (NMR) spectroscopy [12]. However, there is a number of modifications

which have to be applied to the NMR theory in order to describe the dynamics

of the electron spins. These modifications have their origin in major differences

between electron and nuclear spin systems, for example in the relative size of the

magnetic interactions and in the relaxation times which are approximately three

orders of magnitude shorter in ESR than in NMR [10].

A rigorous theory of ESR must be based on quantum mechanics, because spins

are quantum objects and involved in the processes on a microscopic level. How-

ever, experiments are usually done on ensembles of electron spins. The macro-

scopic magnetization of the sample due to these spins is created and manipulated

by applying external static or time-dependent magnetic fields. Thus, one may ex-

pect that at least some of the basic aspects of such experiments can be understood

in a classical picture.

1.4.1 Classical Interpretation of Resonance Phenomenon

The motion of the magnetization vector M can be treated in analogous way to

that of a single classical magnetic moment, as long as relaxation is neglected.

In the thermal equilibrium, M is aligned parallel to the external static magnetic

field H0. The direction of H0 is chosen as the zL-axis of the laboratory frame

with coordinates xL, yL, zL.

In the presence of an arbitrary and possibly time-dependent magnetic field,

the equation of motion of the magnetization vector is given by

dM(t)

dt
= −gµB

~
M(t)×H(t) . (1.43)

For the static magnetic field H(t) = H0, the magnetization M is invariant if it

is aligned along the zL-axis. Otherwise, there is always a torque perpendicular

to M. In this case, only the angle θ between M and zL-axis and the length of M

are invariant, and the vector M precesses on a cone about H0 (Fig. 1.6 a). The

frequency of precession in angular frequency units

ω =
gµBH0

~
(1.44)

is called the Larmor frequency. This picture of precession, which is valid for the

magnetization vector M, should not be taken literally for a single spin which is

a quantum object.
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Figure 1.6: Motion of the magnetization vector. a) Free precession about

the static magnetic field direction with the angular frequency ω in the

laboratory frame. b) Free precession with the precession frequency Ω =

ω − ωmw in the rotating frame. c) Nutation of the magnetization vector in

the presence of off-resonant MW radiation (see text for details).

Application of a microwave (MW) radiation in ESR technics provides an ad-

ditional time-dependent circularly polarized magnetic field B1 with components

H1xL(t) = H1 cos (ωmwt) ,

H1yL(t) = H1 sin (ωmwt) , (1.45)

H1zL(t) = 0 .

Since M is continuously precessing about H0 in the same sense as H1, it is

easier to visualize the time dependence of M in a rotating coordinate frame. The

rotating frame has coordinates x, y, z, the z-axis parallel to the zL-axis of the

laboratory frame, and the x-axis parallel to H1 direction. This frame is rotating

about the zL-axis with the frequency ωmw of H1. In such a frame, the equations

of motion for M are given by

dMx

dt
= −(ω − ωmw)My = −ΩMy ,

dMy

dt
= (ω − ωmw)Mx −

gµBH1

~
Mz = ΩMx − ω1Mz , (1.46)

dMz

dt
=

gµBH1

~
My = ω1My .

In the absence of MW radiation (H1 = 0), M precesses about the z-axis with the

resonance offset frequency (Fig. 1.6 b)

Ω = ω − ωmw . (1.47)
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In the presence of MW radiation, there is an additional precession about the H1

direction with the frequency

ω1 =
gµBH1

~
. (1.48)

A superposition of both precessions leads to a nutation about an effective mag-

netic field (Fig. 1.6 c). The axis of the effective field is inclined by an angle

θ = arctan
(ω1

Ω

)
(1.49)

with respect to the static field direction z, and the nutation frequency is given by

ωeff =
√

Ω2 + ω2
1 . (1.50)

For the resonance case where ωmw = ω and thus Ω = 0, the magnetization vector

is invariant in the absence of MW radiation. However, even a weak MW field

induces a precession about the rotating frame x-axis. On the other hand, far

off-resonant radiation (Ω� ω1) does not significantly influence the motion of M,

as θ ≈ 0 and ωeff ≈ Ω in this case.

Note that in most ESR experiments a linearly polarized MW field H1xL(t) =

2H1 cos (ωmwt), H1yL(t) = H1zL(t) = 0 is applied. Experimentally, such a field

is much easier to generate. A linearly polarized field can be considered as a

superposition of a right-hand and left-hand rotating circularly polarized fields,

Hr
1 and Hl

1, with

Hr
1xL(t) = H l

1xL(t) = H1 cos (ωmwt) ,

Hr
1yL(t) = −H l

1yL(t) = H1 sin (ωmwt) , (1.51)

Hr
1zL(t) = H l

1zL(t) = 0 .

In the rotating frame, Hr
1x = H1, Hr

1y = Hr
1z = 0 and H l

1x = H1 cos (2ωmwt),

H l
1y = H1 sin (2ωmwt), H

l
1z = 0, and thus only the right-hand polarized field Hr

1

can be resonant, the left-hand polarized field Hl
1 is off-resonant by approximately

2ωmw. Since usually 2ωmw � ω1, Hl
1 can be neglected and, therefore, Eq. (1.46)-

(1.50) can be also applied for a linearly polarized MW field.

1.4.2 Effect of a MW Pulse

The effect of a MW pulse on an electron spin system can be easier understood

in the simple case of resonance radiation (Ω = 0) with the MW field direction
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Figure 1.7: a) The effect of a resonant MW pulse along the x-axis on

the magnetization vector M. During the pulse the magnetization vector

is rotated by a flip angle β about the x-axis. b) Defocusing of the trans-

verse magnetization due to the different resonance offset Ω of different spin

packets.

along the rotating frame x-axis. A MW pulse of length tp starts at time t = 0

and ends at t = tp. During such a pulse, the magnetization vector M, which was

in thermal equilibrium at t = 0 (Mz = M0, Mx = My = 0), precesses about the

x-axis and at t = tp becomes

Mx = 0 ,

My = −M0 sin (ω1tp) , (1.52)

Mz = M0 cos (ω1tp) ,

This means that during such a resonant pulse the magnetization vector M is

rotated by a flip angle

β = ω1tp (1.53)

about the x-axis as shown in Fig. 1.7 a. Thus in the resonant case any desired

rotation of M can be realized by appropriately timed and phased MW pulses.

This is also valid for small resonance offsets ΩS � ω1, where the Larmor pre-

cession about H0 may be neglected during the pulses, however, the influence of

H0 still has to be considered during the time intervals without MW pulses. Such

intervals are called intervals of free precession or free evolution of the spins. The

magnetization vector M in this case is given by

Mx(t) = M0 sin β sin (Ωt) ,

My(t) = −M0 sin β cos (Ωt) , (1.54)

Mz(t) = M0 cos β .
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Mz is called longitudinal magnetization and cannot be detected directly with

usual experimental setups. Mx and My are the components of the transverse

magnetization in the xy-plane and can be measured because they are coupled to

the MW resonator [10].

1.4.3 Relaxation

From the above discussed formalism it follows that once the spin system has been

excited the magnetization vector would remain precessing forever. This, however,

does not agree with the real experimental observations where the excited system

always goes back to the thermal equilibrium. Therefore, there must be a process

which restores the equilibrium state. The mechanism of such relaxation processes

cannot be discussed in a classical picture, since single-spin events are involved

[10]. However it is possible to describe the relaxation phenomenologically using

the formalism of magnetization vectors.

The static magnetic field H0 introduces an anisotropy of space and generates

a unique axis along the z-direction. The longitudinal magnetization (Mz) relaxes

towards its thermal equilibrium value M0. Assuming an exponential relaxation

(a first order process), the longitudinal relaxation T1 term for the Mz-component

is given by

dMz

dt
=
−(Mz −M0)

T1

.

The transverse magnetization in the xy-plane vanishes by relaxation and the

time constant for this decay, in general, differs from T1. Assuming an exponential

decay with the transversal relaxation time T2, the corresponding relaxation terms

are given by

dMx,y

dt
=
−Mx,y

T2

.

The extension of Eq. (1.46) by these terms yields the rotating-frame Bloch equa-

tions

dMx

dt
= −ΩMy −

Mx

T2

,

dMy

dt
= ΩMx − ω1Mz −

My

T2

, (1.55)

dMz

dt
= ω1My −

Mz −M0

T1

.
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Solutions of the Bloch equations are superposition of nutation shown in Fig. 1.6 c

and of exponential relaxation of the magnetization vector components. In gen-

eral, the magnitude of M is not a constant of motion, because M is not a sin-

gle magnetic moment, but there are many independent spins contributing to it.

For example, if these spins have slightly different fluctuating resonance offset Ω,

the transverse magnetization fans out in the xy-plane and eventually averages

(Fig. 1.7 b).

Solution of the Bloch equations for the case of one-pulse experiment introduced

in the previous section yields the transverse magnetization components

Mx(t) = M0 sin β sin (Ωt) exp

(
− t

T2

)
,

My(t) = −M0 sin β cos (Ωt) exp

(
− t

T2

)
. (1.56)

The complex signal which is proportional to My − iMx is called a free induction

decay (FID)

V (t) ∝ exp (iΩt) exp

(
− t

T2

)
. (1.57)

Note that the Bloch equations and the corresponding magnetization vector

model are not applicable if more than two energy levels are involved in the exper-

iment and they cannot be described as a superposition of independent two-level

systems [10].

1.4.4 Electron Spin Echoes

The phenomenon of the spin echo is based on the non-linear behavior of an ensem-

ble of spins with different Larmor frequencies [13]. In the thermal equilibrium, the

magnetization vector is oriented along the z-axis. The π/2 MW pulse (β = π/2)

along the x-axis turns the magnetization to the −y-direction. After the pulse,

different spin packets begin to precess about the z-axis with their individual Lar-

mor frequencies. This results in the defocusing of the transverse magnetization

(Fig. 1.8). Time τ after the first pulse, the π pulse along the x-axis rotates all the

magnetization vectors by 180◦ about the x-axis. Since the direction of rotation

of the magnetization vectors did not change, after the next time τ the refocusing

of the transverse magnetization takes place. The resulting net magnetization is

called electron spin echo or primary echo. In general, the amplitude of such a
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Figure 1.8: Pulse sequence and the motion of the magnetization vector

in the primary echo experiment.

spin echo is a function of the pulse spacing τ and, its decay is described by the

so-called phase memory time Tm or T ∗2 . Therefore, the two-pulse sequence is the

most simple and straightforward way to determine Tm in a two-level system [10].

The stimulated echo is a more complex echo effect which can be observed

in an electron spin two-level system. In a stimulated echo experiment with the

sequence π/2 − τ − π/2 − t − π/2 − τ − echo, the time t between the second

and third pulse can be of the order of T1, that enables the determination of

this parameter, whereas in the primary echo experiments with variable τ the

observation of the echo is limited by the phase memory time Tm. The first π/2

rotates the magnetization vector about the x-axis by 90◦ where the defocusing

takes place. After the time τ , the second π/2 pulse rotates the magnetization

vectors of each spin packet about the x-axis by another 90◦. This moves some

of the magnetization vectors completely back in line with the z-axis. Some of

the magnetization vectors are partially moved towards the z-axis; and the rest

stays along the x-axis. The components that remain in the xy-plane will be lost

since they dephase completely during the time t, while the components directed

along the z-axis decay with a much longer T1 relaxation time towards the thermal

equilibrium. The third π/2 pulse transfers the z-components of the magnetization

again into the xy-plane where they refocus, and, after time τ , the stimulated echo

is formed.

In general, there are many different echo experiments with various pulse se-

quences which are used in the pulse ESR spectroscopy, such as four-pulse and

multiple pulse echos, edge echoes, rotary echoes and driven echoes. All these

experiments provide different information about the electron spin dynamics [10].



2 Measurement Techniques

2.1 High-Field/Frequency Electron Spin Resonance

High-field electron spin resonance (HF-ESR) in static magnetic fields was stud-

ied with a Millimeterwave Vector Network Analyzer (MVNA) from AB Mil-

limetré used for generation of millimeter- and submillimeter microwaves and

phase-sensitive detection of a signal. The MVNA is a tunable high frequency

device designed for operation between 16 and 800 GHz. The generation and

Figure 2.1: The principle scheme of the MVNA based high-field ESR

spectrometer with the phase-locked source and detection system.
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detection of the radiation is realized electronically by application of non-linear

solid state devices. The phase-sensitive detection of the mm/sub-mm waves is

achieved by means of a phase-locked source and detection system [14]. The princi-

ple scheme of the MVNA based spectrometer is shown in Fig. 2.1. Here, ’Source

1’ provides a frequency F1 which is further multiplied using a Schottky diode

multiplier (harmonic generator HG) and transferred to the sample. After pass-

ing through the sample the resulting frequency (F1×N) is mixed with the second

frequency from the ’Source 2’ (F2×N) by means of a second Schottky diode (har-

monic mixer HM). This operation allows to produce an intermediate frequency

signal (F = F2×N − F1×N = f ×N) suitable for the detection and analysis.

The MVNA was used in combination with a superconducting magneto-cryostat

(Oxford Instruments) allowing the ESR measurements in magnetic fields up to

15 T at temperatures between 4 and 300 K.

2.2 X-Band Continuous Wave and Pulse ESR

Spectroscopy

X-band (9.56 GHz) continuous wave ESR measurements were performed by means

of a commercial X-band Bruker EMX spectrometer with a Bruker rectangular

resonator 4104OR-C/0801. In order to substantially increase the signal-to-noise

ratio a method of magnetic field modulation is used in this setup. This method,

as shown in Fig. 2.2, leads to the detection of the ESR spectra in the form of the
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Figure 2.2: The principle of the magnetic field modulation and the ESR

spectra detection in a Bruker EMX X-band spectrometer.
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first derivative of the absorbed microwave power dP (H)/dH. The temperature

control was carried out using a helium gas-flow cryostat and a temperature con-

troller ITC503 (Oxford Instruments) which allow measurements at temperatures

between 3.4 and 300 K.

Pulse ESR experiments were done in a collaboration with the Zavoisky Physical-

Technical Institute, Kazan, Russia. The measurements were performed at X-band

frequencies with a Bruker Elexsys E-580 spectrometer equipped with a Bruker

cylindrical dielectric resonator ER4118-MD5-W1. Phase coherence times T2 were

measured by applying primary echo sequence π/2 - τ - π - τ - echo (ref. to sec-

tion 1.4.4) with 8 ns long π/2 pulse. To measure longitudinal relaxation times T1

stimulated echo sequence π/2−τ −π/2− t−π/2−τ −echo (ref. to section 1.4.4)

with the fixed τ value of 120 ns and variable time t (length of π/2 pulse is equal

to 8 ns) was performed. The obtained electron spin echo signal was recorded

using PulseSPEL (Pulse SPEctroscopy Language) pulse program for different τ

(T2 measurements) and t (T 1 measurements). To remove unwanted effects such

as the imbalance in the acquisition channels of the spectrometer, dc-offset and

others, 4-step phase cycling (CYCLOPS) was used. After acquiring experimental

data points the absolute values of the echo signal were obtained and the inte-

grated echo intensity was calculated. The sample temperature was controlled

using a helium gas-flow cryostat and a temperature controller ITC503 (Oxford

Instruments).

2.3 Magnetization Measurements

Static magnetization measurements in magnetic fields up to 5 T were performed

by means of a superconducting quantum interference device (SQUID) magne-

tometer MPMS-XL5 (magnetic properties measurement system) from Quantum

Design. The measurements in magnetic fields up to 7 T were done using a Quan-

tum Design MPMS SQUID-VSM (vibrating sample magnetometer). Both devices

enable temperature dependent magnetization measurements in the temperature

range between 1.8 and 400 K.

Magnetization measurements in magnetic fields up to 15 T were carried out by

means of a home made VSM (Foner Magnetometer [15]) [16]. High-field magne-

tization measurements in pulsed magnetic fields were performed in the Dresden

High Magnetic Field Laboratory (HLD) at the Rossendorf Research Center [17].
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The setup provides a magnetic field up to 60 T within 5 ms with total pulse dura-

tion of 30 ms using the inductive technique. Since the two above described setups

do not allow to determine precisely the absolute values of the magnetization, the

resulting data were calibrated with the values obtained with the MPMS.

2.4 Modelling and Simulations

The analysis and simulation of the ESR spectra were done by means of the

EasySpin toolbox for Matlab [18]. The analysis and simulation of the temperature

dependence of the magnetic susceptibility χ(T ) were done by means of the julX

simulation program [19].



3 Single Molecule Magnetic

Complexes

A fascinating approach to obtain nanoscale magnets is the synthesis of metal-

organic molecular complexes containing a finite number of paramagnetic ions.

The ionic moments are strongly magnetically coupled via organic bridge ligands

and therefore form a magnetic cluster with a well-isolated ground state. The main

objective for the synthesis of such clusters is a system which can be described by

a single large spin with a well-pronounced uniaxial magnetic anisotropy. In this

regard, molecules with large effective spins have been successfully realized [11],

such as the ferromagnetically-coupled Mn19 cluster with a spin S = 83/2 in the

ground state [20].

The most prominent representative of those species is the Mn12Ac compound,

Figure 3.1: Structure of the Mn12Ac-core [21]. The four inner ions are

Mn4+. The eight ions in the outer ring are Mn3+. (See text for details)
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whose chemical formula is Mn12O12(CH3COO)16(H2O)4. Mn12Ac was first syn-

thesized by Lis [22] in 1980. In this cluster, the four inner Mn4+ (3d3, SMn = 3/2)

ions (see Fig. 3.1) are ferromagnetically coupled and form a unit with spin 6. This

unit is antiferromagnetically coupled to the outer ring of Mn3+ (3d4, SMn = 2)

ions, yielding a total spin S = 10 for the ground state of the molecule. There is

a pronounced negative axial magnetic anisotropy (D = −0.72 K) which removes

the (2S + 1)-fold degeneracy of the ground state multiplet. The S = 10 ground

state splits into 2S+1 = 21 levels, mS = ±10, ±9, ..., ±1, 0 (see Fig. 3.2 a). Since

the states with mS = ±10 have the same energy, this ground state is bistable

which is characteristic for single-molecule magnets (SMM). Consequently, the two

lowest states are separated by the energy barrier

∆E = |D|(S2
z,max − S2

z,min) . (3.1)

For temperatures T ∼ ∆E/kB the relaxation time of the magnetization depends

on the height of the barrier according to the Arrhenius equation,

τ = τ0 exp(∆E/kBT ) , (3.2)

where τ0 is the pre-exponential factor. Therefore, the relaxation slows down

when the ratio ∆E/kBT is increased. This leads to a hysteresis in the magnetic

field dependence of the magnetization a below certain temperature regime. Since

this hysteretic behavior is of purely molecular origin, such complexes are called

single-molecular magnets.

Thermal activation is not the only mechanism which causes the relaxation

of the magnetization. In 1996 unusual steps were found in the hysteresis loop of

Mn12Ac [23, 24]. The mechanism of this additional relaxation pathway is denoted

Figure 3.2: Energy barrier and splitting of the energy levels due to the

single ion anisotropy. a) Thermal relaxation of the magnetization. b) Quan-

tum tunnelling of the magnetization.
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as quantum tunnelling of the magnetization (QTM) through the energy barrier

(Fig. 3.2 b). This effect is related to the symmetry of the system: transverse (in-

plane) and higher order anisotropy may yield an admixture of the iso-energetic

quantum states on different sides of the barrier and therefore a finite probability

of transition between them.

In the following sections a detailed study of several new molecular magnetic

complexes will be described. The complexes were studied by means of static

magnetization measurements and electron spin resonance (ESR) spectroscopy.

The measurements enabled the determination of all relevant parameters of the

magnetic complexes, such as total spin value, magnitude and sign of the magnetic

anisotropy, value of the exchange coupling between the magnetic ions. Some of

the complexes were also studied by means of pulse ESR, which allows one to

estimate the spin relaxation times and to identify the relaxation mechanisms.
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3.1 Ni(II) Dimer and Trimer Complexes

Over the past decades much interest has arisen in the synthesis and character-

ization of polynuclear transition-metal thiolate complexes [25–28]. The interest

in these compounds is mainly due to their biological relevance as simple model

compounds for the active sites of metalloenzymes [29–31], and their intriguing

magnetic and electronic properties [32–34]. Macrocyclic ligands are often em-

ployed as supporting ligands as their complexes are more stable than those of

their acyclic counterparts. In addition, the metal ions are fixed in close proxim-

ity and can be arranged in almost any topology which has important implications

for the metal-metal interactions [35, 36].

An attractive feature of the hexaaza-dithiophenolate ligand (H2L1 [37]) and

its various derivatives is the possibility to derive a magneto-structural correla-

tion between the sign of the exchange parameter J and the Metal-S-Metal bond

angle [37]. For di-nickel(II) complexes, for example, the spins of the Ni(II) ions

couple ferromagnetically if the average Ni-S-Ni angles are of ∼ 90 ± 5◦ [38–41].

Smaller or larger angles give rise to antiferromagnetic exchange interactions be-

tween the metal centers. Thus with increasing deviation from the 90◦ bonding

geometry the antiferromagnetic contribution to the total exchange will grow and

eventually produce a change in the sign of J . Although such interplay is rather

well understood since pioneering works of Goodenough, Kanamori and Anderson

(GKA-rules, see, e.g. [42]), the actual dependence of J on the bond angle can

often be significantly affected by specific details of the local coordination and

particular bonding features [43, 44].

In this context, studying the magnetic behavior of newly-synthesized materi-

als is important to understand the relationship between a specific bonding topol-

ogy and the magnetic interactions between metal ions. Specifically, magneto-

structural correlations are of importance for the targeted assembly of molecular-

based magnetic materials [45–47]. Therefore, it was of interest to synthesize

novel nickel(II) amino-thiophenolate complexes with different Ni-S-Ni angles and

to characterize their magnetic properties. In this section, a detailed magnetic

study of two novel binuclear and trinuclear Ni(II) complexes by means of static

magnetization measurements and high-field electron spin resonance spectroscopy

is presented.
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3.1.1 Molecular Structures

Two Ni(II)-based dinuclear and trinuclear molecular complexes have been re-

cently synthesized in Leipzig by the group of Prof. Kersting. The synthesis details

and the full structural and spectroscopic characterization of these complexes were

published in Ref. [48]. It was shown that the Ni2-complex is formed as the para-

magnetic I2 adduct [NiII2 L1(OAc)·I2][I5] from the reaction of [NiII2 L1(OAc)][ClO4]

with five equivalents of diiodine. The crystal structure analysis confirmed the

presence of the dinuclear diiodine adduct and a V-shaped pentaiodide counteran-

ion. The molecular structure of the Ni2-complex is presented in Fig. 3.3 a. Here,

the two Ni(II) ions have similar distorted octahedral N3S2O coordination environ-

ments with average Ni-N, Ni-S, and Ni-O distances of 2.209(5) Å, 2.515(2) Å, and

1.987(4) Å, respectively. The Ni-Ni distance is 3.601(1) Å, and Ni-S(1)-Ni and

Ni-S(2)-Ni angles are 88.4◦ and 94.7◦, respectively. Such a topology of the Ni2-

core suggests two almost equivalent magnetic exchange paths between the two

Ni2+ (3d8, SNi = 1) spins which can be effectively described by a single exchange

Figure 3.3: a) Molecular structure of the Ni2-complex (the I2 is omitted

for reasons of clarity). b) Scheme of the expected magnetic coupling of the

two Ni2+ ions in the Ni2-core.
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coupling parameter J (cf. Fig. 3.3 b, to be discussed later).

The Ni3-complex formed rather unexpectedly during attempts to prepare a

dinuclear complex. The crystal structure contains trinuclear [Ni3L(OAc)2]2+ di-

cations, BPh−4 anions and MeCN and MeOH solvate molecules. The molecular

structure of the [Ni3L(OAc)2]2+ dication is presented in Fig. 3.4 a. The macrocy-

cle supports a trinuclear complex, with distorted octahedral N2S2O2 and N2SO3

coordination environments for the central and the terminal Ni(II) ions, respec-

tively. The bond lengths and angles around the central and terminal Ni atoms

differ slightly, as one might expect. The average Ni-N, Ni-S, and Ni-O distances

are 2.098(3) Å, 2.316(1) Å and 2.091(2) Å for the terminal Ni ions and 2.233(3) Å,

Figure 3.4: a) Molecular structure of the Ni3-complex (BPh−4 anions and

MeCN and MeOH solvate molecules are omitted for clarity). b) Scheme of

the expected magnetic coupling of the tree Ni2+ ions in the Ni3-core.
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2.296(1) Å and 2.132(2) Å for the central one, respectively. The Ni-S-Ni angles

are 132.8◦ and 133.5◦. The Ni-Ni distances are 4.229 Å and 4.234 Å. The topology

of the Ni3-core suggests a single magnetic exchange coupling J ′ between the three

Ni2+ (3d8, SNi = 1) ions via the sulphur bridges (cf. Fig. 3.4 b). This appreciably

simplifies the experimental data analysis and the interpretation of the magnetic

properties of the Ni3-complex (cf. section 3.1.3).

3.1.2 Magnetic Properties of the Dinuclear Ni(II) Complex

Static Magnetization Measurements

The static magnetization M of the Ni2-complex was measured by A. Parames-

waran on microcrystalline powder samples in the temperature range T = 2−300 K

and in magnetic fields µ0H up to 5 T with the SQUID magnetometer MPMS-XL5.

The field dependence of the magnetization M(H) at low temperatures (2 K and

4.2 K) is shown in Fig. 3.5. The measurements reveal a saturation magnetization

MS of about 4.6µB/2Ni which corresponds to the magnetic ground state of the

molecule with a total spin Stot = 2. This observation implies ferromagnetic (FM)

coupling between the two Ni2+ ions (3d8, SNi = 1). This conclusion is confirmed
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Figure 3.5: Field dependence of the magnetization M(H) of the Ni2-

complex at T = 2 K and T = 4.2 K.
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Figure 3.6: Temperature dependencies of the static susceptibility χ(T ) =

M(T )/H and the inverse susceptibility χ−1(T ) of the Ni2-complex in a

magnetic field of 1 T (circles). The black lines represent a numerical model

fit using the Hamiltonian (3.4). A temperature-independent contribution

χ0 is included into the fit.

by the temperature dependence of the static susceptibility χ(T ) = M(T )/H and

the inverse susceptibility χ−1(T ) presented in Fig. 3.6. As will be shown below,

these data can be well described by means of the FM dimer model.

High-Field ESR Measurements

High-field ESR (HF-ESR) of the Ni2-complex in static magnetic fields was mea-

sured with the Millimeterwave Vector Network Analyzer MVNA (see chapter 2).

The measurements were performed on a loose powder sample in magnetic fields

µ0H up to 15 T at frequencies ν = 80 − 350 GHz. The small powder particles

self-oriented in the magnetic field during the measurements due to the presence

of the “easy axis” magnetic anisotropy (see below). A typical ESR spectrum at

T = 30 K exhibits four separate ESR lines. The respective frequency ν vs. reso-

nance field Hres dependencies (resonance branches) of all observed lines together

with representative ESR spectra are shown in Fig. 3.7. The slopes of the reso-

nance branches reveal a g-factor of 2.3 for all four ESR lines. The extrapolation
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Figure 3.7: Frequency vs. resonance field ν(Hres)-dependencies of the

ESR resonance modes (resonance branches) for the Ni2-complex at T =

30 K.

of the ν(Hres)-dependence of line 1 to Hres = 0 implies a magnetic anisotropy gap

∆ ≈ 70 GHz (3.4 K). The T -dependence of the ESR spectrum of the Ni2-complex

is presented in Fig. 3.8. Here, one can see a transfer of the spectral weight to lower

magnetic fields at low temperatures, which indicates a negative axial magnetic

anisotropy of the molecule (DS < 0).

Analysis

The observation of four separate ESR lines at all measurement temperatures (up

to 60 K) and the fact that no additional ESR lines appeared a high T give evidence

that the observed ESR spectra correspond to the ground state of the molecule.

Therefore, for the analysis of the ESR spectra a minimal model describing only

the ground state has been introduced. Here, we assume that each molecule has

a single total spin S = Stot = 2, and possesses a g-factor of 2.3 and a magnetic

anisotropy gap ∆ = |DS|(S2−(S−1)2) = 70 GHz. In this case a minimal effective

spin Hamiltonian can be introduced in the form

H = DS(S2
z − S(S + 1)/3) + ES(S2

x − S2
y) + gµB H · S . (3.3)
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Figure 3.8: T -dependence of the ESR spectrum of the Ni2-complex at

ν = 88 GHz. Note, the relative intensity of the ESR lines changes with the

temperature so that the low field lines become dominant.

Here, the first two terms describe the zero-field splitting of the spin states caused

by an anisotropic ligand crystal field potential comprising axial and rhombic

terms, respectively. DS is the axial magnetic anisotropy parameter and ES is the

transverse magnetic anisotropy parameter of the complex. Generally, DS and ES

are determined by the single ion anisotropies of the individual metal ions due to

the ligand crystal fields, with possible contributions arising from the anisotropic

part of the Ni-Ni magnetic exchange interaction. The last term is the Zeeman

interaction of the total spin with the external magnetic field H. The solution of

the Hamiltonian (3.3) yields the eigenvalues Ei(DS,ES,H,g) and eigenfunctions

ψi(DS,ES,H,g) of the energy levels. After plugging in the estimates of DS, ES

and g obtained from the raw experimental data, the knowledge of Ei and ψi

allows to simulate the ESR spectra. The adjustment of the simulated spectra to

the measured ones by fine tuning of DS, ES and g enables accurate refinement

and verification of these parameters.
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Figure 3.9: Measured and simulated ESR spectra at ν = 88 GHz and

T = 40 K and the calculated energy level scheme of the spin states of the

Ni2-complex.

The simulations of the ESR spectra were performed for the parallel orientation

of the magnetic anisotropy axis to the applied magnetic field. A simulated spec-

trum at ν = 88 GHz, T = 40 K together with a representative experimental spec-

trum of the Ni2-complex and calculated energy levels is presented in Fig. 3.9. The

simulation shows that the observed number of the ESR lines (four) is defined by

the total spin of the Ni2-complex Stot = 2 and the zero field splitting of the energy

levels. Note, that magnetic anisotropy of the Ni2-complex can be well described

only by an axial magnetic anisotropy parameterDS (i.e. ES = 0). The model con-

firms the experimentally-determined value of ∆ = 3|DS| = 70 GHz (3.4 K) and

the negative sign of the axial magnetic anisotropy DS = −23.3 GHz (−1.1 K).

Note, that the negative sign of DS implies an “easy” magnetic anisotropy axis

for the Ni2-complex and, therefore, a bistable magnetic ground state.

In order to analyze the magnetic behavior of the Ni2-complex at higher temper-

atures (up to 300 K), where the contribution from the excited spin states cannot

be omitted, an additional term describing the intramolecular magnetic exchange

interaction between individual spins of Ni ions is included in the effective spin
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Hamiltonian (3.3),

H′ = Deff

N∑
i=1

(S2
iz − Si(Si + 1)/3) + Eeff

N∑
i=1

(S2
ix − S2

iy)

+ gµB

N∑
i=1

H · Si + J
∑
i>j

Si · Sj , (3.4)

where N is the number of ions in the complex. The first two terms of the Hamil-

tonian describe the zero-field splitting of the spin states of each Ni ion, the

third term is the Zeeman interaction of the Ni spins with the external mag-

netic field H and the last term describes the isotropic intramolecular magnetic

coupling between the neighboring Ni ions (J < 0 denotes ferromagnetic (FM)

coupling). The topology of the Ni2-core suggests two equivalent exchange paths

between the two Ni2+ ions effectively described by a single exchange coupling

parameter J (cf. Fig. 3.3). The parameters of the magnetic anisotropy were

assumed to be equal for the two Ni ions. Therefore Deff stands here for an ef-

fective magnetic anisotropy parameter of each Ni ion. It was determined from

the analysis of the ESR spectra of the ground state of the complex (Stot = 2) as

Deff = DS(S2
tot − (Stot − 1)2) = −∆. Solving numerically the Hamiltonian allows

for a simulation of the temperature dependence of the magnetic susceptibility

χ(T ). The simulated χ(T ) and χ−1(T ) curves are presented together with the

experimental data in Fig. 3.6. One can see that the model curves fully repro-

duce the experimental results. Specifically, the modelling reveals a ferromagnetic

coupling J = −42 K between the two Ni ions and a temperature independent

diamagnetic component χ0 = −1.5 ·10−3 erg/G2/mole caused by the diamagnetic

susceptibility of the organic ligands.

3.1.3 Magnetic Properties of Trinuclear Ni(II) Complex

Static Magnetization Measurements

The static magnetization M of the Ni3-complex was measured by A. Parames-

waran on a microcrystalline powder sample in the temperature range T = 2 −
300 K and in magnetic fields H up to 5 T with the SQUID magnetometer MPMS-

XL5. The field dependence of the magnetization M(H) at low temperatures (2 K

and 4.2 K) is presented in Fig. 3.10. These measurements reveals a magnetic mo-

ment of 1.94µB/3Ni at µ0H = 5 T. Although the magnetization is not saturated
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Figure 3.10: Field dependence of the magnetization M(H) of the Ni3-

complex at T = 2 K and T = 4.2 K.

at µ0H = 5 T, the shape of the curve implies an approach to the saturation of the

magnetic moment corresponding to the magnetic ground state of the molecule

with a total spin Stot = 1 (µS = 2.2µB/3Ni). In contrast to the Ni2-complex,

Stot = 1 here implies an antiferromagnetic (AFM) coupling between the three

Ni2+ spins (3d8, SNi = 1). The temperature dependence of the static magnetic

susceptibility χ(T ) = M(T )/H and the inverse susceptibility χ−1(T ) of the Ni3-

complex are shown in Fig. 3.11. Here, we observe a strong non-linearity of χ−1(T )

which, as will be discussed below, corresponds to the thermal activation of higher

energy spin multiplets (Stot
1 = 2, Stot

2 = 3).

High-field ESR Measurements

HF-ESR measurements were performed on a powder sample for µ0H = 0− 15 T

and ν = 80 − 350 GHz by means of the MVNA (see chapter 2). A typical ESR

spectrum of the Ni3-complex at a low temperature (T = 4 K) consists of a sharp

stand-alone line at a resonant field Hres of around 2.5 T (line 1) and a group

of lines distributed in the magnetic field range from 3.5 to 7.5 T (lines 2 - 7).

The resonance branches of these lines together with representative ESR spectra

are shown in Fig. 3.12. The slopes of the resonance branches 2 − 7 correspond

to a g-factor of 2.2. Branch 1 has an almost twice steeper slope which can be
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Figure 3.11: Temperature dependencies of the static susceptibility χ(T )

and the inverse susceptibility χ−1(T ) of the Ni3-complex in µ0H = 5 T

(open circles). The black lines represent a numerical model fit using the

Hamiltonian (3.4). A temperature independent contribution χ0 is included

into the fit.

described by a phenomenological “effective” g-factor of 4.0. Linear extrapolation

of ν(Hres) of line 2 to Hres = 0 reveals a magnetic anisotropy gap ∆ ≈ 60 GHz

(2.9 K) which, in the case of Stot = 1, is equal to the axial magnetic anisotropy

of the molecule, ∆ = |DS|(S2
tot − (Stot − 1)2) = |DS|.

The observed number of the seven ESR lines is not expected for an S = 1

system with parallel orientation of the anisotropy axes, however it can be the case

for a powder spectrum where all possible orientation are present. This observation

indicates that the loose powder did not self-orient in the applied magnetic fields

which gives the first indication of the “easy plane” situation for this complex.

The T -dependence of the ESR spectrum is presented in Fig. 3.13. The intensity

of the ESR lines substantially decreases with increasing temperature, whereas

the shape of the ESR spectrum does not significantly change. In particular, no

additional ESR lines appear in the spectrum at higher temperatures. These facts

give evidence that all detected ESR lines correspond to the ground state of the

molecule Stot
0 = 1. In contrast, the activation of higher-energy spin multiplets

(Stot
1 = 2, Stot

2 = 3) is not detected by the ESR measurements, which suggests
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Figure 3.12: Frequency vs. resonance field ν(Hres)-dependencies of the

ESR resonance modes (resonance branches) for the Ni3-complex at T = 4 K.

a large intramolecular coupling rendering the ground state well isolated from

higher-spin multiplets.

Analysis

As it was mentioned before, the ESR spectrum of the Ni3-complex at T = 4 K

contains only lines corresponding to the ground state of the molecule (Stot
0 =

1). Therefore, the minimal effective spin Hamiltonian (3.3) describing only the

ground state was used for the analysis of the ESR spectra. Based on the experi-

mental data, it is assumed that each molecule has a single spin S = Stot
0 = 1 with

a g-factor of 2.2 and a magnetic anisotropy ∆ = |DS|(S2 − (S − 1)2) = 60 GHz.

A simulated powder spectrum for ν = 166 GHz and T = 4 K is presented in

Fig. 3.14 b. Comparison of the calculated result (b) with the experimental ESR

spectrum of a microcrystalline powder sample (a) on that Figure shows that the

experimental data are well reproduced by the model. However, one can observe

a slight difference between the simulated and measured spectra, such as different

relative intensities of the lines 3 and 4. This difference can be attributed to a

partial orientation (texturing) of the microcrystalline powder sample.
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Figure 3.13: T -dependence of the ESR spectrum of the Ni3-complex at

ν = 166 GHz.

The analysis demonstrates that the applied model describes the Ni3-complex

at low temperatures very well. In particular, the ground state of the molecule

with Stot
0 = 1 and the g-factor of 2.2 are confirmed. Moreover, the modelling

yields a positive sign of the axial anisotropy DS = +60 GHz (2.9 K) and a sub-

stantial transverse anisotropy ES = 10 GHz (0.5 K) which implies an “easy plane”

situation for the molecule with an easy axis in the plane. In addition, this analy-

sis reveals that the ESR lines 2 - 7 correspond to “allowed” resonance transitions

between neighboring energy levels according to the ESR selection rule ∆Sz = ±1

and, therefore, the observed number of lines can be explained by the powder

averaging of the ESR spectrum. Line 1 corresponds to the so-called “forbidden”

transition with ∆Sz = ±2 for which an almost doubled slope of the ν(Hres) branch

is observed (geff ∼ 2g, see Fig. 3.12). A non-zero intensity of this transition indi-

cates the mixing of the spin energy states due to the anisotropic ligand crystal

field and the spin-orbit coupling.

The temperature dependence of the magnetic susceptibility of the Ni3-complex

can be analyzed by taking into account the topology of the Ni3-core which sug-

gests a single exchange coupling J ′ between the three Ni2+ ions via the sulphur

bridges (cf. Fig. 3.4). Similar to the Ni2-complex, for the simulation of χ(T ), the

parameters of the magnetic anisotropy were assumed to be equal for all three
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Figure 3.14: ESR spectra of the Ni3-complex at ν = 166 GHz and T =

4 K: a) experimental spectrum; b) simulated spectrum.

ions and were taken as Deff = DS = 2.9 K and Eeff = ES = 0.5 K from the

analysis of the ESR spectra. The simulated χ(T ) and χ−1(T ) dependencies fully

reproduce the experimental results (cf. the black lines in Fig. 3.11) and reveal

an antiferromagnetic (AFM) coupling J ′ = 140 K between the Ni ions. The

energy levels of the spin states of the Ni3-complex, calculated according to the

model, are shown in Fig. 3.15. This scheme illustrates the energy gap of 140 K

between the ground state Stot
0 = 1 and the first excited state Stot

1 = 2 caused

by the magnetic coupling J ′. This result confirms that the strong non-linearity

of χ−1(T ) in the temperature range T = 100 − 150 K (cf. Fig. 3.11) is caused

by the thermal activation of the higher energy spin multiplet (Stot
1 = 2). Note,

that the modelling reveals a rather large temperature independent diamagnetic

component χ0 = −3.9 ·10−3 erg/G2/mole which is in agreement with a significant

diamagnetic susceptibility of the organic ligands of the complex.
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Figure 3.15: Calculated energy spectrum of the spin states of the Ni3-

complex.

3.1.4 Conclusion

The structural analysis of the Ni2- and Ni3-complexes reveals a totally different

arrangement of the atoms in the two cores. In the Ni3-core adjacent Ni ions are

connected via one bridging thiophenolate sulphur atom, whereas in the Ni2-core

the metal ions are bridged by two S atoms which leads to very different Ni-S-Ni

bridging angles in these two complexes. The large value of about 133◦ in the

case of the Ni3-complex is attributed to the fact that the Ni ions lie on opposite

faces of the thiophenolate planes. The dinuclear Ni complex, on the other hand,

has the Ni ions on the same side of the thiophenolate plane, and shows much

smaller Ni-S-Ni angles. The values do not deviate much from 90◦. As expected

for such strongly different bonding geometries, the HF-ESR and magnetization

data show different magnetic exchange interactions in these compounds. The Ni2-

complex reveals a ferromagnetic coupling J = −42 K, while for the Ni3-complex

we observe a strong antiferromagnetic coupling J ′ = 140 K. These differences can

be attributed to the different Ni-S-Ni bridging bond angles.

Moreover, the different structure of the ligands in the Ni3- and Ni2-complexes

causes opposite signs of the single ion magnetic anisotropy. Thus, in the Ni3-

complex the ligand structure yields a positive axial anisotropy and, therefore,

an “easy plane” situation for the molecule. In contrast, for the Ni2-complex we
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observe a negative axial anisotropy, which yields an “easy” magnetic anisotropy

axis for the molecule and a bistable magnetic ground state.

Thus, the variation of the angles of the sulphur bridging bonds and of the

ligand structure has a very strong impact on the magnetic properties of the stud-

ied Ni(II)-based complexes. Such a control of exchange interactions and single

ion anisotropy suggests a pathway for a targeted assembly of single molecular

magnetic complexes with predetermined magnetic properties.
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3.2 Mn2Ni3 Single Molecular Magnet

The combination of different metal ions in a single cluster for achieving large

magnetic anisotropy and high-spin ground states significantly extends the struc-

tural landscape for SMM. Mixed transition metal molecular magnetic complexes

include MnCu [49], Mn2Ni2 [50, 51], Mn11Cr, Fe4Ni4 [52], Mn6Cr [53], and Mn3Ni

[54], some of them showing slow relaxation and quantum tunnelling of the mag-

netization. Recently, the synthesis of a new family of heterometal SMM has been

started in the group of Prof. Meyer (University of Göttingen). These relatively

small pentanuclear systems [MnIII
2 NiII3 L4(LH)2X2(H2O)2] (X = Cl/Br) feature a

ferromagnetic Stot = 7 ground state, substantial uniaxial magnetic anisotropy,

and pronounced quantum tunnelling steps in the magnetization hysteresis loops

[55]. In the following, the detailed magnetic study of the first member in this

new family of SMM will be described.

Figure 3.16: Molecular structure of the Mn2Ni3-complex. The complex

has a [Mn2Ni3(µ-O)8] core where two Mn3+ and three Ni2+ ions are bound

by four double oxygen bridges.
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3.2.1 Molecular Structure

The studied Mn2Ni3-complex was synthesized and characterized as described in

Ref. [55]. Its molecular structure is presented in Fig. 3.16. The complex contains

a [Mn2Ni3(µ-O)8] core where the coordination number of all metal atoms is six

and the coordination environment is distorted octahedral. Oxidation states of

the metal ions, Mn3+ and Ni2+, are confirmed by bond valence sum calculations

[56] and by the relatively short bonds for the Mn3+ ions. The three Ni2+ ions

are doubly bridged by phenoxy-O atoms, while both peripheral Mn3+ ions are

linked to the Ni2+
3 core via double alkoxy-O bridging. Mn3+ ions are found in an

NO4Cl environment with the equatorial position occupied by the ONO site of a

tridentate ligand and an alkoxo-O of another ligand, and with the terminal Cl

and a water molecule in the axial positions. As expected, the Mn3+ ions exhibit

a strong Jahn-Teller elongation along the Cl-Mn-OH2 axis (Fig. 3.17 a) with Mn-

O/Cl distances of 2.34/2.61 Å. In the case of nickel the octahedral environment

is more regular featuring for the central Ni2+ a N2O4 and for two other Ni2+

NO5 coordination spheres. With respect to the magnetic properties, it is also

important to note that the Jahn-Teller axes of the Mn3+ ions at both ends of the

Figure 3.17: a) Coordination environment of the metal ions in the

Mn2Ni3-complex. The arrows indicate the Jahn-Teller axes. b) Expected

magnetic coupling between the spins in the Mn3+-Ni2+-Ni2+-Ni2+-Mn3+

core.
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quasi-linear Mn3+-Ni2+-Ni2+-Ni2+-Mn3+ core are roughly parallel to each other.

The topology of the core suggests two different exchange constants J1 and J2 for

Mn-Ni and Ni-Ni interactions, respectively (cf. Fig. 3.17 b).

3.2.2 Static Magnetization

The static magnetic properties of the Mn2Ni3-complex were investigated using the

magnetometer MPMS SQUID-VSM in magnetic fields µ0H up to 7 T at temper-

atures between 1.8 and 300 K. The results of the field-dependent magnetization

M(H) measurements for a polycrystalline powder sample at three different tem-

peratures (T = 1.8, 4, 10 K) are shown in Fig. 3.18. The measurements reveal a

saturation magnetization of about 14µB per molecule, which corresponds to the

magnetic ground state of the complex with a total spin Stot = 7. This observation

implies ferromagnetic (FM) coupling between the two Mn3+ ions (3d4, SMn = 2)

and three Ni2+ ions (3d8, SNi = 1) as schematically illustrated in Fig. 3.17 b.

The temperature dependence of the static magnetic susceptibility χ(T ) and

inverse susceptibility χ−1(T ) of the Mn2Ni3-complex in a magnetic field of 1 T is

presented in Fig. 3.6 (the measurements were performed by K. Gieb, University

of Erlangen-Nuremberg). At high temperatures (T > 100 K), χ−1(T ) is linear
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Figure 3.18: Field dependence of the static magnetization M(H) of the

Mn2Ni3-complex at different temperatures.
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following the Curie-Weiss law, however, at T < 100 K, there is a strong non-

linearity of χ−1(T ). Assuming an isotropic coupling between the spins with two

different exchange constants (see Fig. 3.17 b), the experimental data can be fitted

using the Heisenberg model. The effective spin Hamiltonian in this case can be

given in the form

H = J1(SMn1SNi1 + SMn2SNi3) + J2(SNi1SNi2 + SNi2SNi3)

+ gµB

2∑
j=1

H · SMnj + gµB

3∑
j=1

H · SNij . (3.5)

Since the Mn2Ni3-complex has a rather big number of spins (five), in order to sim-

plify the model, the magnetic anisotropy terms were not included into the Hamil-

tonian. The neglect is also motivated by the fact that the magnetic anisotropy

parameters are significantly smaller than the coupling constants (see ESR mea-

surements). From the numerically calculated best fit, shown as black lines in

Fig. 3.6, one obtains J1 ≈ −44 K (FM) for the Mn-Ni coupling and J2 ≈ −19 K

(FM) for the Ni-Ni coupling constant and an average g-factor gav = 2.06 which

is in a good agreement with the value directly measured by ESR, gESR
av = 2.08.
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Figure 3.19: Temperature dependencies of the static susceptibility

χ(T ) = M(T )/H and the inverse susceptibility χ−1(T ) of the Mn2Ni3-

complex in µ0H = 1 T (open circles). The black lines represent a numerical

model fit using the Hamiltonian (3.5).
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3.2.3 High-Field Electron Spin Resonance

High-field electron spin resonance (HF-ESR) measurements in magnetic fields up

to 15 T were performed by means of the MVNA (see chapter 2) on an oriented

powder sample of the Mn2Ni3-complex. Owing to a strong magnetic anisotropy

(see below) the single crystalline powder particles in the sample were aligned in

the magnetic field along their crystalline magnetic anisotropy axis. Typical ESR

spectra at T = 20 K are shown in Fig. 3.20. The spectra feature a relatively

simple structure consisting of well-defined and almost equally spaced absorption

lines with a separation of the resonance fields Hres by ∼ 1 T. Measurements at

different excitation frequencies reveal a linear relationship between ν and Hres for

each absorption line. The respective ν vs. Hres dependencies (resonance branches)

are plotted together in Fig. 3.20. The slope of all resonance branches is almost

identical. This enables a straightforward determination of the average g-factor

Figure 3.20: Frequency ν versus resonance magnetic fieldHres dependence

of the ESR lines (symbols) and representative ESR spectra of the Mn2Ni3-

complex at T = 20 K. Solid lines are linear fits to the experimental data

points.
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Figure 3.21: Temperature dependence of the ESR spectra of the Mn2Ni3-

complex at ν = 166 GHz. a) Experimentally obtained ESR spectra; b) ESR

spectra and energy levels calculated using the simplest model (Eq. (3.6)),

with the parameters obtained from the magnetization and ESR measure-

ments (Stot = 7; Dmol = −0.55 K; gav = 2.08).

gav = 2.08. As shown in Fig. 3.20 the extrapolation of the ν(Hres) dependence of

the leftmost line in the ESR spectrum (line 1) to zero magnetic field yields the

magnitude of the magnetic anisotropy gap ∆ amounting to 150 GHz (∼ 7.2 K).

Since ∆ is related to the anisotropy parameter Dmol of the molecular complex

as |Dmol| = ∆/(S2
tot − (Stot − 1)2), with Stot = 7 one obtains the absolute value

|Dmol| = 11 GHz (0.55 K) for the Mn2Ni3-complex.

The sign of Dmol can be unambiguously determined from the temperature

dependence of the ESR spectrum which is presented in Fig. 3.21 a. Here, one

observes a clear transfer of the spectral weight to lower magnetic fields at low

temperatures whereas the positions of the absorption lines do not change. Such

kind of redistribution of the ESR spectral weight occurs in the case of a spin

doublet ground state | ± Sz
tot〉 corresponding to a negative sign of Dmol, whereas
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for the case of a singlet state |0〉, i.e., for a positive sign of Dmol, the spectral

weight should shift to higher fields (ref. to section 1.3.1). This is illustrated by

the energy level diagram in Fig. 3.21 b. ForDmol < 0 and at low T , the lowest state

| − 7〉 is the most populated one yielding the strongest intensity for the leftmost

line in the ESR spectrum. With increasing T , higher energy levels become more

populated and therefore a larger number of ESR lines is observed. Thus the

HF-ESR results give clear evidence for a bistable “easy axis” ground state of the

Mn2Ni3-complex with a substantial anisotropy barrier U = S2
tot|Dmol| = 27 K

between the two degenerate ground states Sz
tot = +7 and Sz

tot = −7.

Using the experimentally-obtained parameters, the ESR spectra of the Mn2Ni3-

complex were modelled for the case of the parallel orientation of the “easy axis”

of the complex to the direction of the magnetic field, i.e., the situation which

is expected for an oriented powder sample. This model, with the effective spin

Hamiltonian

H = Dmol[(S
z
tot)

2 − Stot(Stot + 1)/3] + gavµBHS
z
tot , (3.6)

describes only the ground state of the molecule. Here, the first term describes the

zero field splitting of the spin states caused by an anisotropic ligand crystal field,

and the second term is the Zeeman interaction of the total spin with the external

magnetic field H. As can be seen in Fig. 3.21 the simulation captures well the

main features of the experimentally-observed ESR spectrum: the extent of the

fine structure of the spectrum, the number of lines and their relative intensities.

Discrepancies between the model and the experiment could be due to a non-

perfect alignment of the powder particles as well as to the simplifications of the

model which neglects intra- and intermolecular interactions. Beyond the model

description, in the experimental ESR spectrum at T = 20 K an additional wide

absorption line emerges at around 5.5 T (see Fig. 3.21 a). Since the temperature

of 20 K is of the order of the intramolecular coupling between the spins, this

feature can be, most probably, attributed to transitions inside the higher-energy

spin multiplets.

3.2.4 Single Molecular Magnet Behavior

To further investigate the properties of the Mn2Ni3-complex, AC susceptibility

measurements were performed. Furthermore, a micro-Hall-bar magnetometer was

used in order to perform low-temperature single-crystal DC magnetization mea-
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Figure 3.22: Top: AC susceptibility versus temperature for a powder

sample of the Mn2Ni3-complex. a) In-phase component χ′; b) out-of-phase

component χ′′. The data were collected in an AC magnetic field of 2.56 Oe

oscillating at the indicated frequencies. The inset in b) shows a Cole-Cole

plot (χ′′ vs. χ′). Bottom: Low-temperature DC magnetization measure-

ments on a single crystal of the Mn2Ni3-complex performed by means of a

micro-Hall-bar magnetometer. Measurements: a) at different temperatures;

b) at different magnetic field sweep rates.

surements. Both kinds of measurements were done at the University of Erlangen-

Nürnberg by the group of Prof. Müller.

The results of the AC susceptibility measurements on a microcrystalline pow-

der sample are shown in Fig. 3.22 a,b. The inset in Fig. 3.22 b is a so-called Cole-

Cole (Argand) plot. The dispersion data presented in this way reveal an almost

perfect semi-circle. This is clear evidence of a relaxation process with a single
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relaxation time τ0 [11] and suggests SMM behavior of the studied complex.

For the low-temperature DC magnetization measurements, the crystals were

oriented with the easy axis approximately parallel to the applied magnetic field.

Measurements were performed at several temperatures in the range of 0.3 -

1.5 K (Fig. 3.22 c), and magnetic field sweep rates in the range of 12 - 200 mT/s

(Fig. 3.22 d). These measurements reveal a hysteretic behavior of the magnetiza-

tion below the blocking temperature TB of approximately 1.5 K and sharp steps

indicating flipping of the magnetization vector due to quantum tunnelling.

An exemplary low-temperature hysteresis loop of the Mn2Ni3-complex mea-

sured at 300 mK and a field sweep rate of 200 mT/s is compared in Fig. 3.23 with

the energy level scheme of the ground state multiplet calculated using the above

described model, Eq. (3.6). The model qualitatively describes the main features

of the magnetization behavior such as the number and the approximate positions

of the relaxation steps which correspond to the level crossing points in the dia-

gram. The correspondence between the crossing points and the positions of the

steps is closest for the highest sweep rate of the magnetization measurement and

Figure 3.23: Magnetization vs. DC magnetic field hysteresis loops for a

single crystal of the Mn2Ni3-complex measured at T = 300 mK and a field

sweep rate of 200 mT/s (black line), together with the calculated energy

level scheme.
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gets worse for smaller sweep rates. Indeed, the rate of the spin flips in the ESR

experiment is determined by the excitation frequency and orders of magnitude

higher. Thus the level diagram derived from the ESR data should correspond to

a magnetization measurement performed at a virtually infinite sweep rate.

Note that the observed sweep rate dependence of the relaxation steps positions

and the fact that the first step in the hysteresis loop is above the zero crossing

of the magnetic field cannot be described by the applied model. It is reasonable

to assume that these features are mainly determined by relaxation paths caused

by a ferromagnetic intermolecular interaction. Possibly owing to the smallness of

intermolecular interactions in comparison with the measurement temperature and

broadness of the absorption lines the ESR spectra do not exhibit characteristic

splitting of the resonance lines due to the exchange bias as, for example, it was

observed by Hill et al. in an exchange-coupled dimer of Mn4 single molecular

magnets [57].

3.2.5 Conclusion

The studied heterometallic Mn2Ni3-complex exhibits relatively strong ferromag-

netic intramolecular couplings of 44 K and 19 K between Mn-Ni and Ni-Ni ions,

respectively. This yields a high-spin ground state for the molecule with the total

spin Stot = 7. A substantial uniaxial magnetic anisotropy with an energy barrier

to thermal relaxation of the magnetization U = 27 K is observed, leading to a

SMM behavior of the studied complex. Noteworthy are the pronounced quantum

tunnelling steps in the hysteresis curve of the magnetization, which are partially

described by the simple model based on the ESR measurement results.
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3.3 Mn(III) Single Chain Magnet

Besides single molecular magnets (SMM), single chain magnets (SCM) [58–61]

are also attracting high attention. In general, these materials are composed of

well-isolated ferro- or ferrimagnetic chains usually based on transition metal ions.

Similarly to SMM, highly anisotropic ligand electrical fields yield a strong negative

uniaxial anisotropy and therefore a slow relaxation of the magnetization below

the so-called “blocking temperature”.

One of the families of 1-dimensional magnetic systems are coordination poly-

mers composed of Mn-porphyrine and radical molecule pairs. Many such com-

pounds may be obtained by various ligand substitutions and their magnetic prop-

erties may be tuned in a broad range [62–65]. Recently, Mn(III) tetra(ortho-

fluorophenyl)porphyrin-tetracyanoethylene was synthesized and characterized and

its magnetic properties were reported in Ref. [61]. This compound consists of fer-

rimagnetic chains, in which magnetic moments of the Mn3+ ions (S = 2) in the

center of porphyrin discs and of tetracyanoethylene radicals, TCNE− (s = 1/2)

are antiferromagnetically coupled with the exchange constant of Jortho
AFM = 217 K

[61]. At low temperatures, slow magnetic relaxation (below 13 K) and irreversible

magnetic behavior (below 4.5 K) were observed. For such compounds, special at-

tention is paid to the fluorine atom which can be attached at different positions

of the phenyl rings. It is interesting to see how the strongly electronegative flu-

orine ions influence the magnetic exchange and the anisotropy of the Mn(III)

ions. Therefore, the same group of chemists synthesized the Mn(III) tetra(meta-

fluorophenyl)porphyrin-tetracyanoethylene with the meta-position of the fluorine

ion. The goal of this study was the magnetic characterization of the Mn(III)-

meta-compound in order to check its SCM properties and to probe the influence

of the position of the fluorine ion on the magnetic behavior of the Mn(III)-chains.

3.3.1 Crystal Structure

The crystallographic structure of the studied Mn(III)-chain, as determined by X-

ray analysis, is shown in Fig. 3.24. The structure belongs to the monoclinic space

group C2/c with four crystallographically equivalent porphyrin-TCNE molecular

pairs in the elementary crystal cell. These molecular pairs are alternatively or-

dered along two symmetry related chains running along two diagonals of the ab

crystal cell wall. The angle between these diagonals is 66◦. The manganese ions
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Figure 3.24: Structure of the Mn(III)-chain and packing of the chains in

a crystal.

are located in the inversion centers. The surrounding of the Mn ions is an N6

axially-distorted octahedra. The Mn-N distance is 2.008 Å and 2.013 Å in the

porphyrin plane, and 2.327 Å perpendicular to the plane.

Samples. The samples were provided in two forms: microcrystals and fine

powder. The microcrystals have an elongated shape with a maximum grain size

of 0.5 mm. The fine powder corresponds to crystals which were ground in order

to minimize the shape anisotropy. Through-out this section the microcrystalline

sample is named as “crystalline” and the fine powder sample as “powder”.

3.3.2 Static Magnetization

Static magnetization measurements on the Mn(III)-chain were performed on both

“powder” and “crystalline” samples. Firstly, the magnetic field dependent mag-

netization measurements M(H) were done on the “powder” sample at T = 4.2 K

in magnetic fields up to 5 T by means of the MPMS XL5 SQUID magnetome-

ter. The result of these measurements is shown in Fig. 3.25 as blue circles. Since
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Figure 3.25: Magnetic field dependence of the static magnetization M(H)

of the “powder” sample (blue) and the “crystalline” sample (red). The

saturation of magnetization is not reached even in a magnetic field of 15 T.

in the magnetic field of 5 T the magnetization of the sample is far from satura-

tion, measurements in higher magnetic fields were necessary in order to study

the ground state of the Mn(III)-chain. Measurements in magnetic fields up to

15 T were performed on the same sample at the same temperature (T = 4.2 K)

by means of a home-made VSM (see chapter 2). The obtained data (blue line in

Fig. 3.25) are in a very good agreement with the SQUID results. The absence of

the complete saturation even at 15 T implies a need for higher magnetic fields.

Another possibility to reach the saturation at moderate fields is to use the

“crystalline” sample which could be partially oriented either due to the shape

anisotropy of the microcrystals (texturing of the sample) or self-oriented in a

magnetic field due to the magnetic anisotropy. The measurement results on the

“crystalline” sample of the Mn(III)-chain are shown in Fig. 3.25 in red color. The

magnetization increases steeper at low magnetic field as compared to the powder

sample. This behavior confirms the expected orientation of the microcrystals.

However, saturation is not reached for the “crystalline” sample either, therefore

measurements in higher magnetic fields are definitely required.

In the framework of collaboration with the Dresden High Magnetic Field Lab-
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Figure 3.26: M(H) of the “crystalline” sample in the magnetic fields up

to 60 T. Inset: different behavior of the magnetization during the quasi-

static DC and pulsed-field measurements.

oratory (HLD) at the Rossendorf Research Center, measurements of M(H) up

to 60 T in pulsed magnetic fields were performed. The obtained M(H) curve

for the “crystalline” sample at T = 4.2 K is presented in Fig. 3.26 together with

the results from the SQUID and VSM measurements. Here, it seems that the

saturation of magnetization is not reached even at 60 T, however, from ∼ 30 T,

the magnetization grows linearly. This behavior can be treated as the interplay

of three phenomena linear with the field: diamagnetism, Van Vleck paramag-

netism and the breaking of antiferromagnetic couplings within the chain. Note

that the background of the pulsed-field measurements might also give a contri-

bution. Subtraction of these linear effects gives a saturation magnetization value

of 3.3µB per chain unit. Taking the g-factor of 1.8 from the ESR measurements

(see below), the effective spin value Seff = 1.83 was found for the Mn3+-TCNE−

chain unit. This value is slightly larger than the expected S = 3/2 in case of an-

tiferromagnetic coupling between the Mn spin SMn = 2 (Mn3+ in high-spin state)

and the radical spin s = 1/2. However, in case of ferromagnetic coupling between

Mn and radical spins the effective spin value would be 5/2 which is significantly

larger than the experimentally observed Seff = 1.83.
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Figure 3.27: M(H) of the “crystalline” sample at T = 1.8 K. The sample

possesses a pronounced hysteresis. (measured quasi-statically)

The inset in Fig. 3.26 shows that the measurement results obtained during the

quasi-static DC and pulsed-field measurements differ at magnetic fields below

2 T. In DC field measurements at T = 4.2 K, the sample shows no visible hys-

teresis, while in pulsed-fields there is a clear evidence for a hysteretic behavior

of the magnetization. This indicates a slow relaxation of the magnetization of

the Mn(III)-chain which is not visible on the time scale of DC measurements at

T = 4.2 K, but becomes significant in the pulsed-field experiments, for which the

pulse length is 30 ms.

In order to prove that the system has a slow relaxation of the magnetization,

DC magnetization measurements at a low temperature T = 1.8 K were done. As

it can be seen from Fig. 3.27, the studied sample possesses pronounced hysteretic

properties which imply a rather large magnetic anisotropy in the Mn(III)-chain.

Moreover, reproducible steps in the magnetization curve are observed. The nature

of these steps cannot be exactly deduced from these measurements, however the

fast relaxation that corresponds to these steps is probably a sign of quantum

tunnelling of the magnetization.

To study the magnetic properties of the Mn(III)-chain at higher tempera-

tures and possibly estimate the intra-chain magnetic coupling of the spins, the

temperature dependence of the static magnetization was measured on the “crys-
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Figure 3.28: Temperature dependence of the static susceptibility χ(T ) =

M(T )/H (red) and inverse susceptibility χ−1(T ) (blue) of the Mn(III)-

chain in a magnetic field of 1 T. Inset: difference between ZFC and FC

measurement results.

talline” sample. Figure 3.28 presents the temperature dependence of the static

susceptibility χ(T ) = M(T )/H (red) and inverse susceptibility χ−1(T ) (blue).

The inset focuses on the difference between the zero-field-cooled (ZFC) and field-

cooled (FC) measurement regimes. In the ZFC case the sample was cooled down

to 1.8 K in zero magnetic field, and, after applying the magnetic field of 1 T,

the magnetization measurements were performed upon warming. For the FC

measurements the sample was cooled in the same magnetic field and the magne-

tization was measured in the warming cycle. The difference between ZFC and

FC results indicates the slow relaxation of the magnetization and allows to esti-

mate the blocking temperature Tblock of around 3 K. This is in agreement with

the observed hysteresis at T = 1.8 K and its absence at T = 4 K.

A non-linear behavior of χ−1(T ) is observed in the whole range of measurement

temperatures (1.8 - 280 K). At temperatures above ∼ 50 K, the inverse suscepti-

bility curve shows clear evidence for the activation of higher energy spin states.

This observation supports the expected antiferromagnetic AFM coupling JAFM

of the TCNE− radicals and Mn3+ ions spins in the Mn(III)-chain (Fig. 3.24). In

order to get the exact value of the coupling energy a numerical simulation would
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be necessary. Below ∼ 50 K, the curvature of the χ−1(T )-dependence indicates

ferromagnetic interactions which could be probably attributed to a ferromagnetic

coupling JFM between effective Mn3+-TCNE− chain units.

3.3.3 Electron Spin Resonance

High-field/frequency electron spin resonance measurements on the M(III)-chain

were performed in the frequency range ν = 332 - 648 GHz and in magnetic fields

up to 15 T by means of the MVNA (see section 2.1). Typical ESR spectra of

the “powder” sample at T = 4 K and frequencies of 372, 440 and 528 GHz are

shown in Fig. 3.29. Each spectrum comprises an intense absorption line (line 1)

and several partially resolved weak satellite peaks on the high-field side of line 1

(lines 2 - 4). Variation of the excitation frequency ν yields a systematic parallel

shift of the position H i
res of all lines, i = 1 - 4. The dependencies νi vs. H i

res

(resonance branches) for all observed ESR lines are plotted in Fig. 3.29. The

slopes of the branches are practically the same yielding a common g-factor of 1.8.

This implies a common origin of the main absorption line and the satellites. A

Figure 3.29: Frequency vs. resonance magnetic field diagram ν(Hres) and

representative ESR spectra of the “powder” sample of the Mn(III)-chain at

T = 4 K
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Figure 3.30: Temperature dependence of the ESR spectrum of the “pow-

der” sample of the Mn(III)-chain at a frequency of 372 GHz.

linear extrapolation of the leftmost resonance branch (line 1) to zero magnetic

field yields an anisotropy gap ∆ = 336 GHz (17 K) which is directly connected

with the effective magnetic anisotropy of the chain. The occurrence of almost

equidistant lines in the ESR spectrum gives evidence for the zero-field splitting of

the Sz energy states due to the ligand electrical field and the spin-orbit coupling.

However, in the case of an infinite chain the presence of satellite lines is not

expected. Therefore, these lines probably indicate that in the “powder” sample

the chains are not infinite.

A representative set of the ESR spectra of the “powder” sample at a fixed

frequency ν = 372 GHz and at different temperatures is presented in Fig. 3.30.

An appreciable change of the relative intensities of lines 1 - 4 with temperature

is observed. Here, a transfer of the spectral weight to higher magnetic fields at

higher temperatures takes place whereas the position of each line is preserved.

Such a transfer is a result of the thermal activation of the higher energy spin
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Figure 3.31: The ESR spectra at different frequencies obtained on the

ground and pressed “crystalline” sample. The spectra are not well repro-

ducible due to the reorientation of the microcrystalline particles in external

magnetic fields.

states with rising temperature and indicates a negative sign of the axial magnetic

anisotropy (D < 0) of the chain corresponding to an “easy axis” bistable ground

state.

Since the magnetization measurements showed a difference between the “pow-

der” and “crystalline” samples of the Mn(III)-chain (Fig. 3.25), the ESR mea-

surements were performed on the “crystalline” sample, too. However, it was not

possible to obtain reproducible ESR spectra most probably due to the reorienta-

tion of the microcrystalline particles during each field sweep. The only possibility

was to slightly grind and press the sample. The ESR spectra obtained after this

procedure are shown in Fig. 3.31. Though the spectra were still not perfectly

reproducible, it was possible to estimate the position of the main line and to plot

its ν(Hres)-dependence. This data yields a g-factor of 1.8 which is the same as in

the case of the “powder” sample. The value of the anisotropy gap was found to
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be 350 GHz which is slightly higher than for the “powder” sample. This might

be connected with the inaccurate determination of the resonance line positions

due to the rather large line width in the case of the “powder” sample and the less

meaningful ESR spectra in the case of “crystalline” sample.

3.3.4 Conclusion

The Mn(III) tetra(meta-fluorophenyl)porphyrin-tetracyanoethylene was studied

by means of static magnetization measurements up to 60 T and HF-ESR spec-

troscopy. The chain possesses a hysteretic behavior below the blocking tem-

perature Tblock ≈ 3 K which is a clear property of a single chain magnet. The

observed saturation magnetization yields an effective spin Seff = 1.83 which is

slightly larger than the expected S = 3/2 in case of antiferromagnetic coupling

JAFM between the Mn spin (SMn = 2) and the radical spin (s = 1/2). HF-ESR

measurements revealed a magnetic anisotropy gap ∆ = 17 K and a g-factor of

1.8. Moreover, the observed changes in the shape of the ESR spectrum at dif-

ferent temperatures indicate the axial nature of the magnetic anisotropy which

is in agreement with the observed hysteretic behavior of the magnetization. The

observed blocking temperature Tblock ∼ 3 K in the case of the Mn(III)-meta-

compound is remarkably lower than the one observed for the Mn(III)-ortho-chain

(T ortho
block ≈ 4.5 K). Thus, the position of the fluorine ion has a significant influence

on the magnetic anisotropy in the Mn(III)-chains.
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3.4 Binuclear Mn(I) Complexes

Electronic structure and magnetic properties of Mn-containing compounds con-

tinue to be a major research area because of the fascinating physical properties

observed in these materials, such as single molecule magnetism of multinuclear Mn

complexes [66–68], or colossal magnetoresistance of manganese-based perovskite

oxides [69]. These properties are closely related to the diversity of oxidation

states and the effective exchange coupling between Mn ions provided by different

short bridging ligands, such as O2−, OH−, CN−, N−3 , RCOO−, C2O2−
4 , pyrazolate

[70, 71]. Surprisingly, no enough data on the magnetism of complexes containing

Mn+1 ions is available though in this oxidation state it is isoelectronic to Fe+2

that is often found in a magnetic high spin (HS) state. The Mn+1 ion could

be used for construction of molecular magnets by combining it with bridging lig-

ands capable of charge transfer. In this respect the 1,2-diphospha-3,4,5-triphenyl-

cyclopentadienide anion should combine the ability to bridge metal atoms with

the feasibility of charge transfer that may lead to new interesting magnetic prop-

erties of Mn based metal-organic complexes. With the aim to investigate this

interplay a series of binuclear Mn(I) complexes has been prepared in the A. E.

Arbuzov Institute of Organic and Physical Chemistry in Kazan by the group of

Dr. Miluykov. This section of the thesis describes the detailed magnetic study of

Figure 3.32: Chemical formula of the Mn dimer complexes. Two Mn

atoms are doubly bridged by 3,4,5-triphenyl-1,2-diphosphacyclopentadienyl

ligands. The ligand L is different for the tree studied complexes; L = CO

(complex 1); L = CH3CN (complex 2); L = PPh3 (complex 3).
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three binuclear Mn(I) complexes by means of static magnetization measurements

as well as continuous wave (CW) and pulse electron spin resonance.

3.4.1 Molecular Structure

Three studied binuclear Mn complexes were prepared as described in Ref. [72].

Fig. 3.32 presents the chemical formula for these complexes, here L is a variable

ligand which changes from L = CO in the first complex to L = CH3CN in the sec-

ond complex and to L = PPh3 in the third one. The molecular structure of com-

plex 1 obtained by X-ray single-crystal diffraction is shown in Fig. 3.33. The com-

plex has two Mn atoms doubly bridged by 3,4,5-triphenyl-1,2-diphosphacyclopen-

tadienyl ligands in an µ:η1,η1-fashion. Only two examples of such coordination

mode were described earlier for 1,2,4-triphosphacyclopentadienyl ligands with

nickel and copper [73, 74]. In the complexes studied here, each manganese atom

has a slightly distorted octahedral environment. The geometry of the 3,4,5-

Mn

P

C

O
H

L

Figure 3.33: Unit cell of the Mn-dimer complex 1 obtained by X-ray

single-crystal diffraction. It comprises four Mn-dimer molecules.
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triphenyl-1,2-diphosphacyclopentadienide ligand in complex 1 and in sodium salt

[75] is nearly the same, except for the slightly shorter P-C bonds in the case of

the Mn complex. All four Mn-P bonds in complex 1 are equal in length within

experimental error and the lengths amount to 2.372 Å. This result is within the

range 2.34 - 2.38 Å observed for the majority of Mn(I) complexes with trivalent

phosphorus ligands and is shorter than the P-Mn(II) bond, e.g., 2.430(1) Å, in

manganese clusters [68].

The sum of the covalent radii of phosphorus and Mn in a low-spin state [76] is

2.46 Å while this value is significantly larger for Mn in a high-spin state (2.68 Å).

The P-C bond lengths in complex 1 vary from 1.736(4) to 1.759(4) Å and are

shorter than the sum of the covalent radii P-C(sp2), i.e. 1.80 Å. The P-P bonds

amount to 2.110(1) Å, which is between the P-P double bond (2.02 - 2.04 Å in

coordination compounds [77–79]) and a single bond (2.259 - 2.365 Å for P-P frag-

ments bridging two Mn atoms [80, 81]). The sums of angles at phosphorus atoms

are around 340◦, which is more typical for phosphorus in sp3 hybridization. To-

gether with the C-C intra-ring distances typical for aromatic C-C bonds, this

indicates a significant delocalization of the π-electrons, though the phosphorus

centers are both pyramidal. The formal oxidation state of both Mn ions calcu-

lated from the nominal charge of the ligands is +1.

3.4.2 Static Magnetic Susceptibility

The first step in the magnetic characterization of the Mn binuclear complexes

comprised quasi-static DC magnetization measurements. They were performed

by A. Parameswaran using the SQUID magnetometer MPMS-XL5 in a temper-

ature range between 2 and 300 K in magnetic fields µ0H up to 5 T. The static

magnetic susceptibility χ = M/H of the powder samples of the complexes 1, 2

and 3 χ(T ) follows closely the Curie-Weiss law χ = C/(T +θ) in a broad temper-

Table 3.1: Fit parameters of the static magnetic susceptibility.

Sample/Ligand C (erg G−2mole−1K−1) θ (K) peff (µB/Mn)

1/CO 0.6 1 1.55

2/CH3CN 1.21 17 2.20

3/PPh3 1.79 18 2.67
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Figure 3.34: Temperature dependence of the inverse susceptibility χ−1

of complexes 1, 2 and 3. A small temperature independent contribution

χ0 arising due to the diamagnetic susceptibility of the organic ligands has

been subtracted from the raw data. Inset shows the low-T region on an

enlarged scale.

ature range. Here C is the Curie constant and θ is the Curie-Weiss temperature.

The inverse susceptibility χ−1 as a function of T is plotted in Fig. 3.34 for all three

complexes together. Here experimental data are shown by symbols and straight

lines are fits to the Curie-Weiss law. The fits yield the values of C and θ which

are summarized in Table 3.1. From the Curie constants for all three complexes

the values of the effective magnetic moment peff per one Mn ion were calculated

assuming the g-factor of 2 (see the ESR data below). Corresponding peff values

are presented in Table 3.1 too. Obviously, the effective moment for all stud-

ied complexes is significantly smaller than that of Mn(II) in the high spin state

(S = 5/2, g = 2, peff = 5.92µB), or Mn(I) in the high spin state (S = 2, g = 2,

peff = 4.9µB) and is rather close to peff of Mn(II) in the low spin state (S = 1/2,

g = 2, peff = 1.73µB). Note that Mn(I) in the low spin state is non-magnetic.

Thus from the obtained results one can assume that the oxidation state of Mn

in all three complexes is close to 2+, however, peff of Mn continuously increases

from complex 1 to complex 2 and further to complex 3.

In general, the effective magnetic moment can be expressed as peff = g[Seff(Seff+
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1)]1/2µB, where Seff is an “effective” spin of the Mn ion. Since from the ESR data

presented below the g-factor for all samples has the same value g = 2, the in-

crease of peff can be phenomenologically treated as an increase of Seff from 0.4

to 0.9 when going from complex 1 to complex 3 (see Table 3.1). The observed

systematic changes of peff give clear evidence of its dependence on the nature

of the ligand at the manganese atom. For example, complex 1, containing such

a strong π-acceptor as CO, has the lowest peff , while the largest value of peff is

found for complex 3 containing a good σ-donor PPh3. Such a tendency gives

strong indications that the redistribution of the electron density in the complexes

controlled by the ligand substitution affects the magnetic state of the transition

metal ions. Moreover, in the case of the CO ligands (complex 1) the obtained

Curie-Weiss temperature θ amounts to 1 K, while for CH3CN (complex 2) and

PPh3 (complex 3) θ increases significantly to 17 K and 18 K respectively (see Table

3.1). Therefore, the decrease of the strength of the π-acceptor and increase of the

σ-donor yields an enhancement of the antiferromagnetic interactions in the com-

plexes which is reflected in the increase of θ. Thus the susceptibility data clearly

suggest that in binuclear manganese complexes 1 - 3 the metal-to-ligand charge

transfer (MLCT) takes place with the formation of Mn(II) species which causes

antiferromagnetic interactions observed in a broad temperature range. Due to

the long distance between both manganese atoms (5.200 Å) this interaction can

be realized only through the 1,2-diphosphacyclopentadienide rings.

3.4.3 Continuous Wave Electron Spin Resonance

Further important information regarding magnetic properties of the Mn binuclear

complexes has been obtained by means of ESR measurements using an X-Band

(9.56 GHz) Bruker EMX spectrometer. The representative ESR powder spectra

(magnetic field derivative of the absorbed microwave power dP(H)/dH) for all

three complexes are shown in Fig. 3.35. The spectrum of each complex consists

of two separate structured ESR signals. One of the signals is situated at the

magnetic field H corresponding to the g-factor value g ≈ 2.0 and the second at

about approximately the half of that field corresponding to g ≈ 4.2. Each signal

contains 6 partially resolved lines with a separation of about 80 Oe which in-

dicate a typical for low-spin Mn(II) [82] hyperfine interaction HHF = S · A · I
of the electron spin S with the nuclear spin I of Mn (IMn = 5/2). Note,

that the A tensor can be substantially anisotropic [82]. In case of a powder
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Figure 3.35: X-band ESR powder spectra of complexes 1 - 3 together

with the calculated spectrum (bottom “model” spectrum) at T = 3.4 K.

averaged spectrum this would imply broadening and overlapping of the ESR

lines, as it is observed for the studied Mn complexes. The result of a simu-

lation of such a hyperfine split signal with the EasySpin toolbox for Matlab

[18] (Fig. 3.35, bottom spectrum) agrees reasonably well with the experimental

data. This simulation yields an anisotropic tensor of the hyperfine interaction

A[Ax, Ay, Az] = [280, 280, 120] MHz= [13.4, 13.4, 5.8]× 10−3 K.

The occurrence of the half-field signal in the ESR spectrum of the studied

complexes is remarkable. An isolated low-spin (S = 1/2) Mn+2 ion in the low-

symmetry ligand coordination is characterized by a nearly isotropic g-factor close

to a value of 2 [83]. In this case only a single (hyperfine split) line due to the

resonance transition +1/2⇔ −1/2 (∆Sz = ±1) within the Kramers spin doublet

is expected at a “full” resonance field value Hres = hν/gµB|∆Sz|. However, a

more complex ESR spectrum arises if the spins S1 and S2 of the two Mn ions in

the complex are exchange coupled in a spin dimer. The relevant spin Hamiltonian
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H = JS1S2 + S1 ·D · S2 + gµB(S1 + S2)H includes the isotropic and anisotropic

exchange interaction, as well as the Zeeman interaction, first, second and third

terms, respectively [45].

The observed Curie-Weiss temperatures suggest an energy scale of the order

of ∼ 10 K for the isotropic Mn-Mn magnetic interaction J (Table 3.1). Since

usually |J | � |D|, the strength of the anisotropic part of the magnetic exchange

is likely to be comparable with the Zeeman interaction (∼ 0.5 K). In this regime

the otherwise “pure” spin triplet states |Stot
z 〉 = | + 1〉, |0〉 and | − 1〉 can be

substantially mixed. Thus in addition to the allowed ESR transitions ∆Stot
z = ±1

the formerly forbidden transitions ∆Stot
z = ±2 may occur yielding an intense half-

field signal with the ’doubled’ effective g-factor geff = g|∆Sz| ≈ 2g. Interestingly,

the intensity of such signals in the case of the studied Mn complexes increases

concomitantly with the increase of the Mn magnetic moment upon changing

the ligand (Fig. 3.35). Since the anisotropy of exchange interactions arises due

to relativistic spin-orbit coupling effects, one may conjecture that tuning the

electron density in the complexes by the ligand substitution enhances the orbital

contribution to the magnetism of the binuclear Mn complex when passing from

a strong π-acceptor in complex 1 to a σ-donor in complex 3.

3.4.4 Electron Spin Dynamics in Mn-dimer Complexes

One of the important aspects in the potential applications of single molecular

magnets in quantum computing and data storage devices is the understanding of

the electron spin dynamics. A qubit, the elementary unit of a quantum computer

built of the quantum spin S = 1/2, unavoidably experiences the longitudinal T1

and transverse T2 relaxation processes which are crucial for quantum information

applications [84]. Since usually T2 < T1, the T2-time which characterizes the

phase coherence of the spin ensemble is of a particular importance. It should be

significantly longer than the duration of coherent manipulations to prevent the

irreversible leakage of information during the computation cycle [84].

The relaxation times T1 and T2 can be directly accessed by the pulse electron

spin resonance (ESR) spectroscopy [10]. This technique has been recently used

to study the spin dynamics in a number of single molecule magnets (see, e.g.,

[85–87]) mostly diluted in a frozen solution matrix [85, 86]. A coupling to the

fluctuating nuclear spin bath as a major limiting factor for the spin decoherence

in magnetic molecules has been put forward by Ardavan et al. [85], whereas
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no significant influence of the intramolecular hyperfine coupling on the electron

T2-time was found by Schlegel et al. [86]. The experiments by Takahashi et

al. [87] on the molecular magnet Fe8 in the solid phase have revealed, on the

other hand, the importance of the dipolar coupling to fluctuating neighboring

electron spins yielding a strong temperature dependence of T2. All this suggests

a complex interplay of different spin subsystems in magnetic molecular complexes

which deserves further experimental investigation. Therefore, in the present work

the electron spin dynamics in the above described binuclear Mn complexes was

studied in order to better understand the relaxation mechanisms in molecular

magnetic complexes.

Pulse ESR measurements were performed at X-band frequencies by means of

an Elexsys E-580 spectrometer (Bruker) in the Zavoisky Physical-Technical In-

stitute, Kazan. Spin decoherence T2 and longitudinal relaxation T1 times were

measured as described in section 2.2. The measurements at two different tem-

peratures of 6 K and 80 K were performed at the center field of the partially

resolved hyperfine-split CW ESR signal (ref. to section 3.4.3). The complexes 1

- 3 were studied as microcrystalline powders and as homogeneously dissolved in

tetrahydrofurane (THF). In the latter case, 10 mg (∼ 0.01 mmol) of complex 1

were dissolved in 10 ml THF at room temperature. The samples of complexes 2

and 3 were obtained similarly by dissolution of 11 mg of 2 or 15 mg of 3 in 10 ml

THF. The low concentrations of the solutions (∼ 10−3 M) allow to eliminate any

intermolecular interactions between the molecules of the complexes. Note, that

all the measurements were performed at temperatures below the melting point

of the solvent (Tmelt. = 165 K) and, therefore, one should keep in mind that the

samples were studied as frozen solutions.

Results and Discussion

As seen in Fig. 3.36, neither at low (6 K) nor at high (80 K) temperatures the

dependence of the electron spin echo intensity on the delay time τ in powder

samples cannot be described by a single exponential decay function V (2τ) =

V0 exp (−2τ/T2). In particular, in the low temperature regime the echo decays

can be reasonably well described by the stretched exponential function

V (2τ) = V0 exp [−(2τ/T ∗2 )b] , (3.7)
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Figure 3.36: The intensity of the primary electron spin echo V (τ) vs.

the delay time τ measured on the powder samples at T = 6 K, symbols,

and fits by the non-exponential decay function, lines (see the text). The

presentation of V (τ) on the log-scale vs.
√
τ for complex 2 at 6 K and 80 K

is shown in the inset.

as shown in the inset in Fig. 3.36, whereas at high temperature the agreement

becomes somewhat worse rendering the values of T ∗2 and b less certain. Here b is

the exponent stretching factor and T ∗2 is the effective spin decoherence time. The

respective values of b and T ∗2 for all three complexes are summarized in Table 3.2.

Table 3.2: Spin decoherence times T2 and T ∗2 for complexes 1 - 3 in the solid

phase and dissolved in a frozen solution matrix.

Complex /Ligand Sample type T = 80 K T = 6 K

1 /CO 0.65 / 0.8

2 /CH3CN Powder T ∗2 (µs) / b ∼ 0.08 / ∼ 0.5 0.18 / 0.5

3 /PPh3 0.20 / 0.5

1 /CO 4.0

2 /CH3CN Solution T2 (µs) ∼ 0.1 3.3

3 /PPh3 3.2
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Figure 3.37: The intensity of the primary electron spin echo vs. the

time delay τ observed in the frozen solutions of the complexes 1 - 3 at

T = 6 K and 80 K. Inset: The presentation on the log-scale visualizes a

single characteristic decay time T2.

In frozen solutions, in contrast to powders, the time evolution of the electron

spin echo intensity follows a single exponential decay law (Fig. 3.37), which cor-

responds to b = 1 and T ∗2 = T2 in Eq. (3.7). The obtained values of T2 are given

in Table 3.2.

A separation of spin decoherence and longitudinal relaxation processes (T2 <

T1) has been checked by the low temperature measurements of T1. The results

reveal a very similar relaxation time T1 ≈ 10µs for all complexes in the powder

form. In the frozen solutions the longitudinal relaxation times are significantly

longer and amount to 140µs, 90µs and 80µs for complexes 1, 2 and 3, respec-

tively.

All primary echo experiments on powders and frozen solutions revealed a mod-

ulation of the spin echo intensity known as the Electron Spin Echo Envelope Mod-

ulation (ESEEM) [88, 89]. This modulation is clearly seen in all T2 measurements

at time delays τ < 700 ns. Examples of the ESEEM for complex 1 at T = 6 K are

shown in Fig. 3.38. The origin of the ESEEM is the interaction of electron spins

with surrounding magnetic nuclei with a non-zero spin. The modulation arises
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Figure 3.38: The electron spin echo envelope modulation (ESEEM) ob-

served on complex 1 in the powder form and in a frozen solution at T = 6 K

using the primary echo sequence. The period of the modulation corresponds

to the proton Larmor frequency ω1H. (see the text).

as the effect of interference between pairs of excited ESR transitions between

electron-nuclear levels [89, 90]. The period of the modulation yields the Larmor

frequency νN of the nuclear spins involved. For all studied samples it amounts to

∼ 15 MHz which is equivalent to the frequency νH of the proton spins at the field

value corresponding to the resonance field of the electron spins. This observation

gives evidence that the modulation is caused by hyperfine interactions of the Mn

electron spin with the nearby protons. We note here, that the ESEEM due to

the on-site hyperfine interaction of the electron spin with the nuclear spin of Mn

is not experimentally detectable owing to a strong on-site hyperfine coupling.

There is a number of mechanisms which can contribute to the electron spin

relaxation processes in the studied Mn-dimer complexes, such as spin-phonon

relaxation, spin-spin interactions between Mn ions, hyperfine interactions with

the nuclear moments, spin- and spectral diffusion, etc. [91]).

The dipole-dipole interaction with the nearby proton spins is considered to

be the main decoherence mechanism in the metal-organic molecular complexes
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[85–87]. In our case a coupling between the electron spins and the proton subsys-

tem is evident from the ESEEM experiment (Fig. 3.38). An order of magnitude

estimate of this contribution to T2 in the studied complexes can be made with

a simple model that treats a system with an electron spin surrounded by homo-

geneously distributed nuclear moments [10]. Taking the concentration of nuclear

spins equal to the average concentration of the hydrogen atoms in a single crystal

of complex 1, the estimated T2 relaxation time for the Mn spin is of the order

∼ 5µs. This value is rather close to the experimentally obtained values of T2

in frozen solutions at T = 6 K (Table 3.2) suggesting that the proton-mediated

mechanism is the dominant relaxation channel for Mn spins. This is in fact not

surprising since the intermolecular Mn-Mn interaction is unlikely in this case

owing to a big spatial separation between the Mn-complexes in the frozen so-

lution. The spin-spin interaction of the isolated pair of the Mn ions inside the

complex should contribute to the structure of the spectrum rather than to the

paramagnetic relaxation. It is hence supposed that the intradimer interaction

can manifests itself in the relaxation only indirectly, e.g., as a source for a modu-

lation of the spin-spin interaction between dimers in the solid phase. The strong

reduction of T2 at high temperature (Table 3.2) is likely to be associated with

increased molecular motion owing to a softening of the glassy-like frozen solution

by approaching Tmelt, as has been discussed before, e.g., in Refs. [92, 93].

In the powder samples, in addition to the coupling to the subsystem of protons,

there are obviously further significant dephasing mechanisms which shorten the

decoherence time of the Mn spins. Here, compared to frozen solutions, the decay

of the electron spin echo signal at 6 K is by an order of magnitude faster and

is not exponential (Fig. 3.36). Such a drastic difference suggests that spin-spin

exchange and dipole-dipole interactions between the Mn spins give substantial

contributions to the phase relaxation in the solid phase. The stretched exponen-

tial shape of the spin echo decay (Eq. (3.7)) may arise due to several reasons.

Since typically the amplitude of the microwave pulse corresponds to the spectral

width of a few Gauss, not all spins contributing to an inhomogeneously broad-

ened ESR line can be excited. This is also the case in the studied complexes

where the central line of the ESR spectrum is 50 - 70 G broad (ref. to section

3.4.3). Hence the cross-relaxation between the excited spins which contribute

to the spin echo signal and the non-excited fraction of spins can take place by

mutual spin flip-flops [91, 94]. Such spin excitation transfer reduces the number

of spins contributing to the echo signal and results in its additional decay. Other
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mechanisms, such as spin and spectral diffusion might be also responsible for the

observed kinetics of the phase relaxation [91]. The spin excitation transfer may

lead to a spatial diffusion of the spin coherence (spin diffusion) which by reach-

ing, e.g., the surface of the powder particles may yield a fast phase relaxation.

Furthermore, the modulation of local fields due to flip-flop processes may cause

migration of the frequency of the excited spins (spectral diffusion) which can also

contribute to the spin decoherence. Which of the above discussed diffusion mech-

anisms is dominating in the studied samples remains to be elucidated. However,

the fact that the echo decay turns to a single exponential form upon dissolving

the complexes in a solution suggests that intermolecular spin-spin interactions

between the Mn ions are responsible for additional decoherence in powders.

Notably the values of the effective spin decoherence time T ∗2 and of the expo-

nent stretching factor b in complexes 2 and 3 are appreciably reduced compared

to complex 1 (Table 3.2). This is in an apparent correlation with the increased

values of the Mn magnetic moment in complexes 2 and 3 (peff = 2.20µB and

2.67µB, respectively) with respect to complex 1 where by an appropriate ligand

substitution the peff has been substantially reduced down to 1.55µB (see section

3.4.2). This correlation further supports the conjecture that the electron spin

decoherence in the studied molecular complexes in the solid phase is driven by

intermolecular spin-spin interactions at least at low temperatures. At elevated

temperatures the intermolecular magnetic coupling may become less relevant and

other mechanisms of the phase relaxation like contributions from spin-lattice re-

laxation processes, spin diffusion, molecular dynamics may become important.

Possibly because of this, the spin echo decays, though remaining non-exponential,

show deviations from the stretched exponential behavior, Eq. (3.7) (Fig. 3.36).

3.4.5 Conclusion

Static magnetic measurements give clear evidence of the magnetic state of the

Mn ions in the three studied complexes. However, the observed effective mag-

netic moment is substantially smaller than expected for high spin Mn(I). This

finding suggests a remarkable difference between the formal and actual oxidation

states of the Mn ions in these complexes. The systematic changes in the effec-

tive magnetic moment and the shape of the ESR spectra give clear evidence that

the redistribution of the electron density in the molecule caused by the ligand

substitution affects the magnetic state of the transition metal ions.
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In addition, the time and temperature evolution of the electron spin echo

signals in the Mn-dimer complexes were studied. The decoherence of the elec-

tron spin ensemble is influenced by a number of factors. One factor which was

also commonly discussed before is the hyperfine coupling of electron spins to the

surrounding proton moments. Furthermore, there are strong experimental indi-

cations that in the solid phase additional decoherence arises due to intermolecular

spin-spin interactions. This leads to a non-exponential decay of the electron spin

echo. The occurrence of such multichannel relaxation paths might be of a generic

character for molecular magnets in the solid phase and thus should be taken into

account, e.g., regarding possible applications of molecular magnets in quantum

computation technologies.



4 Summary (Part I)

In this work, the magnetic properties of several metal-organic molecular com-

plexes were studied. Magnetization measurements in static magnetic fields up to

15 T or pulsed magnetic fields up to 60 T allowed to determine the ground states

of the studied complexes. The temperature dependence of the static magnetiza-

tion provided information about the intramolecular magnetic exchange interac-

tions between the metal ions. High-field ESR measurements at frequencies up

to 650 GHz in magnetic fields up to 15 T were performed in order to determine

the g-factors and the magnetic anisotropy of the complexes. The analysis of the

magnetization and ESR results was carried out using the effective spin Hamilto-

nian and enabled determination of all relevant parameters. In addition, some of

the complexes were investigated by the pulse ESR technique giving information

about the electron spin dynamics and, in particular, spin coherence in the studied

molecular clusters.

The first two studied complexes were the Ni(II)-based dimer and trimer. They

have a different arrangement of the Ni ions in the cores, which significantly in-

fluences the magnetic properties of the complexes. For the Ni2-complex, the

magnetization measurements yield a ferromagnetic coupling of 42 K between the

Ni ions and a ground state with total spin S = 2. In the case of the Ni3-complex

the measurements show a rather strong antiferromagnetic coupling of 140 K which

leads to a S = 1 ground state. ESR measurements revealed different signs for the

magnetic anisotropy of these complexes. The Ni2-complex has a negative axial

anisotropy (D = −1.1 K) and therefore a bistable magnetic ground state with

an “easy” magnetic axis. For the Ni3-complex, the analysis of the ESR spectra

yields a positive axial anisotropy (D = 2.9 K) and an “easy plane” situation for

the molecule. Thus, the variation of the ligand structure has a very strong impact

on the magnetic properties of the studied complexes, which opens the possibility

for the synthesis of molecular magnetic complexes with predetermined magnetic

properties.
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The magnetization measurements performed on the heterometallic Mn2Ni3-

complex show ferromagnetic intramolecular couplings of 44 K and 19 K between

Mn-Ni and Ni-Ni ions, respectively, and a high-spin ground state for the molecule

with total spin Stot = 7. From the ESR measurements, a magnetic anisotropy pa-

rameter D = −0.55 K was determined corresponding to an energy barrier of 27 K

for the thermal relaxation of the magnetization. Such a relatively large anisotropy

barrier leads to the hysteretic behavior of the magnetization at T < 1.5 K, as

was shown by low-temperature single crystal magnetization and AC suscepti-

bility measurements. Moreover, well pronounced quantum tunnelling steps in

the hysteresis curve of the magnetization were observed which confirm the single

molecular magnet behavior of the Mn2Ni3-complex.

The studied Mn(III)-meta-chain (with the meta-position of the fluorine ion at

the phenyl ring) possesses a pronounced hysteretic behavior of the magnetization

below Tblock ≈ 3 K which is a clear property of a single chain magnet. The

observed blocking temperature differs significantly from that obtained for the

Mn(III)-ortho-chain (T ortho
block ≈ 4.5 K [61]), thus indicating an influence of the

fluorine ion position on the magnetic anisotropy in the Mn(III)-chains. The

saturation magnetization was reached only in 60 T pulsed-field measurements.

The observed value corresponds to the effective spin Seff = 1.83 which is slightly

larger than the expected S = 3/2 for the chain. The ESR measurements yield a

g-factor of 1.8 and an axial magnetic anisotropy with an anisotropy gap ∆ = 17 K

which is in agreement with the observed hysteretic behavior of the magnetization.

The last studied group of molecular complexes was Mn(I)-dimer clusters. Here,

the magnetization measurements give clear evidence of the magnetic state of Mn

ions. However, the observed effective moment is substantially smaller than that

expected for the high spin Mn(I) for all tree complexes. The observed systematic

changes in the effective magnetic moment from one complex to another give clear

evidence that the ligand substitution affects the magnetic state of the transition

metal ions. Pulse ESR measurements revealed several mechanisms of the electron

spin decoherence in the studied complexes. Mainly the relaxation is caused by

the hyperfine interactions of the Mn electron spins with the nearby proton mo-

ments. However, there are experimental indications that in the solid phase at low

temperatures additional decoherence arises due to the intermolecular interaction

between Mn spins. Furthermore, the characteristic relaxation times significantly

and systematically change while going from one complex to another which is in

agreement with the changes in the effective magnetic moment of the Mn ions.
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This suggests a possibility to control the static and dynamic magnetic properties

of the complexes by the ligand substitution.
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5 Magnetic Hyperthermia

The heating of tumor tissue using magnetic nanoparticles has great potential as a

new treatment approach for cancer therapy. Local heating by means of nanosized

probes not only directly affect the cancer cells but also increases the efficiency of

concomitant radio- or chemotherapy. Nowadays, the majority of the research in

this field is focused on magnetic iron oxide nanoparticles [95] which have proven

their feasibility in animal experiments [96, 97] and are now under clinical trials

[98]. However, metallic iron would offer advantages over its oxides due to the

higher saturation magnetization which implies higher energy losses in alternating

magnetic fields. In practice, the use of nanoparticles made of iron is hindered

because of oxidation in a biological environment. A possible solution for this

problem is the use of iron filled carbon nanotubes (Fe-CNT), where a carbon

shell efficiently protects the encapsulated iron from the biological environment

while its magnetic properties are retained [99, 100]. Further, the carbon shells

prevent cytotoxic effects caused by oxidation processes. Recent toxicity studies

of Fe-CNT on cells indicated no significant toxicity of Fe-CNT [101]. Moreover,

carbon shells may act as multi-functional containers which can be filled with

different materials. Additional filing materials such as a nanothermometer would

increase the potential of CNT as hyperthermia agents. Attaching functional

elements to the outer shell of CNT might increase their biocompatibility or enable

loading anticancer agents. This part of the thesis will concentrate on magnetic

properties of differently filled CNT and their potential applications in magnetic

hyperthermia. The main goal of this investigation was to test the feasibility of

magnetically filled CNT for contactless magnetic heating and to understand their

heating mechanisms. In this respect, their magnetic properties in static DC and

alternating AC magnetic fields will be described and discussed. Moreover, two

initial studies of possible hyperthermia applications of magnetic nanoparticles

will be presented, such as a combination of hyperthermia and chemotherapy and

a spatial localization of the hyperthermia effect via applying DC magnetic fields.
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5.1 Heating mechanisms

There are several possible mechanisms for heating of magnetic particles in al-

ternating (AC) magnetic fields: ferromagnetic (hysteresis) losses, superparam-

agnetic (relaxation) losses, eddy currents, etc [2, 3, 102, 103]. Ferromagnetic

particles possess hysteretic properties in a time varying magnetic field. The hys-

teresis losses caused by repeated switching of the magnetization of the magnetic

particles would lead to very efficient heating. The amount of dissipated energy

in this case is given by the frequency ν multiplied by the area of the magnetic

hysteresis loop:

P = −µ0ν

∮
HdM . (5.1)

However, to produce heat in a single domain ferromagnetic nanoparticle the mag-

netic moment has to be switched by a magnetic field above the switching field,

therefore no minor loops can be used for heating. For realistic materials, this

can lead to rather high required AC magnetic field strengths, which is not always

suitable for medical applications.

An alternative mechanism for magnetically induced heating is associated to

superparamagnetic or relaxation losses. The term superparamagnetism was in-

troduced by Elmore in 1938 [104] to describe the magnetic behavior of colloidal

systems containing iron oxide particles. When such a colloidal system is removed

from a magnetic field, its magnetization relaxes back to zero due to thermal fluc-

tuations. For small magnetic field amplitudes, and assuming minimal interaction

between magnetic nanoparticles, the response of the magnetization to an AC field

can be described in terms of the complex susceptibility χ = χ′ + iχ′′. Then with

a magnetic field of the form

H(t) = H0 cosωt = Re[H0 e
iωt] , (5.2)

where ω = 2πν, the resulting magnetization is

M(t) = Re[χH0 e
iωt] = H0(χ′cosωt− χ′′sinωt) , (5.3)

where it seen that χ′ is the in-phase component, and χ′′ is the out-of-phase

component of the susceptibility. Substituting for M and H in Eq. (5.1) from

Eq. (5.2) and (5.3) leads to

PSPM = −µ0πχ
′′νH2 . (5.4)
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Eq. (5.4) implies a positive conversion of magnetic energy into internal energy ifM

lags H [105]. The relaxation of the magnetization in superparamagnetic systems

can be connected with either the physical rotation of the particle (Brownian

relaxation), or the rotation of the magnetic moment within each particle (Néel

relaxation). The Brownian relaxation time τBr depends on the viscosity η of the

liquid dispersion medium and the hydrodynamic volume Vh of the particle, and

can be described by the relation:

τBr =
3ηVh

kBT
. (5.5)

The Néel relaxation time τN is correlated with the material properties of the

particles by the effective anisotropy constant Keff and with the magnetic volume

V of the particle:

τN = τ0 exp

[
KeffV

kBT

]
. (5.6)

In these equations, kB is the Boltzmann constant, T is the absolute temperature

and τ0 is a time constant. For iron oxide nanoparticles τ0 has the order of mag-

nitude 10−9 s. In a typical superparamagnetic ferrofluid the Brownian and Néel

relaxations processes take place in parallel and therefore the effective relaxation

time can be given by
1

τ
=

1

τBr

+
1

τN

. (5.7)

The magnetic relaxation involves dissipative processes which can be distinguished

by the frequency dependence of the imaginary part χ′′ of the complex-magnetic

susceptibility. From Debye theory [106], it is known that the relaxation time τ

is correlated with the angular frequency ω at which χ′′ has a maximum, by the

relation: ωτ = 1. In the case of iron oxide nanoparticle dispersions, such maxima

were observed at the frequencies of 1 − 10 kHz assigned to the Brownian-type

relaxation [103, 105, 107] and frequencies of 20 − 40 MHz, assigned to the Néel-

type relaxation [108–110]. In the case of pure Néel relaxation, for example, if

magnetic nanoparticles are bonded to a solid medium, the measurements of the

magnetic response have two temperature regimes - above and below the so called

blocking temperature TB. The relaxation of the magnetization of a single parti-

cle with Keff is characterized by the Néel relaxation time τN given by Eq. (5.6).

If the relaxation time is short enough and the particle can achieve the thermal

equilibrium in the time of measurement, the particle is in the superparamagnetic

state (above TB), if not it is in the so called blocked state (below TB). Since dif-

ferent types of experiments have different time windows over which the magnetic
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response is detected, the blocking temperature of the magnetic particles directly

depends on the measurement method i.e. frequency. For example, in a DC mag-

netization measurement, where the measurement time is about 100 - 500 sec, in

small magnetic fields TB,DC can be estimated using the Eq. (5.8) [103].

TB,DC ≈
KeffV

30kB

(5.8)

Experimentally TB,DC can be determined by means of field cooled (FC) and zero

field cooled (ZFC) temperature dependent DC magnetization measurements.

Note, that in general, eddy currents might cause energy losses in AC mag-

netic fields too. However, magnetic particles used for the hyperthermia are too

small and AC field frequencies are too low for the generation of any substantial

eddy currents [2, 105], which was proven experimentally in this work using non-

magnetic metal nanoparticles (see section 7.1). Another possible effect of eddy

currents in a potential medical application is direct heating of human tissue. This

effect is not localized precisely at a certain target position but causes non-specific

inductive heating. Therefore, it is important to minimize the eddy currents on

human tissue which implies limitations of the magnetic field strength and the

frequency νH ≤ 4 · 108 Am−1s−1 which can be safely applied in hyperthermia

treatment [2, 3].



6 Experimental

6.1 Materials

Iron containing multiwalled carbon nanotubes (Fe-MWCNT) have been synthe-

sized by the aerosol-assisted chemical-vapor deposition (CVD) technique [111,

112], which is based on a liquid starting material consisting of a metal-organic

catalyst compound (ferrocene) solved in hydrocarbon (cyclohexane or acetoni-

trile). The transmission electron microscopy (TEM) image of the Fe-MWCNT

(pristine MWCNT) is shown in Fig. 6.1(left). The obtained material is a compos-

ite of diamagnetic multi-walled CNT and Fe-particles which are used as catalyst

during the synthesis. There is always at least one Fe particle for each MWCNT

and the diameters of the MWCNT are determined by the size of the catalyst

particles. After the synthesis, the MWCNT have outer diameters between 10

and 40 nm while the inner diameters as well as the size of the Fe-particles range

between 5 and 20 nm. Most of the Fe-particles look like drops with a smaller

and a larger side. The length of the CNT is around 20µm. In order to have

a non-magnetic control material, Fe-MWCNT were annealed at 2500 ◦C under

an argon atmosphere. Detailed magnetic studies of the purified MWCNT show

a clear diamagnetic behavior [113]. Other control materials are MWCNT filled

with non-magnetic CuI (CuI-MWCNT) and carbon wrapped Cu nanowires. CuI-

MWCNT have been produced by the post-synthesis filling method. This tech-

nique includes the synthesis of empty MWCNT, opening of their ends and filling

with CuI [114]. Carbon coated Cu nanowires have been produced by thermal

decomposition of Copper(II)-acetylacetonate in a closed, evacuated quartz am-

pule as described in Ref. [115]. In order to increase the amount of the magnetic

material, additionally filled MWCNT have been synthesized. Iron filled carbon

nanotubes (Fe-filled MWCNT) are prepared by means of thermal-catalytic CVD

with ferrocene as a precursor. The TEM image of the Fe-filled MWCNT is shown

in Fig. 6.1(right). The iron filling forms single crystal nanowires up to 20µm long

and with diameters determined by the inner diameter of the MWCNT. Besides
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Figure 6.1: Transmission electron microscopy (TEM) image of iron-

containing MWCNT. Left: pristine MWCNT (Fe-MWCNT); right: Fe-

filled MWCNT.

iron nanowires, however, Fe-filled MWCNT contain Fe-catalyst particles used

during the synthesis. The shape and size of catalyst particles is similar to the

unfilled MWCNT [116].

Another studied material are cobalt filled carbon nanofibers synthesized as

described in Ref. [117]. In this case Co nanoparticles are encapsulated in so-

called carbon nanofibres, i.e. carbon shells of different shape (see Fig 6.2). The

Co particles have spherical or oblong shape with the average diameter 10 - 15 nm.

6.2 Methods

Static magnetic properties of the studied materials were investigated by means of

a commercial Quantum Design MPMS (Magnetic Property Measurement System)

SQUID (Superconducting Quantum Interference Device) magnetometer and a Mi-

croMag Model 2900 (Princeton Measurement Corp.) AGM (Alternating Gradient

Magnetometer). The magnetic field dependence of the static (DC) magnetiza-

tion M(H) was measured at room temperature in magnetic fields H up to 10 kOe.

Temperature dependence of the magnetization M(T ) was measured in a magnetic

field of 10 Oe for zero-field-cooled (ZFC) and field-cooled (FC) conditions. In the

case of ZFC magnetization measurements, the sample was firstly heated from

room temperature up to 400 K and then cooled down to 5 K in zero magnetic

field. Then, after applying the magnetic field (H = 10 Oe), the magnetization
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Figure 6.2: TEM image of the Co-filled nanofibers [117].

measurements were performed upon warming. For FC magnetization measure-

ments, the sample was cooled in the same magnetic field (H = 10 Oe) down to

5 K and the magnetization was measured in the warming cycle up to 400 K un-

der applied magnetic field. AC susceptibility measurements were performed at

room temperature (T = 300 K) in a commercial Quantum Design PPMS (Physi-

cal Property Measurement System), using the ACMS (AC Measurement System)

option, for frequencies ν = 33−9333 Hz and a magnetic field strength H = 10 Oe.

In order to study the heating ability of the studied materials in alternating

magnetic fields, the following experimental setup has been built. As illustrated in

Fig. 6.3, it consists of a high-frequency generator (Hüttinger TIG 10 kW) with an

impedance matching network and a water-cooled magnetic coil system. The coil

contains 5 turns; the height of the coil is 40 mm and the diameter of the inside bore

is 30 mm. For such a coil geometry, the setup provides alternating magnetic fields

with frequencies ν = 100 - 230 kHz and magnetic field strengthsH up to 120 kA/m

(1500 Oe). The temperature change per time unit was determined using a fiber-

optic temperature controller (Luxtron One), which is suitable for measurements

in high-frequency magnetic fields. Since the goal of these experiments was to

estimate the amount of heat produced by the magnetic nanoparticles all the

temperature measurements were performed in “quasi-adiabatic” conditions. For

this purpose the sample was placed in an evacuated glass dewar vessel situated
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Figure 6.3: Experimental setup for in-vitro AC heating and temperature

measurements.

inside the coil which provides reasonably good temperature insulation of the

sample space. The measurements were performed on dispersions of the studied

nanoparticles in aqueous solutions. In order to obtain a stable dispersion the

dry materials were mixed 1:1 weight ratio with human albumin and dispersed in

phosphate buffered saline (PBS) using ultrasonication. The concentration of the

obtained dispersion C was of 5 mg/ml.



7 Results and Discussions

7.1 Iron containing carbon nanotubes

The initial studies aiming to test the feasibility of magnetically functionalized

CNT for the contactless magnetic heating have been done on multiwalled carbon

nanotubes containing iron catalyst particles (Fe-MWCNT). In this section static

and dynamic magnetic properties of Fe-MWCNT will be described and discussed.

Magnetic properties of Fe-MWCNT

Magnetic properties of iron nanoparticles encapsulated by MWCNT were stud-

ied on Fe-MWCNT powders and Fe-MWCNT dispersions by means of MPMS

SQUID magnetometer and PPMS (see section 6.2). Static DC magnetization

measurements on the Fe-MWCNT powder reveal pronounced ferromagnetic be-

havior of the material typical for α-Fe. The hysteresis loop of the Fe-MWCNT

at room temperature (T = 300 K), presented in Fig. 7.1, yields a coercivity HC

of 200 Oe and a saturation magnetization MS of 8.2 erg G−1g−1
Fe−MWCNT. The co-

ercivity HC = 200 Oe gives a rough idea about the average switching field of

the magnetic nanoparticles, whereas, the saturation magnetization indicates the

amount of the magnetic material in the MWCNT. By comparing MS with the sat-

uration magnetization of bulk α-Fe Mbulk = 217 erg G−1g−1, the mass ratio of iron

in Fe-MWCNT can be estimated to 0.038 gFe/gCNT. Note that energy dispersive

X-ray spectroscopy (EDX) shows an iron concentration in Fe-MWCNT of around

3± 1 weight %. This result agrees to the magnetization analysis which however

yields the content of ferromagnetic material with a much higher precision than

EDX [118]. The temperature dependence of the FC and ZFC magnetization of

the Fe-MWCNT powder is presented as an inset in Fig. 7.1. These data reveal a

pronounced ferromagnetic behavior of the Fe-MWCNT powder at T up to 400 K,

indicating the average blocking temperature T av
B of the iron nanoparticles above
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Figure 7.1: Hysteresis loop M(H) of Fe-MWCNT powder at room tem-

perature. Inset: FC and ZFC temperature dependence of the magnetization

M(T ) for the Fe-MWCNT powder.

400 K. This implies that most of the nanoparticles are blocked at all temperatures

(36 - 50 ◦ C or 309 - 323 K) used in medical hyperthermia. Quantitatively, TB in

DC magnetic measurements can be described by Eq. (5.8) (ref. to section 5.1). For

almost spherical catalyst particles the effective magnetic anisotropy Keff is mostly

determined by the magnetocrystalline anisotropy (Kiron = 48 kJ/m3). Thus, ac-

cording to Eq. (5.8), T av
B > 400 K yields a mean particles diameter Dav > 18.8 nm.

However, the shape of the ZFC curve indicates a presence of magnetic particles

with TB < 300 K (D < 17.0 nm). This implies that there is a small part of the

magnetic particles which are not blocked at the hyperthermia temperatures (in

DC measurement conditions).

Magnetic properties of Fe-MWCNT dispersion were studied under two dif-

ferent conditions. Initially the magnetic field dependence of the magnetization

M(H) was measured on a liquid dispersion at room temperature (T = 300 K)

and then the same dispersion was frozen at T = 260 K and the measurement was

repeated. The M(H) curves of both liquid and frozen dispersions are presented in

Fig. 7.2. Fe-MWCNT in liquid dispersion show no visible hysteresis and behave

like a superparamagnetic system. However, after the freezing the same disper-

sion shows a magnetic hysteresis similar to the powder. This observation gives

evidence that the observed superparamagnetic behavior of Fe-MWCNT in liquid
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Figure 7.2: Magnetic field dependence of the magnetization M(H) of the

Fe-MWCNT dispersion: red curve - liquid sample (T = 300 K), green curve

- frozen sample (T = 260 K).

is associated with the motion of Fe-MWCNT under exposure to the magnetic

field and the Brownian relaxation of the magnetization (see section 5.1) when

removed from the magnetic field. The presence of the Brownian relaxation in

the Fe-MWCNT dispersion was also confirmed by the AC susceptibility measure-

ments in the frequency range ν = 0 − 10 kHz. Figure 7.3 shows the increase of

the AC susceptibility of Fe-MWCNT in dispersion in comparison to the powder,

which indicates the motion of Fe-MWCNT in liquid under exposure to AC mag-

netic fields. In general, maximal energy losses for the Brownian relaxation are

observed when the condition ν = νmax = (2πτBr)
−1 is fulfilled, where τBr is the

Brownian relaxation time (ref. to section 5.1). Hence, if the applied frequency

fulfils this condition the imaginary part of the AC susceptibility χ′′ exhibits a

maximum which indicates maximal energy absorption. The Brownian relaxation

time τBr depends on the viscosity of the liquid medium η and the hydrodynamic

volume Vh of the particle according to Eq. (5.5). For spherical iron oxide nanopar-

ticles in liquid dispersion (with the viscosity of water η = 1.01 · 10−3 kg m−1s−1)

the maximum energy losses have been observed for the frequency of about 1.8 kHz

which implies a mean hydrodynamic particle diameter dh of 61 nm [107]. In the

case of Fe-MWCNT, as it is shown in Fig. 7.3, the data display a maximum of χ′′

at very low frequencies ν < 0.2 kHz. Such long relaxation times can be explained
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Figure 7.3: Real and imaginary parts of the AC susceptibility vs. fre-

quency for the Fe-MWCNT dispersion and powder.

by the relatively big size and elongated shape of MWCNT, in comparison to the

iron oxide nanoparticles.

Heating of Fe-MWCNT in AC magnetic fields

The calorimetrical measurements on Fe-MWCNT dispersions in AC magnetic

fields show a substantial heating ability of this material. The temperature change

with time for different magnetic field strengths at a frequency of 139 kHz is pre-

sented in Fig. 7.4. Here, a significant temperature increase was observed for the

magnetic field strength H above 30 kA/m (375 Oe). At H = 80 kA/m (1000 Oe)

the heating effect reaches 3 ◦C/min. Control measurements on purified MWCNT,

CuI-filled MWCNT and C-coated Cu nanowires did not reveal any significant

heating effect (Fig. 7.4). This confirms the expectation that the heating of the

Fe-MWCNT dispersion is a purely magnetic effect caused by the presence of iron

nanoparticles. To be specific, neither the pure MWCNT show any heating effect

nor MWCNT filled with a nonmagnetic salt. The measurements performed with

the C-coated Cu nanowires have experimentally proven that the observed heating

effect of Fe-MWCNT is not related to eddy currents in the nanosized material

under study.
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Quantitatively, the heating effectiveness of Fe-MWCNT dispersion is expressed

in terms of the specific absorption rate (SAR). The SAR (in W/g) is the mass

normalized rate of energy absorption by a biological object which can be deter-

mined from the initial slope of temperature vs. time curves according to Eq. (7.1)

[3].

SAR = c
dT

dt
|t→0 (7.1)

Here, c is specific heat capacity of the sample, which in the case at hand is

approximated by c of water (cwater = 4.186 J g−1K−1). The SAR depending on

the magnetic field strength H is shown in Fig. 7.5 a. The SAR shows a quadratic

dependence on the applied magnetic field strength, which is in agreement with the

fact that the magnetic field energy is proportional toH2. For better comparability

of Fe-MWCNT to other magnetic materials the SAR was normalized both to the

mass of Fe-MWCNT (SARCNT) and the mass of the active material iron (SARFe).

SARCNT and SARFe are determined according to Eq. (7.2).

SARCNT(Fe) = SAR
mtot

mCNT/Fe

(7.2)
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H2.

Here, mtot is the total mass of the sample, mCNT/Fe is the mass of Fe-MWCNT/iron.

At the maximum applied magnetic field strength of 100 kA/m (1250 Oe) SARCNT

and SARFe values amount to 71.4 W/gFe−MWCNT and 1879 W/gFe, respectively.

Figure 7.5 b presents SARCNT and SARFe values vs. H2 which confirms the

quadratic dependence on the magnetic field strength. This quadratic dependence

is in agreement with Eq. (5.4), assuming χ′′ is independent of the magnetic field

strength. With this assumption, the imaginary part of the AC susceptibility for

the frequency ν = 139 kHz can be calculated from SARCNT according to Eq. (5.4).

This calculation yields χ′′ = 1 · 10−3 erg G−2g−1
Fe−MWCNT which is in the same or-

der of magnitude with the measured χ′′ at the frequencies of around 10 kHz (see

Fig. 7.3). As it was already discussed before, in the case of the Brownian re-

laxation the maximal energy losses are observed if the condition ν = 1/(2πτBr)

is fulfilled. Therefore, the experimental observation of similar losses at applied

frequencies of 139 kHz and 10 kHz implies that none of these frequencies fulfils

this condition.
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7.2 Comparison of different materials

Additionally filled Fe-MWCNT

The dissipation of the magnetic field energy is directly connected with the amount

of exposed magnetic material. Therefore, an increase of the iron content in Fe-

MWCNT is one of the evident ways to improve their heating ability. One of the

possibilities to increase the amount of iron is the filling of MWCNT. In this case

in addition to catalyst particles iron is present in the form of nanowires encap-

sulated by the carbon shells of the MWCNT. The filling significantly changes

the magnetic properties of Fe-filled MWCNT such as coercivity and saturation

magnetization. The hysteresis loop of Fe-filled MWCNT powder at room temper-

ature (T = 300 K) is presented in Fig. 7.6 (red curve). The blue curve is shown for

comparison and represents a hysteresis loop of unfilled MWCNT (Fe-MWCNT

discussed in previous sections). These data yield a coercivity HC of 500 Oe for

Fe-filled MWCNT, while in the case of unfilled MWCNT HC = 200 Oe. Such

a difference is caused by a strong magnetic shape anisotropy of the long iron

nanowires (up to 20 µm) in comparison to almost spherical iron catalyst parti-
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Figure 7.6: The hysteresis loops M(H) of the Fe-filled MWCNT powder

(red), unfilled MWCNT powder (blue) and Co-filled nanofibers (green) at

room temperature.
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Figure 7.7: The specific absorption rate vs. AC magnetic field strength for

Fe-filled MWCNT dispersion (red) and unfilled MWCNT dispersion (blue).

cles. Moreover, the saturation magnetization MS of Fe-filled MWCNT amounts to

14.8 erg G−1g−1
MWCNT and yields 0.068 gFe/gMWCNT, while unfilled MWCNT have

0.038 gFe/gMWCNT (MS = 8.2 erg G−1g−1
MWCNT). This analysis shows that the

amount of ferromagnetic iron inside the Fe-filled MWCNT is only two times

higher than in the case of unfilled MWCNT. However, although it is known that

catalyst particles are also present in the Fe-filled MWCNT, the amount of cata-

lysts cannot be assessed. One might speculate that iron nanowires form at the

expense of some catalyst material but a separation of the magnetic signal into

the response of nanowires and catalyst particles, respectively, is not possible by

means of the data at hand.

The heating of the Fe-filled MWCNT in AC magnetic fields has been tested

as in the case of unfilled MWCNT. The specific absorption rate (SAR) (ref. to

section 7.1) for Fe-filled MWCNT dispersion is presented in red color in Fig. 7.7.

Again, for comparison, the SAR for unfilled MWCNT is shown in blue color

here. Figure 7.7 a contains the SAR data normalized by the mass of the dry

MWCNT (SARCNT), while in Fig. 7.7 b the SAR is normalized by the mass of

iron (SARFe). Unexpectedly, for Fe-filled MWCNT the SARCNT is more than two

times lower than for unfilled MWCNT, while the SARFe is four times lower. These

observations imply much worse heating ability of Fe-nanowires in comparison to

Fe-catalyst particles. The reason for this might be a strong agglomeration of iron

filled nanotubes due to the dipole-dipole interaction between the iron nanowires

which hinders MWCNT from motion in AC magnetic field. On the other hand,

the large coercivity of the highly anisotropic Fe-nanowires disables any energy
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losses associated with the rotation of the magnetic moment within the particle,

which could be still contributing in the case of small catalyst particles.

Co-filled nanofibers

As it was shown before, the increase of the iron content by means of filling with

long nanowires did not improve the heating effect of MWCNT dispersion. An-

other approach to increase the amount of magnetic material is the use of cobalt

filled carbon nanofibers. The high filling ratio of this material leads to rather large

amount of encapsulated magnetic nanoparticles which have spherical or oblong

shape with the average diameter of 15 nm. Magnetic field dependent magnetiza-

tion measurements on the Co-filled nanofibers at room temperature, presented

in Fig. 7.6, reveal a coercivity HC of 310 Oe and a saturation magnetization MS

24 erg G−1g−1. Comparison of the saturation magnetization with the correspond-

ing bulk value of Co MbulkCo = 162 erg G−1g−1 gives the relative amount of Co

in the sample of 0.15 gFe/gtot. This value is about two times higher than in the

case of the studied iron filled MWCNT and about four times higher than in

the case of the unfilled MWCNT. The calorimetrical measurements on a disper-

sion of Co-filled nanofibers show a rather strong heating effect. In particular, a
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significant temperature increase was observed in magnetic fields above 20 kA/m

(250 Oe) with a frequency of 120 kHz (Fig. 7.8). The SARCNT determined for the

magnetic field strength H = 80 kA/m (1000 Oe) amounts to 98 W/gCNT, while

for Fe-filled MWCNT and unfilled MWCNT it is 18 W/gCNT and 44 W/gCNT ac-

cordingly. Furthermore, for the same H = 80 kA/m the SAR normalized by the

mass of active material SARCo/Fe was determined as 653 W/gCo, 265 W/gFe and

1158 W/gFe for Co-filled nanofibers, Fe-filled MWCNT and unfilled MWCNT ac-

cordingly. Obviously, Co-filled nanofibers in dispersion produce more heat than

Fe-filled MWCNT and unfilled MWCNT due to the larger amount and the spher-

ical shape of the magnetic nanoparticles. However, the amount of heat related to

the mass of the magnetic material is still much higher in the case of Fe-catalyst

particles in unfilled MWCNT.

7.3 Combination of magnetic hyperthermia and

chemotherapy

Resent studies on biofunctionalization of carbon encapsulated magnetic nanopar-

ticles have shown that carboxylic functionalities can be introduced on the surface

of the particles by means of acidic treatments [119]. These carboxylic function-

alities have also been exploited for conjugation of the anticancer compound cis-

platin [cis-diamminedichloroplatinum(II)] (CDDP) to polymers [120–122]. This

complexation is based on the replacement of the chloro ligands of the drug with

the carboxylic functionalities of the polymer. The method reported in those stud-

ies allows to conjugate cisplatin to carbon encapsulated magnetic nanoparticles

containing carboxylic functionalities. This makes such particles a good candidate

for magnetic drug delivery or bi-modal treatments based on hyperthermia and

chemotherapy.

Loading and release of cisplatin

A possibility of loading the anticancer agent cisplatin to the shell of carbon encap-

sulated iron nanoparticles (FeNP) and its in vitro implications for hyperthermia

therapies has been studied and published in Ref. [123]. In this work, commer-

cially available FeNP with an average particle diameter of 25 nm (as stated by

the supplier: Sun Innovations Inc., Fremont, USA) were explored in two ways:
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Figure 7.9: a) Temperature dependent drug release from FeNP-CDDP.

b) Colony formation by cells which have undergone different thermotherapy

treatments with FeNP-COOH or FeNP-CDDP. Results are normalized to

control (untreated) conditions.

as a drug carrier and as a heating agent for magnetic hyperthermia. The drug

loading and the cells studies have been performed by A. Taylor at the Medical

Faculty of the Dresden University of Technology. Initially, in order to obtain

-COOH functionalized FeNP (FeNP-COOH), FeNP were treated with nitric acid

as described in Ref. [119]. After that, the drug loading was performed by means of

the complexation of CDDP with carboxylic groups on the surface of the particles.

After the drug was loaded, its release from the nanoparticles (FeNP-CDDP) was

studied [123]. For this reason freshly prepared FeNP-CDDP in a saline solution

were incubated for 30 minutes at four different temperatures and the amount

of drug release was measured. This time period was chosen in accordance with

clinical hyperthermia treatments which do not exceed the limit of 30 - 60 min-

utes. The results imply a temperature dependant release (Fig. 7.9 a). At 4 ◦C,

less than 0.15µg/mg of cisplatin was released. At body temperature (37 ◦C)

0.85µg/mg were released and this value was nearly doubled (1.45µg/mg) when

hyperthermic temperatures were applied (43 ◦C). The amount of drug release

reached 2.16µg/mg at thermoablation conditions (50 ◦C). Those results are of

interest as potential hyperthermia applications, allowing an increased drug con-

centration concomitant with hyperthermic temperatures.
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Magnetic properties of FeNP

The application of the FeNP for hyperthermia purposes relies on their magnetic

properties. Figure 7.10 shows the hysteresis loops of the raw material (FeNP) and

FeNP-COOH, measured by means of the AGM (see section 6.2) at room temper-

ature (T = 300 K). The acidic treatment results in a decay of the saturation

magnetization, from 150 erg G−1g−1 to 100 erg G−1g−1 whereas the coercivity did

not change. Firstly, this implies that the decay in magnetic saturation is mainly

caused by loss of iron during the acidic treatments and not by its oxidation. Sec-

ondly, there is no change in the particle size and, therefore, the particles either

completely dissolved or not affected at all. Although the decay is significant, the

magnetic saturation is still superior to the theoretical saturation magnetization

of the commonly used iron oxides (90 erg G−1g−1 for Fe3O4 and 80 erg G−1g−1 for

Fe2O3). The critical feature for the application of those nanoparticles, however, is

the amount of heat that is generated upon exposure to an AC magnetic field. For

that purpose, the calorimetrical measurements on FeNP-COOH in liquid media

have been done by means of the setup described in section 6.2. The specific ab-

sorption rate was estimated for a solution with a concentration of 5 mg/ml. At the

maximum applied magnetic field strength of 80 kA/m (1000 Oe) and a frequency

ν of 120 kHz SARFeNP−COOH reaches 240 W/gFeNP−COOH, which is significantly

higher then that for the materials presented in the previous sections.
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COOH (blue curve) powders at room temperature (T = 300 K).
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Combination of hyperthermia and chemotherapy in vitro

The in vitro efficiency of hyperthermia using FeNP-COOH or FeNP-CDDP was

studied by exposing the prostate cancer cells (DU-145) to either type of nanopar-

ticles for 30 minutes at different temperatures (37 ◦C, ∼ 43 ◦C or ∼ 48 ◦C) [123].

Temperatures above body temperature were reached by applying an AC magnetic

field with H = 60 kA/m at ν = 120 kHz, as it was described before. The measured

temperatures during treatment were of 42.5± 0.3 ◦C and 47.5± 0.4 ◦C for hyper-

thermic and thermoablation conditions respectively. Fig. 7.9 b shows the colony

formation by 200 cells seeded after each of the treatments. Cells treated with

the FeNP-COOH at 37 ◦C showed 29 % decay in the number of colonies which

was not statistically significant. At the hyperthermia temperatures (∼ 43 ◦C), a

significant decay in the number of colonies formed was observed, which was down

to 33 % in relation to untreated cells. A complete induction of cell death at those

conditions is not expected for two reasons. First, hyperthermia was induced in a

single session of 30 minutes only. Second, it is recognized that the temperature

sensitivity of tumors is not an intrinsic property of the cancer cells themselves

but a condition which is related to the tumor physiology [124]. A temperature

of 43 ◦C is thus not enough to have a complete cytotoxic effect under the applied

conditions. At the thermoablation temperatures (∼ 48 ◦C), however, death by

necrosis is expected, which is reflected in our results where no tumor cells survived

to form colonies.

Cells exposed to the drug loaded nanoparticles (FeNP-CDDP) did not form

any colonies in any of the treatment groups. Our studies of the temperature

dependent drug release have shown that 30 min at 37 ◦C are enough to release

about 0.85µgCDDP/mgFeNP. That means that a 5 mg/ml FeNP-CDDP solution

would lead to cisplatin concentrations higher than 4µg/ml at this temperature.

Although the exposure in this experiment was relatively short (30 min), the re-

sults clearly show that at such high drug concentrations death is induced in all

cells. Even though the amount of drug released in these in vitro conditions was

enough to kill all cells at 37 ◦C the situation in an in vivo setting would be cer-

tainly different. Depending on the case, cisplatin dosage for systemic treatments

in vivo can be as high as 34 - 200 mg per day for a patient of average height

and weight. Besides that, cells are not evenly exposed to the drugs as in in vitro

conditions, rendering the treatment less effective. These considerations show that

the typical drug load achieved in this study probably would not be completely
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effective in vivo at 37 ◦C but would certainly benefit a bi-modal treatment in com-

bination with hyperthermia. However, in vivo studies are necessary to confirm

these hypotheses.

7.4 AC heating in DC magnetic fields

One of the most important problems in magnetic hyperthermia applications is a

control of the precise localization of the hyperthermia effect in order to increase

the therapeutic effectiveness and prevent affection of healthy tissue. The con-

ventional way to achieve spatial localization of hyperthermia effect is delivery

of magnetic nanoparticles to a tumor. There are several methods to achieve a

controlled delivery of hyperthermia agents to a cancer tissue: catheters, scarifi-

cation, direct injection, targeting cancer cells using functionalized nanoparticles,

etc. [125–127]. However, many of the methods can result in delivery of hyperther-

mia agents not only to cancer tissues, but also to normal tissues where the effect

is undesirable. Most of the existing methods are based on invasive techniques

to deliver agents directly to a tumor, but even then the agents may disperse.

Moreover, invasive methods are always connected with the risks of infection and

this is particularly critical in cases of such sensitive tissues like brain. Target-

ing cancer cells by means of antibodies is another approach for localization of

-60 -40 -20 0 20 40 60

-1.0

-0.5

0.0

0.5

1.0

+HAC

-HAC-HAC

 

 

M
/M

S

H (kA/m)

+HAC

a) b)

Figure 7.11: The idea of suppression of inductive heating effect in mag-

netic hyperthermia using an application of a DC magnetic field.
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hyperthermia agents. However, targeting one form of cancer cells would mean

not influencing tumor cells only, but also the same form of cells throughout the

body. Thus, a specific non-invasive method for localization of hyperthermia effect

would be highly desirable. This section describes an idea of spatial localization of

magnetic hyperthermia effect caused by the special distribution of magnetic fields

and presents the first experimental results showing the viability of this method.

The idea of this method is based on a suppression of the inductive heating

effect of magnetic nanoparticles using a static (DC) magnetic field. The inductive

heating of a system of magnetic particles exposed to an alternating (AC) magnetic

field is directly connected to an open M vs. H loop and the hysteretic properties

of the system (see e.g. Fig. 7.11 a). Changing the magnetic field direction causes

magnetic energy dissipation in the system and, therefore, increases its thermal

energy. An additional DC magnetic field applied to such system results in a shift

of the zero (equilibrium) point of magnetic field oscillation to the level of the

applied DC field (Fig. 7.11 b). The resulting magnetic field oscillates in the range

where the magnetic moment of the system is almost saturated (no open M(H)

loop) and the change of magnetic field causes no transfer of magnetic energy into

internal energy. Therefore, application of a DC magnetic field may result in the

suppression of the AC magnetic heating of nanoparticles.
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Experiments

In order to study the influence of the DC magnetic field on the AC magnetic heat-

ing, the inductive heating setup described in section 6.2 was combined with a 9 T

superconducting magnet (Oxford Instruments). The magnetic coil system was as-

sembled in order to place the measured sample into AC and DC magnetic fields

concurrently. For this coil geometry the setup provides AC magnetic fields with a

frequency of 128 kHz and magnetic field strengths of up to 120 kA/m (1500 Oe).

The examined dispersion of iron oxide nanoparticles showed substantial temper-

ature increase when exposed to the AC magnetic field (HAC = 10 kA/m (125 Oe),

ν = 128 kHz) (see Fig. 7.12). After 4 minutes of exposing it to the AC field,

a DC magnetic field of 40 kA/m (500 Oe) was applied to the system. In spite

of the fact that the AC magnetic field was still applied the heating effect dis-

appeared and the sample started to cool down due to the interaction with its

environment. After about 10 minutes applied DC magnetic field was switched off

and the heating effect appeared again. The same experiments were performed for

different sequences of DC magnetic field switches (Fig. 7.13 a,b). It was proven

that the observed effect of AC magnetic heating suppression is reproducible; it

does not depend on the amount of switches and time interval between them,

also the examined sample demonstrates identical heating properties before and

after performed experiments. Moreover, Fig. 7.13 b illustrates that applying of

certain consecutions of DC magnetic field switches results in holding the average

temperature at a certain level.
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8 Summary (Part II)

In this (second) part of the thesis a detailed study of magnetically functionalized

carbon nanotubes is presented. Obtained results reveal a ferromagnetic behavior

of the encapsulated catalyst nanoparticles as well as of the additional fillings.

Moreover, it was shown that spherical iron and cobalt nanoparticles encapsu-

lated by carbon nanotubes (Fe-MWCNT) and nanofibers produce a substantial

amount of heat while exposed to an AC magnetic field. However, the additional

filling of Fe-MWCNT with highly anisotropic Fe-nanowires does not improve the

heating ability of this material. This reveals a strong dependence of the AC

heating on the shape of the magnetic particles. Furthermore, it was shown that

the surface functionalization of carbon coated nanoparticles allows their loading

with the drug cisplatin which is released in saline solutions. The results of the

in vitro studies have shown that such particles can be successfully applied as

multimodal anti-cancer agents for a concomitant therapy based on hyperthermia

and chemotherapy. In addition, a method of an inductive heating suppression

via the application of a DC magnetic field has been presented. This method,

in combination with specially distributed DC magnetic fields, enables a spatial

localization of the hyperthermia effects in a human body.





Bibliography

[1] M. Todorovic, S. Schultz, J. Wong, and A. Scherer. Writing and reading

of single magnetic domain per bit perpendicular patterned media. Appl.

Phys. Lett. 74, 2516, 1999.

[2] Q. A. Pankhurst, J. Connolly, S. K. Jones, and J. Dobson. Applications of

magnetic nanoparticles in biomedicine. J. Phys. D: Appl. Phys. 36, R167

- R181, 2003.

[3] C. S. S. R. Kumar (Ed.). Nanomaterials for Cancer Therapy. Wiley-VCH,

Weinheim, 2006.

[4] W. Wernsdorfer. Molecular nanomagnets: towards molecular spintronics.

Int. J. Nanotechnology 7, 497-522, 2010.

[5] Jr. C. P. Poole. Electron Spin Resonance: A Comprehensive Treatise on

Experimental Techniques. Wiley-Interscience, New York, 1967.

[6] F. Hund. Zur Deutung Verwickelter Spektren, Insbesondere der Elemente

Scandium bis Nickel. Z. Phy. 33, 345-371, 1925.

[7] A. Abragam and B. Bleaney. Electron Paramagnetic Resonance of Transi-

tion Ions. Oxford University Press, London, 1970.

[8] N. Majlis. The Quantum Theory of Magnetism. World Scientific Publishing

Co. Pte. Ltd., Singapore, 2000.

[9] P. Fazekas. Lecture Notes on Electron Correlation and Magnetism. World

Scientific Publishing Co. Pte. Ltd., Singapore, 1999.

[10] A. Schweiger and G. Jeschke. Principles of Pulse Electron Paramagnetic

Resonance. Oxford University Press, Oxford, 2001.

[11] D. Gatteschi, R. Sessoli, and J. Villain. Molecular Nanomagnets. Oxford

University Press, Oxford, 2006.



[12] A. Abragam. The principles of nuclear magnetism. Clarendon Press, Ox-

ford, 1961.

[13] E. Hahn. Spin Echoes. Phys. Rev. 80, 580-594, 1950.

[14] C. Golze. Tunable High-Field / High-Frequency ESR and High-Field Mag-

netization on Single-Molecule Clusters. PhD thesis Dresden University of

Technology, 2007.

[15] S. Foner. Versatile and Sensitive Vibrating-Sample Magnetometer. The

Review of Scientific Instruments.
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I am very grateful to Prof. Rüdiger Klingeler for his kind support and under-

standing. No matter what is the question or problem he is always ready to listen,

understand and give a good advice.

Special kind thanks to my officemates Matthias Lutz, Ahmed El Gendy, and

Kamil Lipert for all the nice moments we spent together. It was really a great

time full of different emotions, fruitful discussions, and interesting experience.

I would like to say “Many Thanks!” to my “first diploma student” Christo-

pher Mahn for his inexhaustible optimism. He appeared in Dresden right in the

beginning of my stay here and was the first person with whom I communicated a

lot. Actually, it is still a question, who and from whom of us learned more that

time.

Also, I want to thank the Marie Curie Research Training Network CARBIO,

with special thanks to its coordinator, for all those opportunities to meet inter-

esting people, to learn interesting things in the most beautiful places all over the

Europe.



Thanks to Dr. Olga Kataeva for the X-ray crystal structures of our studied

complexes and to Dr. Yurii Skourski for the pulsed-field magnetization measure-

ments in the Rossendorf Research Center. Thanks to Dr. Evgeniya Vavilova,

Dr. Ruslan Zaripov, and Prof. Kev Salikhov from the Zavoisky Physical-Technical

Institute in Kazan for their inestimable contribution to the pulsed ESR measure-

ments and discussions of the results. Moreover, I thank all my colleagues with

whom I spent time working in the lab or having interesting discussions, a spe-

cially, Dr. Anupama Parameswaran, Wolfram Lorenz, Dr. Anja Wolter, Dr. Silke

Hampel, Sebastian Gaß, and Dr. Arthur Taylor.



Publication List

1. Y. Krupskaya, C. Mahn, A. Parameswaran, A. Taylor, K. Krämer, S.

Hampel, A. Leonhardt, M. Ritschel, B. Büchner, R. Klingeler. Magnetic
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