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Optimization Techniques for Prognostics of On-Board 
Electromechanical Servomechanisms Affected by Progressive Faults 

 
 

Matteo D. L. Dalla Vedova, Pier Carlo Berri 
 
 
Abstract – In relatively recent years, electromechanical actuators have gradually replaced 
systems based on hydraulic power for flight control applications. Electromechanical servosystems 
are typically operated by electrical machines that transfer rotational power to the controlled 
elements (e.g. the aerodynamic control surfaces) by means of gearings and mechanical 
transmission. Compared to electrohydraulic systems, electromechanical actuators offer several 
advantages, such as reduced weight, simplified maintenance and complete elimination of 
contaminant, flammable or polluting hydraulic fluids. On-board actuators are often safety critical; 
then, the practice of monitoring and analyzing the system response through electrical acquisitions, 
with the aim of estimating fault evolution, has gradually become an essential task of the system 
engineering. For this purpose, a new discipline, called Prognostics, has been developed in recent 
years. Its aim is to study methodologies and algorithms capable of identifying such failures and 
foresee the moment when a particular component loses functionality and is no longer able to meet 
the desired performance. In this paper, authors have introduced the use of optimization techniques 
in prognostic methods (e.g. model-based parametric estimation algorithms) and have proposed a 
new model-based fault detection and identification method, based on Genetic Algorithms 
optimization approach, able to perform an early identification of the aforesaid progressive 
failures, investigating its ability to identify timely symptoms alerting that a component is 
degrading. Copyright © 2019 The Authors. 
Published by Praise Worthy Prize S.r.l.. This article is open access published under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/). 
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Nomenclature 
ACE   Actuator Control Electronics 
ADC  Analog to Digital Converter 
ANN  Artificial Neural Network 
BLDC  Brushless Direct Current 
dt    Time step 
EHA  Electro Hydrostatic Actuator 
EMA  Electromechanical Actuator 
EMF  Electromotive Force 
ei    Error on the i-th fault parameter 
err   Fitness function 
etot   Total error in Fault Identification 
f(θm)   Modulating function for the short circuit fault 
FDI   Fault Detection and Identification 
GA   Genetic Algorithm 
Iref   Reference current 
Im    Current of the Monitor Model 
Ir     Current of the Reference Model 
k    Fault vector 
Kemf   Back-EMF coefficient 
MM   Monitor Model 
Na,b,c   Partial short circuit of phases A, B and C 
NC   Nominal Condition 
P    Number of motor pole-pairs 

PID   Proportional Integrative Derivative 
PHM  Prognostics and Health Management 
PWM  Pulse Width Modulation 
RM   Reference Model 
RUL   Remaining Useful Life 
RVDT  Rotary Variable Differential Transformer 
TR   Load torque 
Z    Normalized amplitude of rotor eccentricity 
θm    Rotor angular position 
ζ    Amplitude of static rotor eccentricity 
ϕ    Phase of static rotor eccentricity 

I. Introduction 
In aeronautical applications, actuation systems based 

on the electromechanical technology (EMAs) are 
progressively replacing the well-known hydraulic 
systems, starting from the less safety critical uses (e.g. 
the actuation of trim tabs, cargo bay doors, or weapon 
and sensor systems of military aircraft), up to the most 
important ones, like primary and secondary flight 
controls [1]. EMAs are typically operated by electrical 
machines that transfer mechanical power to the 
controlled elements (e.g. aerodynamic surfaces) through 
gearings and mechanical transmission.  

http://www.praiseworthyprize.org
http://creativecommons.org/licenses/by-nc-nd/3.0/)
https://doi.org/10.15866/irease.v12i4.17356
http://creativecommons.org/licenses/by-nc-nd/3.0/).
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Compared to the more traditional electrohydraulic 
systems, they offer several advantages, mainly related to 
the absence of a centralized hydraulic power generation 
and distribution system. 

In this way, despite the lower power per unit weight 
characteristic of electrical machines compared to 
hydraulic ones, an overall weight reduction can be 
achieved by eliminating the systems and the components 
related to hydraulic power generation and distribution. In 
addition, maintenance costs can be reduced, since 
training of maintenance personnel for servicing hydraulic 
components is not needed anymore; moreover, the 
maintenance interventions on electric subsystems are 
intrinsically easier, since they do not require to deal with 
hydraulic fluid, which is usually pollutant, degradable, 
flammable or easily affected by contamination [2]-[4]. 

The EMA technology is quite recent and the reliability 
of these systems is not yet adequately known; then, 
dedicated diagnostic strategies (usually based on 
redundancy, scheduled maintenance and periodic 
inspections) shall be employed in order to guarantee a 
suitable risk reduction. In fact, given that actuators for 
aerospace applications are often safety critical, it is 
necessary to create redundancies and schedule 
maintenance operations able to guarantee the system to 
operate always in safety conditions. Those strategies, in 
spite of their many merits and benefits, unavoidably 
imply a significant cost increase and sometimes limit the 
diffusion of the electromechanical actuation systems. In 
particular, a failure mode peculiar of electromechanical 
systems (and virtually inexhistent in hydraulic actuators) 
is the mechanical jamming of the transmission. This 
failure mode has the effect of locking the affected flight 
control in the current position, making the aircraft 
incontrollable; the action of a parallel backup actuator is 
mostly ineffective. Strategies that can mitigate this risk 
include the use of series backup actuators or velocity sum 
devices, which greatly increase the total system cost and 
weight [5], [6].  

Additionally, these methods of risk reduction are often 
ineffective against failures caused by unexpected and 
extreme scenarios, such as anomalous operative 
conditions exceeding the aircraft flight envelope. Even if 
currently they are the most common strategies to reduce 
the risks, they can turn out unsuccessful in these 
unpredictable situations, thus requiring unscheduled 
maintenance interventions. 

For example, the operation of a component outside its 
envelope can result in exceeding the design loads, 
causing an initial damage (i.e. the beginning of a crack in 
a structural or mechanical component, a local thermal 
damage on electrical equipment, or a dent in the rolling 
surface of a bearing). Then, if the damage remains 
undetected because of its limited extent and limited 
effect on the system performance, normal operation of 
the vehicle may cause the fault to progressively grow, up 
to hindering the system to work within its functional and 
performance requirements. A well known and 
documented case of this kind of damage propagation is 

the metal structures fatigue on [7]-[10]. 
However, similar behaviors can be found in a 

multitude of other fault modes.  
In this regard, in recent years, a new engineering 

discipline, called Prognostics and Health Management 
(PHM), has been developed as an innovative strategy to 
reduce risks associated with the propagation of 
progressive failures [11]. PHM relies on the continuous 
monitoring of functional parameters of the system in 
order to detect and identify the precursors of failures at 
an early stage, in order to estimate the Remaining Useful 
Life (RUL) of the components [12]. This information 
about the healt condition of a system and its subsystems 
can be leveraged in maintenance planning. As a result, 
most of the necessary maintenance interventions can be 
scheduled ahead instedad of being performed as 
corrective maintenance; the operation profile of the 
aircraft can be adaptedively modified in order to reduce 
ground time, resulting in higher availability and lower 
operating costs. In addition, The adoption of a reliable 
prognostic strategy supporting the aircraft maintenance 
activity will ultimately lead to a simpler troubleshooting 
task, reducing the total ground time of the vehicle and 
mitigating the risks associated with human factor in fault 
identification [13]. 

In case of EMAs, PHM can be applied in a more 
efficient way than in the case of hydromechanical or 
electrohydraulic actuators, because, on electrical 
systems, additional sensors are not required, since several 
informative quantities are already measured for control 
purposes. 

In fact, the application of the PHM strategies normally 
entails the monitoring of a set of parameters in the form 
of electric signals, often sharing the same sensors of the 
control scheme and system monitors [14]. The monitored 
parameters are usually converted into electrical signals in 
order to perform these prognostic analyses, so a PHM 
approach is particularly convenient when applied to an 
electromechanical system, where most parameters are 
already in form of electric signals without the need for 
dedicated sensors and transducers. This avoids increasing 
the overall costs and worsening the system basic 
reliability; in addition, a prognostic strategy that does not 
require invasive hardware modifications is easier to 
retrofit on existing systems, allowing a faster application 
on field 

The first step of PHM analysis consists in the Fault 
Detection and Identification (FDI) phase [15]. At this 
stage of the prognostic task, the system response is 
analyzed in order to identify the early signs of incipient 
faults. The detected system fault condition is then 
leveraged to inform the subsequent RUL estimation 
phase. 

Several different approaches are proposed in literature, 
either best suited for offline or real-time fault detection, 
based on their accuracy and computational cost. A 
primary classification of FDI strategies distinguishes 
between model-based and data-driven techniques. 
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Fig. 1. Conceptual scheme of the considered electromechanical actuator [37] 
 

Model Based FDI relies on the comparison of the 
system output with the one of a simulation model for the 
health monitoring, either in the time domain [12], [16]–
[23] or leveraging spectral analysis [24]-[29] and Fast 
Fourier Transform [30], [31]. These techniques usually 
feature a high accuracy for the fault detection, but they 
require a deep knowledge of the physical behavior of the 
system, not only regarding the response in Nominal 
Conditions (NC), but also in presence of multiple failure 
modes, in order to develop reliable and accurate high 
fidelity models of the system. Moreover, the 
abovementioned models are often associated to a very 
high computational cost, with evaluation times ranging 
from several seconds to several days, which makes them 
unsuitable for the real-time execurtion with the 
constrained hardware and the limited processing power 
available onboard the vehicle; in some extreme cases, 
these strategies may also become impractical for offline 
use during the maintenance activity, since a traditional, 
manual troubleshooting of the faulty system may result 
quicker. Conversely, Data-Driven approaches to FDI 
leverage a large data base of system output in place of an 
exhaustive knowledge of the physical system; data is 
used to train machine learning tools employed to 
estimate the health status of the monitored equipment. 
Different methods are found in literature, such as 
Artificial Neural Networks (ANNs)  [32]–[36] or Fuzzy 
Logic [37],[38]. These techniques are usually 
characterized by a reduced computational cost in 
evaluation, which makes them best suited for real-time 
health monitoring. However, they require a 
computationally intensive training phase, often 
performed offline, and their accuracy is typically lower 
than Model-Based techniques. The effectiveness of a 
Data-Driven FDI method is strictly related to the 
statistical representativeness and the completeness of the 
training data base, as well as the employed training 
strategy. A sufficiently complete training dataset is 
seldom available from field data, albeit possibly easier to 
obtain than high fidelity models of the system able to 
simulate the presence of multiple failure modes. 

A further group of FDI strategies [15], [39]-[43] 
exploits a combination of the aforementioned methods in 
a hybrid approach. In this way, they try to leverage the 
advantages of both Model-Based and Data-Driven FDI. 
For example, high fidelity models can be used to gather 
the training dataset, while machine learning tools work as 
fast surrogate models in order to speed up the 
computations online and achieve real-time performances. 

However, most of the FDI strategies found in 
literature are suitable for the isolation of a single fault 

mode out of a small number of possible choices. In order 
to achieve a robust fault detection, able to support the 
maintenance activity of a complex system such as an 
aircraft, the ability to reliably isolate and identify a large 
number of multiple failure modes is needed. 

I.1. Brief Summary of the Proposed FDI Approach 

In this work, the use of optimization techniques in 
prognostic methods is introduced (e.g. model-based 
parametric estimation algorithms) and a new model-
based FDI method, based on the Genetic Algorithm (GA) 
optimization, able to perform an early identification of 
the previously mentioned progressive failures is 
proposed, investigating its ability to timely identify 
symptoms alerting that a component is degrading. For 
this purpose, the authors have considered a typical EMA 
layout (Fig. 1) according to the “More-electric-aircraft” 
paradigm proposed by Quigley [1] and the “All-electric-
aircraft” paradigm shown by Howse [2]. Operationally 
speaking, the proposed FDI method is divided into three 
sequential phases: 
- comparing the dynamic response of the real actuator 

(affected by several possible combinations of 
progressive failures) with a corresponding monitoring 
system (a simplified numerical model simulating the 
behavior of the monitored EMA); 

- using an optimization process, implemented by a GA 
[16], [17] that minimizes the value of proper 
objective functions by acting on defined parameters 
of the model; 

- correlating the obtained parameters (of the aforesaid 
monitoring model) with the actual magnitudes of the 
considered EMA progressive failures. 

In order to provide a versatile test bench on which 
evaluate the dynamic response of the actuator in different 
fault conditions, authors have developed a detailed 
numerical model (simulating the effects of several 
progressive faults) that has been assumed as a 
representative of the actual physical system [45].  

Different combinations of progressive faults have 
been considered in order to evaluate the accuracy of the 
prediction at the different conditions and to assess the 
field of validity of the proposed method. In particular, 
five progressive faults have been considered, namely dry 
friction torque and backlash affecting the EMA 
mechanical transmission, turn to turn short circuit 
affecting the coils of the three stator phases of the 
electric motor, rotor eccentricity and drift of the PID 
controller proportional gain. 
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In this manuscript, Section II describes in detail the 
electromechanical system considered in our work and the 
related numerical models, Section III illustrates the setup 
of the optimization problem and Section IV discusses the 
results of the investigation. In Section V potential 
applications of this works are proposed, as well as future 
possible developments. 

II. Electromechanical Actuator Layout 
Until a few years ago, the actuators used mainly in 

aeronautical applications have been generally hydraulic 
and in particular hydro-mechanical or, more recently, 
electro-hydraulic. This type of actuators, due to their 
great precision, high specific power and high reliability, 
often equip current aircraft (even if, on last generation 
airliners, electro-hydrostatic actuators (EHA) or 
electromechanical actuators (EMA) have been installed). 
In recent years, the trend towards fully electric aircraft 
has led to a wide application of new optimized electric 
actuators, such as the electromechanical ones. As shown 
in Fig. 2, a typical EMA used in a primary flight control 
is composed by: 
- an actuator control electronics (ACE) that closes the 

feedback loop, by comparing the commanded 
position with the actual one, elaborates the corrective 
actions and generates the reference current Iref; 

- an electrical motor, often BLDC (BrushLess Direct 
Current) type; 

- a gear reducer having the function to decrease the 
motor angular speed and increase its torque to desired 
values; 

- a system that transforms rotary motion into linear 
motion: ball screws or roller screws are usually 
preferred to ACME screws because, having a higher 
efficiency, they can perform the conversion with 
lower friction; 

- a network of sensors used to close the feedback rings 
(current, angular speed and position) that control the 
whole actuation system (reported in Figure 2 as 
RVDT). 

 

 
 

Fig. 2. Schematic of the considered electromechanical actuator [44] 

II.1. EMA Numerical Models 

As already mentioned, two numerical models with 
different complexity and fidelity of the considered EMA 
are used for this research, both developed in the 
MATLAB-Simulink simulation environment.  

A low fidelity model, referred to as the Monitor 
Model (MM), features a low computing time and is 

suitable for the iterative execution needed during the 
optimization algorithm, which essentially consists in the 
search of the global minimum of a function of eight 
variables. A high fidelity model, referred to as the 
Reference Model (RM), is employed as a simulated test 
bench for the validation of the Monitor Model and the 
FDI algorithm as a whole. The RM architecture, widely 
described in [35] and [39], is represented in the EMA 
block diagram shown in Fig. 3. 

 

 
 

Fig. 3. EMA reference model (RM) block diagram 
 
The main subsystems of the EMA model are briefly 

described in the following: 
- Com: generates input position commands. 
- EMA Controller Model: simulates the actuator control 

electronics, closing the position and speed feedback 
loops and computing as output the reference current 
Iref. This is not a physical current, but rather the 
digital input of the power drive electronics, which 
applies a current equal to Iref to the BLDC stator 
phases through a hysteresis control. 

- BLDC Motor ElectroMechanical Model: simulates 
the power drive electronics through a SimScape 
model and the trapezoidal BLDC EM behavior, 
evaluating torque as a function of three-phase current 
generated by an ideal H-bridge regulator. 

- EMA Dynamic Model: resolves the dynamic equation 
of mechanical behavior by a two D.o.F. dynamic 
system. 

- TR: input block simulating the aerodynamic torques 
acting on the moving surface controlled by the 
actuator. 

This numerical model simulates the behavior of the 
real EMA taking also into account the effects of BLDC 
motor non-linearities, such as partial phase short circuit 
an rotor eccentricity [46]–[51], end-of-travels, 
compliance and backlashes acting on the mechanical 
transmission [52], [53], ADC conversion of the feedback 
signals, electrical noise acting on the signal lines and 
electrical offset of the position transducers [15] and dry 
friction (e.g. acting on bearings, gears, hinges and screw 
actuators) [54]. 

The RM performs a very detailed simulation of the 
functional behavior of the system, even in presence of 
various combinations of fault modes, but features the 
main disadvantage of being computationally heavy: a 
medium performance laptop can run this model taking 
more than one minute for each second of simulation, or 
about two orders of magnitude above real time 
simulation.  
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Fig. 4. EMA monitoring model (MM) block diagram [14] 
 
This is not acceptable if the model is to be used in an 

iterative on-line computation, requiring a computing time 
not compatible with the on field use of an FDI algorithm 
for prognostic purposes during scheduled maintenance or 
preflight tests. For this reason, a lower fidelity model is 
developed as a simplified representation of the 
considered EMA, yet it is detailed enough to simulate the 
effect of all the considered faults with high accuracy. The 
architecture of the MM is represented in Fig. 4 (and 
similar to that proposed in [14]). The main simplification 
of the MM is the elimination of the three-phase 
trapezoidal control of the BLDC, replaced by a much 
simpler and computationally lighter single-phase 
equivalent scheme. The complex PWM current 
regulation is substituted by a simplified hysteresis 
control, avoiding digital-to-analog conversion of signals 
and phase switching logic. This solution allows a time 
step one order of magnitude longer to be employed for 
the simulation, greatly reducing computing time to 
almost real-time; however, a complication arises for the 
simulation of electrical faults, which will be discussed in 
the following paragraph. 

II.2. Modelization of Fault Modes 

For the FDI algorithm to be effective in an on-field 
application, the greatest possible number of fault modes 
shall be considered and implemented in the simulations, 
in order to allow a good matching of the dynamic 
response between the Monitor Model and the physical 
system. Five different fault modes have been considered 
for the study and have been chosen among the most 
common for EMAs, as highlighted by [55]-[57]. 

Moreover, they are usually characterized by a 
progressive evolution, making possible an effective 
prognostic detection [58]. The considered faults are 
briefly listed below: 
- Dry friction due to the wearing of mechanical 

components; 
- Backlash of the reducer gearbox and/or rotary-to-

linear conversion device; 
- Partial short circuit of the BLDC stator coils; 
- Rotor eccentricity due to the degradation of its 

support bearings; 
- Control electronics fault resulting in the drift of the 

PID controller Proportional gain. This can be 
determined by multiple causes, such as electrical 
contact deterioration, overtemperature of 
semiconductor components or position sensor faults. 

It should be noticed that the partial short circuit is 
characterized by three degrees of freedom 
(corresponding to the fraction of damaged windings of 
each phase), while the rotor static eccentricity is 
described by two parameters (i.e. its amplitude ζ and 
phase ϕ, which consist in the angle measured between 
the minimum air gap and the phase A stator coil). This 
results in the health condition of the actuator to be 
described by a vector k of eight elements: 
- k1 is the normalized friction: k1 = 0 means nominal 

conditions, while k1 = 1 means 300% of nominal 
condition. 

- k2 is the normalized backlash: k2 = 0 means nominal 
condition, k2 = 1 means 100 times the nominal 
condition. Although this range may seem exaggerated 
at a first glance, 100 times the nominal condition 
means about half a radian of mechanical play on the 
fast shaft, reduced by the gear ratio to 5.7∙10-2 
degrees on the slow shaft or 20% of the already small 
chirp command amplitude. 

- k3, k4 and k5 are respectively the normalized short 
circuit of phases A, B and C; for example, k3 = 0 
means a fully functional phase A, while k3 = 1 means 
a complete short circuit for the same phase.  

- k6 is equal to the eccentricity amplitude parameter ζ. 
- k7 is the phase of rotor eccentricity ϕ, i.e. the 

direction corresponding to the minimum air gap; k7 = 
0 means ϕ = -180°, k7 = 1 means ϕ = 180°. 

- k8 is the normalized variation of the proportional 
gain: k8 = 0  is a 50% reduction of the proportional 
gain, while k8 = 1 means a 50% increase. 

The Backlash, Dry Friction and Proportional Gain 
Drift faults implementation is quite straightforward in 
both models, requiring only the dynamic adjustment of 
the corresponding parameters in the RM and MM. 
However, the simplification introduced in the MM with 
the elimination of the three-phase electrical model 
somehow complicates the representation of the Partial 
Short Circuit and Rotor Eccentricity faults. In the RM, 
those can be simulated by differentially altering the 
resistance, inductance and electromagnetic coupling 
parameters of the three phases. The same cannot be done 
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for the MM, since it employs an equivalent single phase 
computational scheme. This issue has been overcome 
with the introduction of two non-physical shape 
functions [14], which modulate the counter electromotive 
force and stator resistance according to the angular 
position of the rotor, allowing the MM to reproduce the 
current waveforms typical of the presence of one of the 
electrical faults, as shown in Fig. 5. The analysis of the 
behavior of the RM in presence of the electrical faults 
has led to the following definition of the shape functions, 
which have no physical meaning, but allow fitting the 
behavior of the RM in terms of phase current with 
satisfying accuracy while being acceptably simple to 
evaluate: 
- The Short Circuit fault is simulated by changing the 

Stator Resistance and Torque Gain according to the 
active stator phases, by means of a modulating 
coefficient f(θm), dependent on the rotor angular 
position θm: 
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where Na, Nb, Nc are the fraction of healthy windings 
of each stator phase. 

- The Rotor eccentricity fault is implemented by 
modulating the Back-EMF and Torque Gain 
according to the angular position of the rotor, with a 
function that matches the waveform produced by the 
RM: 
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where Kemf is the back-EMF constant, NC denotes 
nominal conditions, Z is the normalized rotor 
eccentricity, ϕ is the eccentricity phase, P is the 
number of pole pairs, θm is the rotor angular position 
and σ(x) = x/2π – [x/2π]. 

III. Fitness Function and GA Settings 
In the following sections, the optimization algorithm 

chosen to solve the FDI task is described (Section III.1); 
then, the optimization problem is described in terms of 
fitness (i.e. objective) function (Section III.2) and the 
settings of the solver are summarized (Section III.3). 

III.1. Genetic Algorithms: Generalities 

The FDI problem can be seen as the minimization of 
the error between the stator current curves of the two 
EMA models, with fixed fault parameters on the RM and 

varying the ones of the MM; when the error between the 
two curves approaches zero, the fault parameters of the 
two models are expected to match. The complexity of the 
error function, which features a strong non linearity and a 
high dimensionality of the fault space, leads to the choice 
of a Genetic Algorithm (GA) for the optimization.  

GAs are robust non-deterministic optimization 
techniques inspired by the Darwinian evolution 
biological process; they are particularly suited for the 
optimization of computationally expensive functions 
with a domain with a high dimensionality. 

A Genetic algorithm solves a given problem 
consisting in optimizing an objective function, which is 
referred to as the Fitness Function, using a population of 
solutions which, initially random generated, are made to 
evolve to a number of successive generations until they 
converge on a minimum fitness value. In the presented 
case the fitness function will be dependent on the integral 
over time of a quadratic error between the responses of 
the RM and MM. 

Considering a chromosome population representing 
the possible solutions of the problem, the fitness function 
measures the quality of each solution, i.e. how well the 
solution fits with the problem: in a sense, it can be seen 
as the adaptability of an individual to the environment. 
Individuals with best values of the fitness function have 
higher probability to transmit their own genes to the next 
generation; therefore, each generation usually contains 
better individuals than the previous one, gradually 
evolving toward the global optimum solution. Being GAs 
non-deterministic techniques, it is not guaranteed that 
they can find an accurate global optimal solution, but 
they are able to find good solutions in a reasonable time. 
In the traditional model, chromosomes are bit strings of 
fixed length and all generations have the same number of 
individuals; each chromosome represents a point in the 
search space. Two basic operators are employed for 
producing the next generation of solutions starting from 
the current one: 
- Recombination or Crossover combines genes of two 

individuals to produce children individuals, providing 
exploitation of the best solution currently available, 
trying to make the algorithm converge on local 
minima; 

- Mutation randomly generates new genes 
reintroducing genetic material lost, thus allowing the 
exploration of the search space in order to find the 
global minimum. 

III.2. Fitness Function and Test Command 

The fitness function is computed as a quadratic error 
between the dynamic responses of the RM and MM. The 
response of the EMA should be considered in terms of a 
parameter that is both easy to measure in a physical 
system and visibly affected by a great number of 
progressive damages, even in their incipient phase. For 
this reason, the user angular position is not suitable as 
monitored parameter for prognostic applications, since 
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although already measured by the RVDT transducers 
needed to close the feedback loop, it is altered only 
slightly by the presence of an incipient fault, which is 
almost completely compensated by the robustness of the 
control logic. The best choice is then the motor current, 
which is visibly influenced by various failure modes 
even when they do not alter the position response; 
moreover, the phase current is already measured for 
closing the hysteresis control loop of the power drive 
electronics. In order to compare the single phase current 
of the MM with the three phase RM, the envelope of the 
three phase currents is computed and filtered in order to 
cancel signal noise mainly produced by the PWM control 
and external disturbances. 

The error is then evaluated with a total least squares 
method (as shown in [59]), which consists in numerically 
integrating the squared normal distance between the two 
curves. This method is chosen instead of a traditional 
least squares method since it features better performances 
in presence of uncertainties on both the measured current 
and time, especially near step discontinuities in the 
curves. The resultant fitness function is then:  
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where Ir and Im are the reference and monitor single 
phase currents and k is a constant used to normalize the 
derivative of the reference current, chosen as its RMS 
value, so that the current curves have a unitary mean 
derivative and the uncertainties in the current and time 
coordinate have approximately the same effect on the 
fitness function.  

In this way however, the different fidelity of the two 
models causes a small offset between the correct 
matching of the fault parameters and the global minimum 
of the fitness function. In order to reduce this offset, the 
electrical parameters of the MM are calibrated to 

minimize the error in nominal condition (i.e. with no 
faults affecting the models). Moreover, the residual error 
in nominal conditions is subtracted to the fitness 
function, to impose a zero fitness value when both 
models are set in nominal conditions. The input position 
command to be applied to both EMA models is chosen as 
a chirp with amplitude of 5×10-3 rad and frequency 
increasing linearly from zero to 15 Hz in 0.5 seconds. 
This command is chosen because it allows spanning a 
range of frequencies, highlighting different behaviors of 
the actuator and showing the effect of a high number of 
failure modes: a step or ramp command would have 
hidden the effect of some faults, especially the electrical 
ones. The small amplitude of the input signal, on the 
other hand, is required in order to reduce the position 
drift between the two models, which would offset the 
effect of the electrical faults. In fact, the smallest possible 
command should be chosen in order to limit the position 
error between the two models to a fraction of a 
revolution of the motor shaft. The chosen value of 5×10-3 

rad is the threshold amplitude that can be precisely 
followed by an EMA with flight grade position sensors, 
possibly mounted on an intermediate shaft to increase 
resolution. Another advantage of using a small amplitude 
test command is the possibility, in future works, to 
superimpose the test command itself to that generated by 
the pilot or flight control computer; in this way, if the 
computing time can be kept acceptably low, the 
prognostic FDI could be performed even in real time 
during flight. 

III.3. Settings of the GA  

The GA employed for the prognostic optimization is 
the one implemented in MATLAB Optimization 
Toolbox; in order to achieve a good convergence, 
accuracy and robustness of results, some tuning of the 
algorithm settings is needed. In the following, the 
optimization algorithm parameters that have been 
modified from their default value are briefly described.  

 

 
 

Fig. 5. Schematic of the proposed shape functions (implemented in Matlab-Simulink code) [14] 
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Maximum number of generations: Some 
experimenting have showed that the GA applied to the 
considered problem usually requires 130 to 180 iterations 
to achieve convergence; then, the maximum number of 
allowed generations is increased from the default value 
of 100 to a conservative 300, in order to avoid the 
optimization being stopped before the global minimum is 
found. 

Tolerance on fitness value: The main stopping 
criterion employed is based on the evaluation of the 
weighted average change in the fitness function value 
over generations; if this change is below the function 
tolerance over the maximum number of stall generations 
the GA is stopped. A good tradeoff between speed and 
accuracy is achieved by decreasing the function tolerance 
from the default 10-6 to 10-12, while keeping the 
maximum number of stall generations to its default value 
of 50. 

Parallel computing: A GA optimization requires 
several evaluations of the fitness function at the same 
time and each one is independent from the other ones. 
For this reason, the implementation of parallel computing 
is straightforward and very advantageous, especially 
when evaluating an expensive objective function on a 
multicore processor. According to the Windows Task 
Manager, the implementation of parallel computing on a 
quad core Intel i5 3340 processor has taken the processor 
usage from about 30% to 100%, reducing computing 
time to about 1/3. 

 
TABLE I 

RESULTS OF THE PROPOSED FDI METHOD 
IN CASE OF SINGLE FAULT ISOLATION 

Single Fault Test Case (k) Average 
error Variance 

Dry friction 
[0.1 0 0 0 0 0 0.5 0.5] 
[0.4 0 0 0 0 0 0.5 0.5] 
[1.0 0 0 0 0 0 0.5 0.5] 

1.16% 
1.13% 
4.54% 

5.86e-5 
4.73e-5 
1.94e-3 

Backlash 
[0 0.1 0 0 0 0 0.5 0.5] 
[0 0.4 0 0 0 0 0.5 0.5] 
[0 1.0 0 0 0 0 0.5 0.5] 

0.61% 
1.72% 
1.04% 

6.35e-5 
6.90e-4 
8.57e-3 

Short Circuit 
[0 0 0.1 0 0 0 0.5 0.5] 
[0 0 0.2 0 0 0 0.5 0.5] 
[0 0 0.5 0 0 0 0.5 0.5] 

0.88% 
1.30% 
1.53% 

3.16e-5 
1.09e-4 
8.00e-5 

Eccentricity 
[0 0 0 0 0 0.1 0.5 0.5] 
[0 0 0 0 0 0.2 0.5 0.5] 
[0 0 0 0 0 0.5 0.5 0.5] 

1.39% 
8.33% 
3.43% 

7.98e-4 
3.92e-2 
6.66e-3 

Gain Drift 

[0 0 0 0 0 0 0.5 0.4] 
[0 0 0 0 0 0 0.5 0.6] 
[0 0 0 0 0 0 0.5 0.0] 
[0 0 0 0 0 0 0.5 1.0] 

0.72% 
1.80% 
3.90% 
1.44% 

8.54e-5 
9.26e-4 
4.15e-3 
7.45e-4 

IV. Results 
The proposed FDI prognostic algorithm has been 

tested in different fault conditions, with single and 
multiple faults of different magnitude. In order to 
evaluate the performance of the prognostic technique, a 
detection error etot is defined as:  

 

  2 2 2 2 2 2 2 2
1 2 3 4 5 6 6 7 8

1
8tote e e e e e e k e e         (4) 

which is equivalent to the root mean square error on each 
variable. It can be noticed that the error on Rotor 
Eccentricity Phase e7 is normalized by multiplying it by 
the eccentricity amplitude k6: in fact, when eccentricity is 
small its phase is almost undetermined, and a big error 
affecting this parameter is irrelevant in terms of fault 
isolation accuracy. 

IV.1. Single Fault Isolation 

For each one of the considered failure modes, three 
levels of damage are tested to assess the performance of 
the prognostic technique. Genetic Algorithms are 
inherently non deterministic, thus different executions 
with the same initial condition lead to slightly different 
results and computing times. For this reason, ten 
optimizations have been performed for each test case, 
and results are analyzed statistically. Execution time has 
an average value of 400 s, but a significant variance is 
observed, being the minimum computing time of 142 s 
and the maximum 600 s. 

Table I shows the results for those test cases. Results 
from the optimizations indicate that the algorithm 
accuracy is independent from the failure mode set in the 
RM, but is strongly influenced by the magnitude of the 
fault. In fact, the detection error stands among 1% to 2% 
for low to medium damage levels, while it rises to about 
7% for high damage. This is due to the different fidelity 
level of the two numerical models, which leads to a 
slightly different behavior in terms of dynamic response. 
The error between the two modes diverges for high 
damage levels, producing a bigger detection error. The 
case with medium rotor eccentricity, which appears to 
have a very large detection error, suffers in fact the effect 
of a single optimization that failed to converge; this is 
also visible in the higher variance of the results. 

However, the main goal of FDI techniques for 
prognostic purposes is the detection of progressive faults 
in their incipient state, in order to enable the estimation 
of Remaining Useful Life (RUL). For this reason, the 
algorithm is needed to accurately estimate small damage 
levels, while the accuracy in presence of a heavily 
damaged system is only of marginal interest. 

IV.2. Multiple Faults Isolation 

After the single fault case, the algorithm has been 
tested also in presence of combinations of different 
faults. Four test cases are considered, setting in the RM 
combinations of low, medium and high faults and a 
combination of medium faults with the addition of signal 
noise superimposed to the reference current signal. 

Table II reports the results obtained in those failure 
conditions. The multiple fault test cases approximately 
repeat the results obtained in the single fault conditions: 
in particular, the detection error is dependent on the fault 
magnitude and of the same order of the one obtained for 
the single failure test cases, while the accuracy is 
approximately the same for all the fault parameters. This 
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means that the range of variation of each fault parameter 
has been chosen coherently with their effect on the 
measured variable Iref, and the FDI technique has a good 
robustness in every operating conditions.  

As expected, the introduction of a high level of signal 
noise (in the considered test case a band-limited white 
noise in the order of 50% the amplitude of the command 
signal), the accuracy is comparable to that achieved in 
the same fault conditions without noise, with a total error 
in the order of 2%. The high frequency signal 
components introduced by noise are in fact effectively 
filtered by inductive effects in the stator coils before 
affecting the phase current behavior; moreover, the 
equivalent current signal is further filtered to suppress 
the effects of the PWM control, which, not being 
simulated in the MM, would worsen the detection 
accuracy. 

Fig. 6 shows the probability distribution of the 
detection error, with data gathered in all the performed 
optimizations. It can be noticed that, for most 
optimizations, the detection error has a very low value, in 
the order of 1%. The smaller peak of the probability 
distribution, settled around 7%, is indeed caused by the 
simulations executed with a high damage level, which 
causes the behavior of the two models to diverge slightly. 
However, this case is not of practical interest for 
prognostic applications (in fact, such a high damage 
results in a jammed actuator response and therefore lies 
in the field of diagnostics), but rather is considered to 
assess the limits and the applicability of the MM damage 
implementation. The robustness of the algorithm is also 
shown by the low variance of the detection error, which 
means that most of the error is due to the discrepancies 
between the two models rather than to the non-
deterministic nature of the GA. 

 

 
 

Fig. 6. Probability distribution of the detection error 
 

The performed tests have showed that among the 
considered failure modes there are no compensating 
faults, i.e. faults with an opposite effect on the measured 
variables, which would lead to the risk of false alarms or, 
which is worse, missed detections. However, the 
independence of each failure mode shall be investigated 
as, in future works, other faults are implemented in the 
models to better represent the behavior of the actual 
physical EMA, and the prognostic technique will need to 
be adapted accordingly, for example by monitoring 
multiple variables for decoupling some failure modes. 

TABLE II 
RESULTS OF THE PROPOSED FDI METHOD 
IN CASE OF MULTIPLE FAULT ISOLATION 

Multiple Faults 
Level Test Case (k) Average 

error Variance 

Low [0.1 0 0 0 0 0 0.5 0.5] 1.16% 5.86e-5 
Medium [0 0.1 0 0 0 0 0.5 0.5] 0.61% 6.35e-5 

High [0 0 0.1 0 0 0 0.5 0.5] 0.88% 3.16e-5 
Medium + Noise [0 0 0 0 0 0.1 0.5 0.5] 1.39% 7.98e-4 

V. Conclusion and Future Work 
The study has shown that the use of model based 

optimizations employing Genetic Algorithms for the 
prognostic fault detection and identification of 
Electromechanical Actuators is an effective way to 
estimate the system health status. These methods 
combine a great robustness (compared to more traditional 
optimizations, e.g. gradient-based optimization 
techniques) with acceptable computing time, especially 
when the search space has a high dimensionality and 
therefore the function evaluations will necessarily be 
very sparse. The on-field use of an algorithm able to 
detect most common faults in their early stages would 
allow the actuation of a more effective maintenance 
program, since each component could be replaced only 
as needed and almost every corrective intervention could 
be scheduled in advance. This would yield both a cost 
reduction, as functional components would not be 
replaced for having exceeded their design life, and a 
safety improvement, since faults due to manufacturing 
flaws which otherwise would cause a premature failure 
would be isolated as they start to affect the system 
response and corrected in time. 

EMA systems are particularly suitable for the 
implementation of these tools because most variables are 
already in the form of digital signals and do not need the 
introduction of dedicated sensors other than those already 
present and necessary for the functioning of the control 
system. Future developments of these prognostic 
techniques will be aimed to the introduction of 
prognostics as an integral part of the maintenance 
procedures. A greater number of faults will be considered 
and modeled. In particular, failure modes of the sensors 
and control electronics will be introduced with higher 
detail, along with the demagnetization of rotor permanent 
magnets.  

Additionally, the computing performances will be 
improved by further simplifying the Monitor Model, or 
turning it into a non-physical surrogate model able to be 
computed in a much shorter time, while keeping an 
acceptable accuracy in reproducing the behavior of the 
RM. The algorithm will be assessed with different test 
commands and load profiles in order to allow in-flight 
FDI. 
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