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Summary

In this dissertation I present the building of a new optical lattice clock with Sr
atoms at Time and Frequency division of Istituto Nazionale di Ricerca Metrologica
(INRIM) at Turin. This work was possible thanks to the joint collaboration between
the BEC-center of Università di Trento (UNITN) and the INRIM. The goal of
the project is to investigate and implement new experimental techniques that may
enhance the metrological performances of the current state-of-the-art optical lattice
clocks. Using the know-how offered by experiment with cold atoms, a compact and
efficient new atomic source is designed complying with metrological requirements.
The atomic source employs a novel design based on two dimensional magnetic
optical trap (2D-MOT) where it is transversally loaded from a thermal beam of
Sr atoms. Atoms trapped in the 2D-MOT region are then moved toward the final
MOT by means of a push optical beam. This double loading stage of the MOT offers
some metrological advantages like a complete optical control of the cold atomic flux
generated from the atomic source, a suppression of hot-background collisions among
atoms in final MOT and atoms in thermal beams, and a reduction of black body
radiation shift of the oven. During this thesis, a new trapping scheme based on two
frequencies 2D-MOT is introduced. This method is used in order to enhance the
performance of the atomic flux production of the atomic source. Atomic source and
the sideband enhanced 2D-MOT performances were experimental characterized and
quantitatively compared with a fully 3D atomic trajectories simulation based on
Monte Carlo approach. Finally, the development and the characterization of new
lasers sources that address second stage MOT, repumping and clock transitions
are presented and their related lasers stabilization techniques are also discussed.
During my PhD I spent the first two years at UNITN where I developed preliminary
numeric simulations about atomic source performances and I assembled the main
components of the experimental apparatus. During the time at UNITN, I had also
the opportunity to be involved in the building of a similar apparatus for production
of a Bose Einstein condensate. Once it was finally possible to obtained a stable
first stage MOT, the entire apparatus was moved from UNITN to INRIM where
final characterizations were performed. At INRIM we are now assembling the laser
stabilization system for the second MOT stage.
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Chapter 1

Introduction

If we think about the dynamics of a modern society, we will realize that ac-
curate measures of time play a fundamental and almost unavoidable role in many
aspects of social, civil, defence and scientific sectors of a society. The clock is the
instrument created by humans civilization that allows to quantify and measure the
time interval between two events. From a theoretical perspective, a clock is made
by two components: a periodic phenomenon with a well defined frequency that
generates an oscillating signal, and a system that counts the cycles of this peri-
odic phenomenon generating regulars time intervals. Atomic clocks are nowadays
the most precise timekeeping instruments ever created. In these clocks, a laser
stabilized to a specific atomic resonance is used as periodic phenomena and with
dedicated electronic reading system it is possible to count the laser frequency and
convert it into a time intervals.

As international common agreement [1, 2], 1 second , the unit of time, is now
defined as the duration of 9 192 631 770 periods of the radiation corresponding to
the transition between the two hyperfine levels of the unperturbed ground state of
the 133Cs atom. This number was chosen in order to remain consistent with the
previous definitions of the second where 1 second was defined as 1/86 400 th part of
the solar day until the 1956 and where 1 second was defined as 1/31 556 925.9747 th
of the tropical year from 1956 to 1967.

1.1 Atomic clocks
The atom has the main role in the definition of the second. Such important role

is given by quantum mechanics laws that impose to atoms or molecules to have only
discrete values of energy among its internal states. The transition between two dif-
ferent states with different energies, Eg and Ee, is observed by the absorption or
emission of electromagnetic waves with precise frequency of νeg = |Ee−Eg|/h where
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1 – Introduction

h is the Plank’s constant. The frequency νeg can be measured and, once corrected
for external perturbation, this value is only defined by quantum mechanics laws.
An atomic clock is realized by matching an external oscillator ν to the atomic fre-
quency νeg. The transition νeg is also called clock transition. Once the external
oscillator ν is referred to the clock transition, ν is called frequency standard.

In order to know how precise a frequency standard is, its related uncertainty
has to be quantified. In the field of time and frequency metrology, the frequency
uncertainty is estimated in term of fractional frequency δν/νeg, where δν is the fre-
quency mismatch between ν and clock transition νeg. The uncertainty contribution
of a measure is dived in two types [3]: statistical errors (type A) and systematics
errors (type B). In our case, the systematic error is estimated considering how our
knowledge of frequency deviates from the unperturbed value νeg by means of ex-
ternal factors. This frequency discrepancy is also called accuracy of the frequency
standard. Statistical errors of frequency measurements are usually quantified by
means of the Allan deviation σy(τ) estimator [4, 5]. The parameter y is defined as
y = (ν − ν0)/νeg, where ν0 is the frequency of the atomic transition which can be
shifted from νeg because of systematics effects. Allan deviation is a two sampled
deviation of the fractional frequencies y as a function of the averaging time τ . The
quantity σy(τ) is also called instability of the frequency standard.

Fundamental limit of the instability of an atomic clock is given by quantum
projection noise (QPN) [6]. The QPN is a noise arising during the estimation of
the number of atoms in a defined quantum state during the measurement process.
During the atomic clock operation, the atomic sample is prepared in its ground
state |g⟩. After the clock excitation and depending on the frequency of the clock
radiation, the atom can be written as linear superposition |Ψ⟩ = ce |e⟩+cg |g⟩ where
the |ce|2 and |cg|2 are the associated probabilities to find the atom in the state |e⟩
or in the state |g⟩. Such values satisfy the relation |ce|2 + |cg|2 = 1. Due to the
measure process of quantum states, the detection of the atom in the state |e⟩ is
described by the projection operator Πe = |e⟩⟨e| which it will collapse the wave
function |Ψ⟩ the state |e⟩. The mean value and the variance of the measurement
process is estimated as ⟨Πe⟩ = |ce|2 and ⟨∆Πe⟩2 = |ce|2(1−|ce|2). The fact that for a
single measure of atomic state we have an associated variance is the physical origin
of the quantum projection noise. Having an ensemble of N independent atoms we
obtain a ⟨Πe⟩ = N |ce|2 and ⟨∆Πe⟩2 = N |ce|2(1−|ce|2). From these observations we
conclude that the signal to noise ratio of the measurement process scales as ∼

√
N

and the fundamental limit of the instability generated by the QPN is estimated as:

σy(τ) ≃ 1
Q

η

(S/N)
√

τ
(1.1)

where the ratio Q = νeg/∆ν is also called quality factor of the resonance νeg and ∆ν

2



1.1 – Atomic clocks

is the linewidth associated to νeg, the value τ is the measure averaging time, η is a
factor close to 1 and it describes the spectroscopic method adopted for the atomic
interrogation and S/N is the signal to noise ratio which depends on the number
of interrogated atoms N as S/N ∼

√
N for the case of QPN. The linewidth of

the transition scales as ∆ν ∼ 1/T , where T is the interaction time between radi-
ation and atoms. The ultimate value of the quality factor Q is given considering
the natural linewidth of the atom in the excited state. According to the formula
expressed in Eq.1.1, increasing the quality factor Q, the number of atom interro-
gated N and the interrogation time T will reduce the instability of the atomic clock.

History of atomic clocks

The idea of using the light-matter interaction to realize frequency reference
came from molecular spectroscopy experiments in the microwave domain. At the
beginning, in these type of experiments the atoms were excited by microwave signal
inside a cavity where a magnetic field was applied. The first experimental evidence
was observed by single and broad absorption signal in the microwave regime for the
NH3 molecules [7]. The Doppler shift of the molecular beam and the limited inter-
action time between the atoms and the microwave signal inside the cavity were the
major limitations for the experimental linewidth reduction. These limitations were
solved after the introduction of a new interrogation method proposed by Norman
Ramsey in 1950 [8]. This interrogation protocol consists into a controlled interac-
tions between molecular beam with a double oscillating fields spatial separated in
two different microwave cavities. The spatial separation of the interrogations re-
gions with the molecular beam induce a dark time TR of the atom between the two
microwaves interactions; tuning opportunely the microwave fields it is possible to
reduce the experimental linewidth of ∆ν ∼ 1/TR [9]. Using this new interrogation
method it was successfully realize a first clock of NH3 molecular beam [10] and then
it was realized a more stable clock based on Cs atom in 1955 by Essen and Parry [11].

Further technological advancement of the atomic clock design was related to
the discover of laser cooling techniques by Chu, Cohen-Tannoudji and Phillips in
the 1990s [12]. For this contribution to the science the three authors were awarded
of the Nobel Prize in Physics in 1997. With this cooling method a thermal atomic
beam can be slowed down at few cm/s with a temperature of the order of few µK
suppressing Doppler effects. In a Ramsey interrogation, a slower atomic beam will
also increase the interaction time between atom cavity increasing the dark time be-
tween two cavities. In order to avoid complications deriving from the deflection of
the atomic beam by gravity and the use of two different microwave cavities, vertical
systems were proposed instead of the usual horizontal approach. These systems,

3



1 – Introduction

called atomic fountain clocks, were first suggested by Zacharias in 1953 and exper-
imentally demonstrated only in 1989 with Na atoms employing the laser cooling
techniques [13]. In the atomic fountain system, an ensemble of atoms are cooled by
means of optical molasses and launched vertically. During their free fly, by grav-
ity atoms pass trough a single microwave twice where the Ramsey scheme is applied.

Nowadays, the atomic fountains are spread in many metrological institutes and
used as a primary frequency standards. It is also demonstrated that the atomic
fountains reached the instability limit of the QPN [14]. The latest versions of
atomic fountains reached accuracies of few 1 × 10−16 and instabilities of the order
of σy(τ) ≃ 2 − 5 × 10−14/

√
τ/s [15–18].

1.2 Optical atomic clocks
As introduced in the Eq.1.1, lower instability can be achieved choosing a specific

transition with larger quality factor Q compare to the microwave transition. For
a given transition linewidth ∆ν, the optical transition (νeg ∼ 1014 Hz) instead of
microwave transition (νeg ∼ 1010 Hz) has a larger quality factor. Moreover, because
of the presence of slightly admitted transitions, some atoms possess optical narrow
transitions which are considered as a good candidates to be clock transitions with
high Q. Nowadays, the most widespread optical frequency standards are based on
trapped single ions and trapped neutral atoms [19]. Common feature of these two
groups is the possibility to trap the single ion, or the neutral atoms, in a tight
potential able to decouple the external and internal degree of freedom of the atom.
In this way the Doppler and recoil shift are suppressed and it is possible to perform
precise clock spectroscopy of motional frozen atoms.

Another important point is the experimental capability to count the optical
transition oscillations. Before the introduction of the frequency comb, the mi-
crowave oscillations were easily counted with apposite electronic but it was difficult
to measure the frequency of optical radiation. At that time, the optical frequency
measurement was possible only by means of complicated frequency chain systems
able to fill the gap between the optical domain and the microwave domain [20].
The introduction of the frequency comb opened the possibility to directly link the
optical radiation with microwave domain [21, 22]. Thanks to this technological
improvement in the laser precision spectroscopy, John Hall and Theodor Hänsch
were awarded in Nobel Prize in Physics in 2005.

4



1.2 – Optical atomic clocks

The frequency comb down-converts our optical frequency standard in the ra-
diofrequency domain. The optical frequency comb spectrum is described by fre-
quency components distributed according to the following relation:

νn = fCEO + nfrep (1.2)

where νn is the optical frequency of the n-tooth comb line, n is an integer number,
frep is the frequency separation between the comb teeth which is also the repeti-
tion frequency of the mode-lock laser, and fCEO is the carrier-envelope offset [23].
Both frequencies, frep and fCEO, are in the radiofrequency domain and performing
the beatnote between the optical frequency νeg and comb’s tooth νn, the generated
beatnote fbeat can be counted by means of a frequency-counter.

The working principle of optical atomic clock is reported in the Fig.1.1. As
explained for atomic clock, a clock laser frequency ν is stabilized to the absorption
profile of the clock transition νeg. The clock laser frequency is converted in the
radiofrequency domain by beating it with the closest frequency comb tooth. The
radiofrequency beating is then measured with dead-time-free electronics counters
[24]. Before the atomic interrogation, the linewidth of the clock laser frequency is
usually reduced by locking it to high ultrastable Faby-Perot cavity made by low
expansion material [25].

counter

optical frequency standard

eEe

Eg g

clock laser

optical frequency comb

microwave

domain

atomic frequency discriminator

eg

eg

f

Figure 1.1: Structure of optical atomic clock

In the case of single ion clocks, the ion is trapped by mean of both static oscil-
lating electric fields and laser radiation [26, 27]. Ion clocks are realized in different
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1 – Introduction

institutes with different atomic species like Yb+ [28, 29] , Sr+ [30], Al+ [31, 32],
Hg+ [33], Ca+ [34] , In+ [35]. The best reported fractional accuracies of these type
of clocks is 9.5×10−19 with an instability of σy(τ) = 1.2×10−15/

√
τ/s [32]. For the

development and the precision reached by the single ion clock, in 1989 Wolfgang
Paul and Hans Dehmelt were awarded of the Nobel Prize in Physics for the develop-
ment of ion traps and in 2012 and David Wineland and Serge Haroche introducing
experimental methods that enable measuring and manipulation of individual quan-
tum systems.

In the optical clock with neutral atoms, the trapping exploits optical lattice in
order to suppress the motional effects. This configuration freezes the atomic motion
along the optical lattice direction. As first suggested by Katori in 2003 [36], the
perturbations on the clock transition due to the high intensity laser fields can be
removed by appropriately choosing the wavelength of the optical lattice. Consid-
ering the internal structure of atoms and the wavelength of the optical lattice, it
is possible to remove to the first order, the non-uniform perturbation induced by
the optical lattice to the energy levels of the clock transition. Optical lattice clocks
are realized in different metrology institutes with different atomic species like Sr
[37–42], Yb [43–48], Hg [49, 50] and other possible candidates as Mg [51] and Cd
[52]. The best reported fractional accuracies of these type of clocks are ∼ 10−18

with an instability of σy(τ) ∼ 4 × 10−17/
√

τ/s [48, 53, 54].

Fig.1.2 compares the fractional uncertainty advancement of different atomic
clocks and optical atomic clocks. It it possible to appreciated how the optical
frequency standard trend has surpassed the microwave frequency standard in terms
of fractional uncertainty. Scientific applications of these ultra-precise instruments
are many. One possibility is to study the deviation from the geoid level by making
remote clocks comparison exploiting recent advancement in fiber link technology
[55–57]. Others fundamental applications that exploit the precision of the optical
atomic clock are testing of the Lorentz symmetry [58], probing possible Higgs-like
forces between different atomic isotopes [59], dark matter detection [60], and testing
theories beyond the Standard Model by measuring the variation of the fundamental
constant as a function of the time [61].

Toward a quantum enhanced optical lattice clock

This thesis is only the first step of a long term goal project where the final goal
is to understand the quantum frontier of the time measurements exploiting state-
of-the-art optical lattice clocks and systems where atoms are strongly coupled with
electromagnetic radiation by means of a mechanical cavity [62]. The strong inter-
action between atoms and photons is described by cavity quantum electrodynamics
theory (CQED) [63]
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1950 1960 1970 1980 1990 2000 2010 2020
years

10 18

10 17

10 16

10 15

10 14

10 13

10 12

10 11

10 10

fra
ct

io
na

l u
nc

er
ta

in
ty

caesium (microwave)
neutral atoms (optical)
single ion (optical)

Figure 1.2: Comparison of fractional uncertainty of the atomic clocks and optical atomic
clocks. Advancement during the years

The astonishing performances reached by recent optical lattice clocks are mainly
limited by few factors. One limit is imposed by the clock laser noise induced by the
ultrastable cavity. The recent progresses underline the fact that we are reaching
the fundamental limits imposed by the Brownian motion of the cavity material.
Thermal noise of this system can be reduced by employing cryogenic cavity [64].
Another possibility to reduce the clock laser noise generated by the ultratable cav-
ity is to change completely the perspective of clock as a passive system and use
superradiance effect [65, 66] where the clock laser radiation is generated actively.
With strong coupling between atoms and electromagnetic radiation, it is possible
to exploit cavity-induced long range coherence among the atomic dipoles which
subsequently radiate coherently in the superradiant regime. Above a power thresh-
old and in the bad cavity regime, where the cavity linewidth is larger than the
clock laser linewidth, it is possible to generate a stable ultra-narrow clock radiation
insensitive to the cavity length fluctuations [67, 68]. From the metrological point
of view, this ultra-narrow laser is only limited by the clock transition linewidth and
can be used as active optical frequency standard. Such active system will offer the
possibility to supress the Dick-effect which is the frequency noise induced by the
finite interrogation time of atoms by clock laser [69].
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1 – Introduction

Another limit is given by the QPN where the scaling factor between the clock
instability and the number of interrogated atom is σy ∼ 1/

√
N . A possibility to

reduce the QPN is to use squeezed states [70]. The ultimate instability limit of
the optical clock is related to the Heisemberg limits which scales as σy ∼ 1/N [71,
72]. Squeezed states in a CQED system can be generated through quantum non
demolition measurement (QND) of the collective atomic state. One of the possible
QND protocol can be achieved by probing the atoms trapped in the lattice with
far-detuned laser beam [73]. One of the objective of the project at INRIM is to
understand if the squeezing has beneficial effects in the field of the time and fre-
quency metrology

1.3 Thesis overview
The work presented in this dissertation reports the development of a new optical

lattice clock with Sr atoms. This work is a collaboration between the BEC center
of Università di Trento (UNITN) and the Time and Frequency division of the Is-
tituto Nazionale di Ricerca Metrologica (INRIM) in Turin. Once the Sr clock will
operate, the INRIM will have a set of optical lattice clocks composed by an already
operating clock with neutral Yb atoms and a clock with Cd atoms, which is under
construction, opening the possibility of novel metrological and physical investiga-
tions. At the moment, we have characterized the atomic source of the Sr apparatus
and we successfully load the atoms into the final blue MOT. We also study the
feasibility and reliability of a novel cooling method that enhance the atomic flux
provided by the atomic source preserving the compactness and robustness criteria
of the apparatus. We also build the red laser source used for the rempumping
transition, second cooling stage and clock laser spectroscopy. Nowadays, we are
working to achieve the red MOT cooling stage of the system.

I spent the first two years of my PhD at UNITN where the main experimental
components of the Sr atomic source were assembled. During the period at UNITN
I also had the opportunity to follow and contribute to the development of a new ex-
perimental apparatus for the production of the Bose-Einstein-Condensate with Na
atoms [74, 75]. Both systems share same atomic source design and same hardware
and software for the electronic experimental control. Once the system was able to
produce the first stable magneto optical trapping of Sr atoms, the apparatus was
moved to INRIM. In Turin I performed the final characterization of the atomic
source and I studied a new method to enhance the performances of the Sr atomic
source.

8



1.3 – Thesis overview

The thesis is organized as follow:

• Chapter 2 introduces the basic concepts of laser cooling and dipole trapping.
In this chapter it is also reported the main spectroscopic properties of the Sr
atom and the suitable transitions used for the optical lattice clock operation.

• Chapter 3 reports the main features of the experimental apparatus under-
lining the metrological advantages offered by the novel atomic source design.
The main experimental elements for the production of first MOT stage are
presented. At the end of the chapter, the characterization of new lasers
sources for the second stage MOT, repumping and clock transitions are re-
ported and the related lasers stabilization techniques are also discussed.

• Chapter 4 describes the full 3D atomic trajectories simulation used to predict
the best experimental trapping configuration for Sr atoms.

• Chapter 5 reports the experimental characterization of the atomic source and
the comparison with respect to numerical simulation. We also present the
performances of the new scheme proposed for enhancing the atomic flux of
the atomic source.

9
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Chapter 2

Atom manipulation

After introducing the general theory of atom-light interaction [63], we expose
the laser cooling theory for neutral atoms. The idea to slow down and cool atoms
by means of laser radiation was first proposed on 1975 independently by Hänsch
and Schawlow for neutral atoms [76], and by Wineland and Dehmelt for ions [77].
We also introduce the magneto optical trapping technique used to spatially confine
and trap neutral atoms. This technique was proposed by Jean Dalibard [78] and
experimental demonstrated by Raab et. al [79]. In the second part of the chapter,
we discuss about the neutral atom trapping by means of the optical potential and
we highlight the main trapping features of an optical lattice clock. In the last part
of the chapter, the Sr proprieties and its relevant transitions for the laser cooling
are presented.

2.1 Atom-light interaction
The atom is approximated as a point-like object with an internal structure given

by two-level system, |g⟩ and |e⟩. We consider the energy separation between the
exited state and the ground state E = ~ωeg and Γ as the rate of the spontaneous
emission. The atom interacts with a monochromatic laser beam with frequency
ωL = 2πc/λL and a defined wave-vector kL = c/ωLk̂, where the unitary vector
k̂ express the laser prorogation direction. The Optical-Bloch-Equation (OBE) is
adopted in order to describe the internal dynamics of two-level system [12, 80, 81].

In the OBE approach, the laser field is approximated as a classical external
field. Considering the plane-wave approximation, the electric field is written as:

E(r, t) = eE0(r) cos(ωLt − kL · r) (2.1)

where e is the wave polarization. The Hamiltonian of the two-level system coupled
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2 – Atom manipulation

with external radiation is described as:

H = ~ωeg |e⟩⟨e| + U(r, t) (2.2)

where U is the atom-light coupling described as:

U(r, t) = −d · E (2.3)

where d = deg (|e⟩⟨g| + |g⟩⟨e|) is the atomic dipole operator, deg = ⟨e|d|g⟩ is the
dipole matrix element and E(r) is the electromagnetic field described by Eq.2.1.
Atom-light coupling is expressed with the Rabi frequency defined as Ω = −d · E/~.
Defining the rising operator σ+ = |e⟩⟨g| and the lowering operator σ− = |g⟩⟨e|, the
dipole moment can be rewritten as d = deg (σ+ + σ−). The equation of motion of
the atomic density matrix is regulated by the Master equation [63, 82]:

dρ

dt
= − i

~
[H, ρ] +

(
dρ

dt

)
sp

(2.4)

where the damping term takes into account the spontaneous emission process. The
corresponding rate of density the matrix element can be written as:(

dρee

dt

)
sp

= −Γρee

(
dρeg

dt

)
sp

= −Γ
2 ρeg

(
dρgg

dt

)
sp

= Γρee (2.5)

The interpretation of these equations are the following. The first equation describes
the decay of the population of excited state |e⟩ with a rate Γ, the second equation
describes the damping of the coherence between the state |e⟩ and |g⟩ with a rate
Γ/2 and the third one describes the increment of the ground state population |g⟩
due to the spontaneous emission with a rate Γ. In Eq.2.4 the commutator describes
the evolution of the density matrix as a function of system Hamiltonian H of the
system while the last term expressed in the Eq.2.5 describes a damping term on
density matrix evolution.

In order to derive an explicit expression for the mean force acting on the atom,
we introduce three important approximations:

• assuming a close resonance condition ωL ∼ ωeg of the electric field described
with the Eq.2.1, the evolution of the density matrix ρ is regulated by a slow
dynamic, with a factor of ei(ωL−ωeg)t, and by a fast dynamics, with a factor of
ei(ωL+ωeg)t. If the faster contribution is averaged, we are using the so called
rotating wave approximation (RWA) With the RWA, Eq.2.4 can be solved
analytically.

• we consider the evolution of the internal atomic degree of freedom, such as
the dipole moment, faster compare to the external one, such as the atom

12



2.1 – Atom-light interaction

position and velocity. As a consequence, for a time scale of t ≫ Γ−1, the
variation of the slow external variables are neglected in the resolution of the
Eq.2.4. In this framework, we can solve the equation Eq.2.4 in its stationary
case (dρ

dt
= 0) and considering only the stationary case for the internal atomic

variables, ρst and dst
eg.

• In all the treatment above, we are approximating the atom as a point-like
object. Considering a diluted gas of atoms at temperature T and mean dis-
tance a, the point-like approximation is legitimated if the laser wavelength
λL is larger compare to the thermal de Broglie wavelength defined as:

λdB =
√

2π~2

mkBT
(2.6)

Under this approximation, the spatial distribution of the atom wavepacket is
small compare to λL. At temperature close to the absolute zero where λdB ∼
a, atoms are no more simple point-like object and their spatial wavefunctions
size become important [83].

Under these approximation, the mean mechanical force induced by the electromag-
netic radiation on the atom can be written as [81, 82]

F = −Tr(ρst∇U) = Fdiss + Freact (2.7)

where the dissipative force component is

Fdiss = ~kL
Γ
2

s

1 + s + 4(∆/Γ)2 (2.8)

and the reactive force component is

Freac = −~∆
2

∇s

1 + s + 4(∆/Γ)2 (2.9)

In both Eq.2.8 and Eq.2.9 we introduce two experimental relevant quantities: the
laser detuning, ∆ = ωL − ωeg and the saturation parameter s = I/I0 where I is
the intensity of the electric field and I0 is the saturation intensity of the two level
system. The saturation parameter s and the Rabi frequency Ω are related by the
following relation [80]:

Ω2 = s
Γ2

2 = I
3

4π2
λ3

egΓ
~c

I0 = 2π2

3
~cΓ
λ3

eg

(2.10)

where c is the light speed and λeg = 2πc/ωeg is the transition wavelength.
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2 – Atom manipulation

2.2 The radiation pressure
Close to laser resonance condition ∆/Γ ≪ 1, the dissipative force contribu-

tion expressed with Eq.2.8 is dominant compared to the reactive force of Eq.2.9.
Considering cycles of absorption-spontaneous emission events during a time scale
∆t ≫ Γ−1, the average momentum transferred to the atoms can be written as:

⟨∆p⟩ = ⟨∆pabs⟩ + ⟨∆psp.e⟩ (2.11)

where ⟨∆pabs⟩ is the average momentum transferred to the atoms by absorption
processes and ⟨∆psp.e⟩ is the average momentum transferred to the atoms by sponta-
neous emission processes. In single absorption process the atom change momentum
in the direction of absorbed photon. In the single spontaneous emission event the
atom change momentum in the direction of the emitted photon which is random.
If we consider cycles of Nabs absorbed photons, the Eq.2.11 can be written as:

⟨∆p⟩ = ⟨∆pabs⟩ = ⟨Nabs⟩ ~kL (2.12)

where the average momentum of spontaneous emission processes is null. Using a
semi-classical interpretation of the atom-light interaction, Eq.2.12 can be written
as [84]:

F = d ⟨∆p⟩
dt

= ~k
d
dt

⟨Nabs⟩ = ~kLR (2.13)

where R is the rate scattering events. Equating the Eq.2.8 with the Eq.2.13, the
scattering rate R can be estimated as:

R = Γ
2

s

1 + s + 4(∆/Γ)2 (2.14)

where s is the saturation parameter and ∆ is the laser beam detuning defined as
∆ = ωL −ωeg. This parameter estimates the rate of photon absorbed (or scattered)
by means of atom-light coupling.

As a function of laser frequency ωL, the dissipative force described with Eq.2.8
has a Lorentzian shape centered at ωL = ωeg (∆ = 0) with a full width half
maximum of ∆ω = Γ

√
1 + s. The parameter ∆ω describes the atomic resonance

broadening considering the atom-light coupling. We analyse two important limits:

• In the high intensity limit, s ≫ ∆/Γ, the force converges at its maximum
value of Fmax = Γ

2~kL. In the same limit the broadening of the resonance
increases as ∆ω ≃ Γ

√
s.

• In the limit of low intensity, s ≪ ∆/Γ, the force in proportional to the laser
intensity s and the transition broadening converges to its minimum value
∆ω = Γ.
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2.3 – Optical molasses

Up to this point we did not consider the velocity v of the atom. Because of
Doppler effect the laser frequency perceived by the atom, moving at velocity v, is
ωL − kL · v. If kL and v have opposite direction (same direction), the resonance
condition is fulfilled at ωL < ωeg (ωL > ωeg). In this framework, the total force
acting on the atom can be written as

F = ~kL
Γ
2

s

1 + s + 4(∆ − kL · v)2/Γ2 (2.15)

The force expressed in Eq.2.15 has a Lorentzian shape with the center of the res-
onance at ∆ = −kL · v as shown in the Fig.2.1(a). Eq.2.15 can be also Taylor-
expanded for small velocity and for low saturation regime s ≪ 1 as:

F(v) ≃ F(0) − 1
2βv β = 8~k2

Ls
−∆/Γ

(1 + 4∆2/Γ2)2 (2.16)

At small velocity, the radiation pressure is described as a pure friction force pro-
portional to v and a constant term F(0) given by radiation pressure. The radia-
tion pressure of Eq.2.16 can be exploited to decelerate an atom using a counter-
propagating light beam respect to the atom’s velocity.

2.3 Optical molasses
Exploiting the Eq.2.16, it is possible to use two counter propagating beams with

same detuning and same saturation intensity in order to generate a configuration
where atoms are cooled and viscously confined. Assuming that the two forces act
independently on the atom, the total average force is given by the sum of the two
optical forces contributions. This assumption is valid for small value of saturation
parameter s ≪ 1 [85]. Adding a counter-propagating beam, the force of Eq.2.16
becomes a pure friction force:

F = F−(∆−) + F−(∆+) (2.17)

= ~kL
Γ
2

[
s

1 + s + 4∆2
−/Γ2 − s

1 + s + 4∆2
+/Γ2

]
(2.18)

≃ −βv (2.19)

where the detunings perceived by the atoms is:

∆± = ∆ ± kL · v (2.20)

With this laser beam configuration, the constant terms of radiations pressure con-
tributions cancel out. A simple 1D situation is depicted in the Fig.2.1(b). Let’s
consider an atom with velocity near to v ∼ 0. At ∆ > 0 (β > 0), the Eq.2.19 de-
scribes an atomic acceleration which is is not useful for cooling process. At ∆ < 0
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2 – Atom manipulation

(β < 0), the Eq.2.19 describes a deceleration given by a friction force. This force
configuration is also called the molasses force and it is used for cooling an ensamble
of atoms. The maximum damping coefficient β is obtained at ∆/Γ = −1/2

√
3.

(a) (b)
F(v)F(v)-

-Δ

Δ
-Δ

Δ

Figure 2.1: Atom-light interaction. (a) Single beam interaction with atom. The force
has a finite component when the atomic velocity is zero. (b) Optical molasses. Two
counter-propagating beam interact with an atom. The force is linear with the velocity
and no constant component is present

2.3.1 Doppler limit temperature
Considering this one-dimensional problem, we can estimate the temperature in

the optical molasses. In the optimal molasses we have two competing processes: a
cooling process, induced by the pure friction force, and a heating process, induced
by the fluctuation of the dissipative force. The temperature of the atomic gas is
computed considering the stationary condition between these two opposite effects.
The cooling mechanism is simply obtained considering the reduction of the kinetic
energy of the atom via the Eq.2.19:

dEk

dt

⏐⏐⏐⏐⏐
cooling

= F · v = −βv2 (2.21)

The heating mechanism is computed considering the fluctuation of the absorbed
photons and the fluctuation of the atomic momentum removed by the photon during
the spontaneous emission process. Taking into account these effects, the diffusion
constant D is computed as [86, 87]:

D = ~2k2
LR (2.22)
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2.3 – Optical molasses

where R is the scattering rate. In one dimensional case, the variation of the mean
square momentum of the atom grows according to [85, 86]:

dp2

dt
= 2D (2.23)

the factor 2 takes into account both the absorption and the spontaneous emission
process. The growth of the atomic kinetic energy due to the heating process can
be written as:

dEk

dt

⏐⏐⏐⏐⏐
heating

= 1
2m

dp2

dt
= 2D

m
(2.24)

At equilibrium, the heating and the cooling rate are equal. The thermalization
condition is expressed with the following equation:

dEk

dt

⏐⏐⏐⏐⏐
cooling

+ dEk

dt

⏐⏐⏐⏐⏐
heating

= 0 (2.25)

This condition imposes the value of the mean square velocity ⟨v⟩2. In the low
saturation regime s ≪ 1 and using the expressions given by Eq.2.21,Eq.2.24 and
Eq.2.16 we can write: ⟨

v2
⟩

= 2D
mβ

(2.26)

Using the virial theorem we finally obtain:

kBT = D
β

= ~Γ
8

1 + 4∆2/Γ2

|∆|/Γ (2.27)

at ∆ = −Γ/2 the temperature T reaches the minimum value of:

kBTD = ~Γ
2 (2.28)

This temperature TD is also called Doppler-limit temperature. The Eq.2.28 says
that the the minimum kinetic energy of the atom is given by the energy linewidth
of the cooling transition |g⟩ − − |e⟩. In this section, the Doppler limit temperature
was computed using the semi-classical approach. A complete quantum treatment
of one-dimensional laser cooling of free atom using the transition J = 0 and J = 1
can be found in [88, 89].

The temperature expressed in the Eq.2.28 is not the lowest temperature achiev-
able in a optical molasses. Sub-Doppler temperature regime can be reached with
alkali atoms. In the case of alkali atoms, which have several Zemman sublevels in
the ground state, they can be cooled in a optical molasses with even lower tempera-
tures. Atoms can be cooled for instance by means of polarization gradient induced
by the optical molasses and the Zemman sublevels. This kind of laser cooling is
called Sisyphus cooling [90–92] and brings the temperature of the system close to
the recoil temperature TR = ~2k2

L/2mkB.
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2 – Atom manipulation

2.3.2 Generalization at higher dimension
In this section I discuss the case of 3D or 2D optical molasses. In this configura-

tion, the friction force acts in all directions of the space. If we consider the presence
of N counter-propagating beams (N = 2,3), the total saturation parameter 2Ns
perceived from atoms starts to become non negligible. A possible way to include
the saturation effects 2Ns induced by multiple beams is to add it by hand in the
denominator of the friction force of Eq.2.16. With these considerations, the friction
coefficient β can be rewritten as:

β = 8~k2
Ls

−∆/Γ
(1 + 2Ns + 4∆2/Γ2)2 (2.29)

It is possible observe that the friction coefficient β of Eq.2.29 has an extra factor
2Ns in the denominator compare to unidimensional case of Eq.2.19. This is a
good approximation until the total saturation intensity perceived by the atom is
2Ns ∼ 1 [85]. With this reformulation of the β coefficient, the scattering rate R
can be rewritten as

R = Γ
2

2Ns

1 + 2Ns + 4(∆/Γ)2 (2.30)

Repeating the calculation for the minimum Doppler temperature expressed in
Sec.2.3.1 and considering the role of the dimensionality N in the diffusion coef-
ficient D and also in the virial theorem, we obtain:

kBTD = ~Γ
8

1 + 2Ns + 4(∆/Γ)2

|∆|/Γ (2.31)

2.4 Magneto Optical Trapping
The viscous force exerted by the optical molasses is space invariant. This means

that atoms are slowed down but it is not possible to trap them in a well defined
region of space. To trap an atom by radiation pressure, we have to generate a
force that depends on the atom spatial position. This can be accomplished with
the Zeeman effect that combines the viscous force of the red-detuned, circular
polarized and counter propagating laser beams and magnetic field gradient [79].
The configuration used to trap the atom is called magneto optical trap (MOT).
Let’s consider the one dimensional case reported in Fig.2.2. Suppose that our
states |g⟩ , |e⟩ are described with the quantum number J = 0 and J = 1. This
atomic configuration is the typical atomic configuration of the lowest energy levels
of alkaline earth atoms. In the center position z = 0 of Fig.2.2, the magnetic field
is B = 0 and it increases linearly along the z direction. Close to the z = 0, the
magnetic field can be described as B = bz where b is the magnetic field gradient.
The inhomogeneous magnetic field generates a Zeeman splitting in the J = 1
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Figure 2.2: Zeeman sublevels in MOT as a function of the atomic position. The center
of the magnetic field coincides with the zero position.

state of the atoms as a function of atomic position relative to the center of the
magnetic field. This energy splitting, and relative detuning, is calculated according
the following relation:

∆E(z) = gJmJµB|B| =⇒ ωeg(z) = ωeg + ~−1gJmJµB|B| (2.32)

where µB = 9.274 × 10−24 J/T is the Born magneton, gJ is the Landé factor and mJ

is the Zeeman sub-level quantum number. For the selection rules, the σ+ drives only
a transition where ∆MJ = 1, and the σ− drives only a transition where ∆MJ = −1.
An atom with velocity v = 0 and position z > 0 (z < 0) will see a σ−(σ+) beam
closer to the resonance depending on the magnitude of z. The atom perceives a
force that pulls it back to the center of the trap. Summing the contributions from
the two beams and taking into account the splitting induced by the magnetic field
described in Eq.2.32, the MOT force can be written as:

FMOT = F+(∆+) + F−(∆−) (2.33)

where the detunings are:

∆± = ∆ ± kL · v ± 1
~

gJµBb|z| (2.34)

It is possible to demonstrate that for small velocity and small displacement, the
MOT force can be approximate as:

FMOT = −βv − κz κ = gJµBb

~kL

β (2.35)

19



2 – Atom manipulation

The force in the Eq.2.35 describes the dynamics of a damped harmonic oscillator.
This force generates the trapping of the atom in a well defined spatial region. From
a theoretical point of view, the conservative component −κz of the Eq.2.35 does
not induce any cooling or dissipation mechanism. This means that the minimum
temperature achieved by the MOT is defined only by optical molasses parameter
of Eq.2.27.

2.4.1 The capture velocity
Atoms in the MOT are generally loaded from atomic vapour or from ther-

mal atomic beam where their velocities are distributed according the 3D Maxwell-
Boltzmann distribution:

f(v) =
√

2
π

v2

v2
th

exp
(
−v2/2v2

th

)
(2.36)

where vth =
√

kBT/m is the root mean squared velocity of thermal atoms with
mass m at temperature T . Because of the finite dimension of the laser beams,
not all the atomic velocities can be trapped in the MOT. This means that exists a
maximum atom’s velocity captured by the MOT, which is called capture velocity
vcap, and it is also related to the beam dimension w0. A reasonable estimation of the
capture velocity is provided with the following consideration. In the MOT, atom
is decelerated by scattering R photons per second and for each scattering processes
atom is slowed by a recoil velocity vr = ~kL/m. If we want to stop the atom after
a distance w0, the capture velocity can be estimated as [93]:

vcap ≃
√

2w0Rvr (2.37)

It is possible to demonstrate that the MOT loading rate LMOT is strictly related to
the MOT capture velocity with the following relation:

LMOT = nS
∫ vcapt

0
vf(v)dv (2.38)

≃ nSvth

(
vcap

vth

)4
(2.39)

where n is the atomic density of the atomic vapour or thermal beam and S is the
trap surface area. The last passage of the Eq.2.39 is valid until vcap ≪ vth. This
relation is usually fulfilled in many atomic physics experiments where vcap ∼ 40 m/s
and vth is one order of magnitude larger ( In the case of Sr atoms, vth = 160 m/s
at room temperature T = 300 K). Considering the Eq.2.39, the capture velocity is
related with a power law relation to the number of atoms in MOT. Having a tool
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2.4 – Magneto Optical Trapping

that estimates and predicts the capture velocity vcap as a function of the experimen-
tal parameters, such as s, ∆/Γ, b, is important in order to properly design the MOT.

A more precise estimation of the capture velocity considering also a non negli-
gible magnetic field is also provided by [94]. If we want to figure out a correct esti-
mation of the capture velocity, without introducing any approximation of the force
given by Eq.2.33, a numeric approach has to be implemented [95]. In this section
we perform the numeric capture velocity estimation considering the complete MOT
force of Eq.2.33 acting on 88Sr atoms. Numerically simulating atomic trajectories
at different starting velocities, the capture velocity is extrapolated considering the
trajectory with higher starting velocity trapped by the MOT. An example of the
1D trajectories simulations are reported in Fig.2.3 and Fig.2.4. Inputs parameters
and numeric capture velocities estimation are reported in Tab.2.1.

Fig.2.3 Fig.2.4
atomic mass m 88 u 88 u
wavelength λ 461 nm 461 nm
linewidth Γ/2π 30.5 MHz 30.5 MHz
beam waist w0 9 mm 9 mm
saturation parameter s0 0.5 0.5
detuning ∆/Γ -0.5 -2
magnetic gradient b 0.2 T/m 0.4 T/m
estimated capture velocity vcap 60.5 m/s 22.8 m/s
numeric capture velocity vnum

cap 43(1) m/s 72(1) m/s

Table 2.1: Parameters used for the numeric estimation of the capture velocities. The
estimated capture velocity is provided by Eq.2.37

The background color maps of Fig.2.3 and Fig.2.4 are accelerations expressed
by Eq.2.35 at different positions and velocities of the atom and with different ex-
perimental parameters given by Tab.2.1. Each acceleration maps show two defined
regions with opposite accelerations. The separation of these two region is propor-
tional to the detuning ∆/Γ of the optical beam. At larger detuning, the separation
increases. Rotation of the regions are related to the magnetic gradient b of the
MOT, the higher is the gradient, the higher is the rotation induced. In the end, the
broadening of the regions are related to the optical saturation s. In these simula-
tions we also include finite size of the Gaussian intensity relation s(x) = s0e

−2x2/w2
0 ,

where x is the atomic position, w0 is the beam waist and s0 in the saturation pa-
rameter of the single beam. Each white line of the plots is a simulated atomic
trajectory of 88Sr. Trajectories started at x = −0.02 m with different starting ve-
locities spanning from 10 m/s to 110 m/s. Starting velocities are directed toward
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Figure 2.3: Capture velocity with s = 0.5, ∆/Γ = −0.5 and b = 20 G/cm. Close to
the center of the trap, the phase-space trajectories describe an over-damped harmonic
oscillator dynamics
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Figure 2.4: Capture velocity with s = 0.5, ∆/Γ = −2 and b = 40 G/cm Close to the
center of the trap, the phase-space trajectories describe a damped harmonic oscillator
dynamics
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2.4 – Magneto Optical Trapping

the trapping center x = 0. From Fig.2.3 and Fig.2.4 it is possible to appreciated
the velocity range that contributes to the MOT loading process. As shown in the
Tab.2.1, the estimation provided by Eq.2.37 is not accurate at higher magnetic field
gradient compare to the numerical one.

The capture velocity parameter gives a reasonable estimation concerning the
MOT efficiency and it is an important tool in order to get the main feature of the
trapping process during the MOT design. The capture velocity vcap defined in the
Eq.2.37 is atomic parameter and it is a 1D estimation of a complicated volumetric
loading process LMOT where the capture velocity vcap may be dependent to initial
atomic position and velocity [96] and the loading geometry. As will be reported in
Ch.4, a fully 3D atomic trajectory simulation directly estimate the MOT loading
process LMOT instead of vcap.

2.4.2 3D magneto optical trap
Even if we do not discuss the complete 3D theory of the MOT [97, 98], the 1D

model captures the main physical features and the dynamics of the trapping process.
An example of a possible experimental 3D realization of the MOT is reported in the
Fig.2.5. The optical molasses is generated by three counter-propagating beams with
same detuning and saturation intensity. The magnetic field gradient is generated
by a pair of coils in the Anti-Helmholtz configuration where the current circulates in
opposite directions. The magnetic field generated is linear for small displacements
around the center of the trap and can be written as:

B = bx + by − 2bz (2.40)

The gradient of the magnetic field generated by the coils has to fulfil the Maxwell
equation ∇ · B = 0. Taking into account the cylindrical symmetry of the system
around ẑ, the magnetic field components have to fulfil the following relation:

dB

dx
= dB

dy
= −1

2
dB

dz
(2.41)

The knowledge of the magnetic field direction is used to set the right polarization
of each optical beams. As show in the Fig.2.5, in each laser reference of frame,
the beam polarization has to point in the opposite direction of the magnetic field
orientation .

2.4.3 2D magneto optical trap
Another interesting trapping geometry is provided by the 2D magneto optical

trap. As show in the Fig.2.6, the trapping process is spatial limited in a plane
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2 – Atom manipulation

Figure 2.5: Three dimensional MOT representation. Magnetic quadrupole is gener-
ated by a pair of coils in Anti-Helmohltz. Optical molasses is generated by 3 counter-
propagating circular beams with specific polarization σ. Each σ polarizations beams are
chosen considering magnetic field direction. Magnetic field direction in the MOT are de-
picted with orange arrow-lines. Atoms are trapped in the center of the 3D-MOT showing
a spherical geometry.

of the beams while in the other direction the atoms remain unperturbed. Optical
molasses is generated by 2 counter propagating beams with same detunings and
saturation parameters . In the Fig.2.6, a possible magnetic field configuration that
generated a 2D-MOT is made by a 2 pair of coils in Anti-Heltmoltz configuration.
The magnetic field generated by the coils close to the center of the trap can be
approximated as:

B = bx − bz (2.42)
where b is the magnetic gradient. This formula says that there is no magnetic field
along the y direction and the gradient along the x direction is inverse to the gradi-
ent along the z direction because of the Maxwell equation. This trapping geometry
generate a cold atomic ensemble with a cigar shape along y direction where the
amplitude of the magnetic field is null.
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push

Figure 2.6: Example of Two dimensional MOT representation usually employed for K
and Rb experiments. Magnetic quadrupole is generated by two pair of coils in Anti-
Helmohltz configurations. Optical molasses is generated by 2 counter-propagating beams
with specific polarization σ. The MOT beams have and elliptical shape along the free
direction of the 2D-MOT in order to increase the capture process of the atoms in the
2D-MOT. Each σ polarizations beams are chosen considering magnetic field direction.
In the atomic source design, the push beam is usually add in the y direction where the
magnetic field is null. Magnetic field direction in the 2D-MOT are depicted with orange
arrow-lines. Atoms are trapped in the center of the 2D-MOT showing a cigar shape
geometry along the y direction.

Adding a resonant low power beam along the y direction, the entire system can
be saw as an atomic source of slow atoms. The thermal atoms, coming from ther-
mal vapour or by thermal beam, are loaded to the 2D-MOT and emitted along the
push direction. Because of the trapping in the 2D-MOT plane, the radial velocity
of the atoms (along x and z) are reduced close to the Doppler limit while along the
y direction, the velocity of the atoms are tuned by means of the optical parameter
of the push beam. The result of the entire process can be saw as an atomic funnel
[99] where a thermal atomic distribution is collimated to a cold and slow atomic flux.
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A lot of experiments are found in the literature where the 2D-MOT and push
beam are employed as atomic source system. This experiments employs different
atomic species like Rb [99, 100], K [101, 102] , Li [103], Na [75, 104] , Yb [105, 106]
and Sr [107] and also double species components Rb-K [108]. In our system we use
a 2D-MOT as atomic source of our optical lattice clock. In the Ch.3 we will discuss
the metrological and technical advantages offer by this solution.

Sideband enhanced 2D-MOT

In our system we also investigate the possibility to enhance the atomic flux
generated by the 2D-MOT atomic source adding a sideband beams to the stan-
dard 2D-MOT beams. Sideband beams have the same polarization of the 2D-MOT
and they are red-shifted compared to the 2D-MOT beam generating a two-colors
2D-MOT. The physics behind this sideband-ehnacend 2D-MOT is simple: the red
detuned sideband beams interact with thermal atoms with higher velocity class,
once the faster atoms are slowed down by the sideband beam interaction, they will
be captured by the standard 2D-MOT beams.

Having a fixed optical power we engineer the optical power redistribution be-
tween the sideband beam and the 2D-MOT beam at different detunings to find a
possible increment on the atomic flux provided by the atomic source. The result
of this experimental investigation with the quantitative simulation comparison will
be discussed in Ch.5.

2.5 Dipole force
In this section we focus on the reactive component of the force described with

Eq.2.9 and we analyze the proprieties of the optical dipole trap. The loading of
the neutral atoms in the optical potential is a mandatory step to produce a optical
lattice clock. First evidence of the neutral atoms trapped in a optical potential was
performed by Chu et. al [109]. Suppose that we are in the far-off resonant regime
where ∆/Γ ≫ 1, the Eq.2.9 is approximated as:

F(r) = −~Γ
8

(
Γ
∆

)
∇s(r) (2.43)

Where r is the atom position. This force is a conservative force and its associated
potential energy is given by:

Udip(r) = ~Γ
8

(
Γ
∆

)
s(r) (2.44)

This is the so called optical dipole potential. From Eq.2.44 we observe that the
sign of the dipole potential depends on the sign of the detuning ∆. If the laser light
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is below the resonance, ∆ < 0, the dipole potential is negative and atoms tend to
be attracted in the region of higher intensity. In the positive detuning case, ∆ > 0,
the dipole potential is positive and the atoms are repelled from regions with high
intensity field. In order to load atoms in the optical trap, the temperature of the
MOT and the lattice depth have to match. For the case of the Sr atoms, the single
stage cooling with 1S0 – 1P1 transition is not sufficient and a second stage cooling
with 1S0 – 3P1 transition is usually employed to efficiently load atoms in the optical
dipole trap.

Using the relation expressed in Eq.2.10 between the Rabi frequency Ω and the
saturation parameter s, we can rewrite the saturation parameter s as:

s = 2Ω2

Γ2 =
d2

egE2
0

2Γ2~
(2.45)

Combining the Eq.2.44 with Eq.2.45, the dipole potential can be rewritten as:

Udip = 1
4

d2
eg

~∆E2
0 = −1

2α(ωL)E2
0 (2.46)

in the last reformulation, we introduce the coefficient α that described the polariz-
ability of the atomic system. According the Eq.2.46, dipole porizzability is defined
as:

α(ωL) = 1
2~

d2
eg

ωeg − ωL

(2.47)

Classically the concept of the polarizability describes the linear response of the
electric dipole moment to the external electrical field d = αE. The energy shift
induced to the atomic transition energy ~ωeg by means of the dipole potential is
called AC Stark shift and can be estimated according the following relation:

δωeg = − 1
4~2 α(ωL)E2

0 (2.48)

Eq.2.47 is valid under two assumptions. The first assumption concerns the fact
that we are dealing with the RWA approximation. This approximation is no longer
valid if we are in the far-off resonance regime (|∆| . ωeg). Another approximation
is provided considering that we are assuming the atomic internal structure as a
perfect two levels system. Removing the RWA approximation and considering the
multi-level structure of the atom, the dipole porizability and the frequency shift a
of the state |n⟩ can be expressed as: [81, 110]:

αn(ωL) = 1
2~
∑

k

[
d2

kn

ωkn − ωL

− d2
kn

ωkn + ωL

]
(2.49)

δωn = 1
2~αn(ωL)E2

0 (2.50)

where |k⟩ labels different states of the internal atomic structure and ωkn are the
transitions frequencies among the states |k⟩ relative to the state |n⟩.
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2.5.1 Optical lattice
The easiest method to generate an optical lattice is to making interfere two

counter propagating laser beams of the same detuning ∆ and saturation parameter
s. In this configuration, the 1D electric field and the dipole potential are described
as:

E(z) = E0
(
e−iωLt−ikLz + e−iωLt+ikLz

)
= 2E0e

−iωLt cos (2πz/λL) (2.51)
Udip = −αE2

0 cos2 (2πz/λL) = −U0 cos2 (2πz/λL) (2.52)
(2.53)

With this method, a standing wave along the laser propagation direction z is gen-
erated with an intensity modulation with periodicity λL/2. Consider the 3D case,
the laser beam is better described as a Gaussian beam rather than a plane wave.
The single beam spatial intensity distribution is described as:

I(r, z) = 2P0

πw(z) exp
(
−2r2/w2(z)

)
(2.54)

where z is the propagation direction of the laser beam and r is the transversal
direction. The e−2 radius of the laser beam is defined as w(z) = w0

√
1 + (z/zR)2

where w0 is the minimum radius and zR = πw2
0/λL is the Rayleigh range. In the

region where z ≪ zR, the radius beam is approximate to w(z) ≃ w0 and the dipole
potential is written as:

Udip = −U0 exp
(
−2r2/w2

0

)
cos2(2πz/λ) (2.55)

In the deep lattice approximation and close to the minima points of the optical
intensity, Eq.2.55 can be further approximate as an harmonic oscillator potential:

Udip ≃ U0

[(2πz

λL

)2
+
( 2r

w0

)2]
= 1

2mω2
zz2 + 1

2mω2
rr2 (2.56)

where the trapping frequency are defined as:

fz = ωz

2π
= 1

λL

√
2U0

m
= 2

~

√
U0Er fr = ωr

2π
= 1

2π

√
4U0

mw2
0

= λL

2πw0
fz (2.57)

where Er = ~k2
L/2m is the photon recoil energy. From the relations of the trap

frequencies given by Eq.2.57, the ratio between the two trapping frequencies is
fr/fz = w0/2zR where zR is the Rayleigh range. This ratio is always smaller than
one, therefore the potential along the axial direction is steeper that the radial one.
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2.5.2 Lamb-Dicke regime
Once the atoms are successfully trapped in the optical lattice, their clock tran-

sition are usually probed with a laser beam propagating along the z direction. If so,
the main motional effects are related to the dynamics along the z direction. Along
the the longitudinal direction z, the harmonic confinement give the quantum energy
spectrum described as:

En = ~ωz

(
n + 1

2

)
(2.58)

where n is the integer number that labels the vibrational state. In this configu-
ration, the atom wavefunction can be factorized into an electronic wavefunction,
|g⟩ or |e⟩, and into a vibrational wavefunction, |n⟩. As sketched in the Fig.2.7(a),
During the excitation from the ground state to clock state an atom trapped in the
lattice can make a pure electronic transition |g, n⟩ → |e, n⟩ absorbing a photon ωeg,
or it can also exchange quanta of vibrations as |g, n⟩ → |e, m⟩. On the bottom of
the Fig.2.7(a), a possible excitation spectrum is depicted: the central peak corre-
sponds to a pure electronic excitation while the sidebands peaks corresponds to a
mixing among the electronic and the vibrational excitations.

Because we are interested to probe the pure electronic transition, the transitions
of different vibrational states have to be suppressed. Let’s consider the localization
factor η defined as:

η = kLzho√
2

=
√

ωz

ωR

(2.59)

where zho =
√
~/mωz is quantum harmonic oscillator radius and kL = 2π/λL

wavenumber of the probing light. As show in the spectrum of Fig.2.7(b), At large
value of η, the carrier frequency is not well discriminated from the sidebands fre-
quency while at lower values of η the central peak, which is the pure electronic
transition, becomes well resolved respect to the sidebands peaks. The Lamd-Dicke
regime is achieved at η ≪ 1 where the size of the spatial wavefunction of the atom
is smaller than the probing wavelength [111]. In this strong confinement regime,
the recoil energy Er ≪ ~ωz is small compared to the spacing among the vibrational
levels: the recoil energy induced during the atom interrogation is taken by the con-
fining potential leaving unperturbed the atoms transition. Trapping the atom in
the in the Lamb-Dicke regime is the key strategy to suppress the Doppler and the
recoil shifts.

2.5.3 Magic wavelength
As explained in the 2.50, the interaction of the atom with the optical lattice

induces a light shift (or also called AC Stark shift) on the the atomic energy levels.
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Figure 2.7: Lamb-Dicke regime. (a) Atom in the lattice potential in and its possi-
ble spectrum during the clock laser excitation. (b) Absorption spectrum of the atoms
after the clock laser probing in the lattice potential at different η. In the Lamb-Dicke
regime, lower eta, the spectral lines are clearly resolved and the carrier frequency are well
discriminated. Figure taken from [19]

As a consequence, the frequency between excited state |e⟩ of the clock transition
and its ground state |g⟩ is shifted by a factor of:

ω∗
eg = ωeg − 1

4~∆αeg(ωL)E2
0 (2.60)

where ∆αeg(ωL) = αe(ωL) − αg(ωL) is the differential polarizability between the
ground state and the excited state.

Katori proposal was to cancel the first order light shift by inducing the same
AC Stark perturbation on both the ground and the excited states [36, 112]. This
phenomena is achieved by tuning the lattice laser frequency at the so called magic
frequency ωL = ωmagic where:

αg(ωmagic) = αe(ωmagic) =⇒ ∆αeg(ωmagic) = 0 (2.61)

For given atomic system and clock transition |g⟩ − |e⟩, more than one wavelengths
ωmagic can fulfil Eq.2.61. From all the possible magic wavelengths it usually choose
the one which the variation of the polarizabilities αg(ωmagic) and αe(ωmagic) as a
function of the trapping frequency are lower. Because we are dealing with a simple
1D-optical lattice, the trapping is performed only with a red-detuned optical trap,
which means that the selected magic wavelength has to be red detuned respect to
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2.6 – The Strontium atom

the clock transition and the atoms are trapped in the maximum intensity regions
of the lattice. Experimentally, also the possibility to develop a high power stabi-
lization system at ωmagic can play a role in the choice of a possible ωmagic.

The Eq.2.60 does not take into account higher order correction terms, such as
the hyperpolarizability term, which can not be removed at magic wavelength [113,
114]. Because we employing a red-detuned trap, these correction terms can not be
cancelled at high optical intensity of the trap. In the literature it is possible to
find some proposal of blue-detuned optical trap where the atoms are trapped in
the minima intensity regions of the lattice and in order to be less perturbed by the
lattice trap [115].

2.6 The Strontium atom
The Strontium a is chemical element with symbol Sr and it is placed on the sec-

ond group and fifth period of the Mendeleev periodic table. Strontium has physical
and chemical properties similar with its two vertical neighbours in the periodic
table, the Calcium and the Barium. Sr is silvery metal at room temperature, it
oxidises rapidly when exposes to air forming a dark oxide layer. Sr has a density of
2.64 g/cm3 with a melting point at 777 °C and a boiling point at 1382 °C [116]. Sr
has an atomic number Z = 38 and atomic mass m = 87.62 u, where u is the atomic
mass unit (1 u = 1.66 × 10−27 kg). The ground state of the neutral strontium is
[Kr]5s2 1S0.

As reported in Tab.2.2, Sr has four stable isotopes plus one, the 90Sr, which has
a lifetime of 29.1 year. Except the 87Sr, all the Sr isotopes are boson with spin 0.
The isotope 87Sr is a fermion with a nuclear spin I = 9/2 and it posses an hyperfine
structure. All the boson isotopes have the same electronic structure, the isotopic
shift is the only difference among them.

Isotope mass / u Abundance / % Spin µ/µN

84Sr 83.913425(3) 0.56(1) 0
86Sr 85.9092602(12) 9.86(1) 0
87Sr 86.908871(12) 7.00(1) 9/2 -1.0936030(13)
88Sr 87.9056121(12) 82.58(1) 0

Table 2.2: mass, natural abundance, an nuclear spin of stable Sr isotopes [116]. Nuclear
magneton is µN = 5.050 783 699(31) × 10−27 J/T
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2.6.1 Relevant spectral lines of Sr
As the other alkaline earth metals, the Sr has two valence electrons. The pres-

ence of the second valence electron divides the electronic spectrum of the Sr in two
distinct groups: the energy levels group with total spin S = 0 (singlet states) and
the energy levels group with total spin S = 1 (triplet states). In the case of the
alkaline earth metal, the spin orbit coupling between the spin S and the electronic
angular momentum L is low compared to the electrostatic interaction. This means
that n, L and S are good quantum numbers to identify the state of the Sr. Using
the Russell-Saunders notation 2S+1LJ , the Fig.2.8 reports the relevant lower energy
levels of the 88Sr.

The possibility to perform a transition from a state to another state are defined
by the selection rules. In the case for the electric dipole transition, the selections
rules are the following:

∆L = ± 1 (2.62a)
∆S = 0 (2.62b)
∆J = 0, ±1 (0 = 0) (2.62c)

∆MJ = 0, ±1 (2.62d)

The first two rules expressed in Eq.2.62a and Eq.2.62b are valid at zero spin orbit
coupling. These rules are responsible of the strong transitions of states with same
quantum number S. These transitions have generally a large linewidth Γ. The last
two rules expressed in Eq.2.62c and Eq.2.62d are used when the spin-orbit cou-
pling is not zero. These rule are responsible for the inter-combination transitions
(∆S /= 0) and they have smaller linewidth.

Cooling transitions

As show in the Fig.2.8, the ground state of the 88Sr atoms is 1S0. This state
has J = 0 and it has a strong dipole allowed transition with the state 1P1, which
has J = 1. The transition wavelength is 461 nm and the excited state 1P1 has a
relative short life time (τ = 5.22 ns) [117, 118]. Because of the large scattering
rate and suitable atomic structure of the levels where ∆J = 1, the 1S0 – 1P1 is a
valid transition for cooling and trapping atoms in a MOT. This MOT stage is also
called blue MOT. Unfortunately, the 1S0 – 1P1 transition is not a perfect two levels
system. In fact, the state 1P1 has a non negligible decay rate of 620 Hz (τ = 256 µs)
toward the state 1D2 [119]. Atoms in the state 1D2 can then decay in the sub-levels
of the triplet state: 3P2 and 3P1. From the state 3P1, the electrons can rapidly
(τ = 20 µs) decay in the ground state 1S0 closing the loop [116]. On the other
hand, the electrons in the state 3P2 decay in the ground state after a longer time.
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The state 3P2 is also called metastable state. Experiment shows the 3P2 decay
time of τ = 520 s [120] which partially agree with the theoretical value τ = 1020 s
[121]. Because of the long decay time of the atoms in the metastable state, large
part of atom are lost in the blue MOT. This losses also limit the MOT loading
rate to a few ∼10 ms [122]. The losses in the cooling process of the 1S0 – 1P1 can
be overcome exploiting the repumping transitions of the Sr. As we are going ex-
plain, these transitions can close the 1S0 – 1P1 transition and increase the number
of atoms trapped and its loading rate. By cooling on the 461 nm laser light it is
possible to achieve temperature of the atomic sample of the order of few mK. In
the case of the fermionic isotope 87Sr, the presence of sub-Zeeman levels offer the
possibility to achieve lower temperatures for the 1S0 – 1P1 transition by means of
Sisyphus cooling [122].

A second laser at 689 nm is usually employed in order to cool further the
atomic sample. This laser light addresses the transition 1S0 – 3P1 which has a lower
linewidth as compared to the 1S0 – 1P1 transition. As reported in the Tab.2.3,
even if the Doppler temperature is low because of the lower linewidth of the red
transition, at same detuning and saturation parameter, the optical acceleration to
the atoms of the 1S0 – 3P1 transition is lower compared to the 1S0 – 1P1 transition.
This means that the direct capture process of atoms from a thermal beam almost
impossible and a blue MOT is a necessary stage to increment the loading efficiency
in the red MOT. Starting from an atomic sample of few mK given by the blue
MOT, this second cooling stage can further reduce the atomic sample temperature
to few µK [123, 124]. Relevant parameters of blue and red cooling processes are
reported on Tab.2.3. Some differences between the 88Sr and the 87Sr second stage
cooling are mainly related to the isotopic shift and the hyperfine structure present
in the in the fermionic isotope [125].

Repumping transitions

In order to increase the number of atoms in the MOT, it is necessary to optically
pump the atoms accumulated on the metastable state 3P2 during the operation of
the blue MOT, towards the ground state. There are several possibilities to close
the transition 1S0 – 1P1 . One possibility is to use two lasers of 707 nm and 679 nm
that address respectively the transitions 3P2 – 3S1 and 3P0 – 3S1 [126]. The 707 nm
pumps the atoms from 3P2 to the state 3S1 and then they decay into 3S1 – 3P0,1. If
the atoms decay in the 3P1, the atoms rapidly decay to the state 1S0. If the atom
decay on 3P0, because of the selection rules it can not decay in the ground state
1S0. The repumper light at 679 nm pumps the atom from 3P0 to 3S1 repeating the
decay path explained before. With this two lasers configuration, atoms are induced
to populate the state 1P3 which decay rapidly in the ground state closing the 1S0 –
1P1 transition. The main consequence of the repumping process is the gain in the

33



2 – Atom manipulation

1S0 – 1P1
1S0 – 3P1

wavelength λ 460.86 nm 689.45 nm
wavenumber k/2π = λ−1 21 698.452 cm−1 14 504.334 cm−1

frequency ν = c/λ 650.51 THz 434.83 THz
transition probability A 1.92 × 108 Hz 4.69 × 104 Hz
linewidth Γ = A 2π×30.5 MHz 2π×7.6 kHz
decay time τ = A−1 5.22 ns 21 µs
Landè factor gJ 1 1.5
saturation intensity I0 = πhc/3λ3τ 41 mW/cm2 3 µW/cm2

maximum acceleration amax = Γ~k/2m 9.3 × 105 m/s2 155 m/s2

recoil frequency ωr = ~k2/2m 2π×11 kHz 2π×4.8 kHz
Doppler temperature TD = ~Γ/2kB 731 µK 182 nK
Recoil temperature TR = ~2k2/2mkB 1.02 µK 454 nK

Table 2.3: Parameters of the two cooling transitions of 88Sr

number of atoms in the MOT and a longer loading rate compared to the single blue
MOT [122]. Parameters of the repumping transition are reported in Tab.2.4.

3P2 – 3S1
3P0 – 3S1

wavelength λ 707.20 nm 679.29 nm
wavenumber k/2π = λ−1 14 140.271 cm−1 14 721.253 cm−1

frequency ν = c/λ 423.91 THz 441.32 THz
transition probability A 2.89 × 108 Hz 5.65 × 107 Hz
linewidth Γ = A 2π×46 MHz 2π×9 MHz
decay time τ = A−1 3.4 ns 0.17 ns
saturation intensity I0 = πhc/3λ3τ 17 mW/cm2 3.7 mW/cm2

Table 2.4: Parameters of the two repumping transition of 88Sr

Another possibility is to use a single repumper laser scheme in order to close
the 1S0 – 1P1 transition. All of these schemes repump the atom from the 3P2 to
another state that can decay in the 3P1 state. One possibility is to pump the the
atom from 5s5p 3P2 to 5s5p 3D2 via the laser transition 497 nm [127–129]. Another
possibility is use a 403 nm to pump the atom from 5s5p 3P2 to 5s6d 3D2 [129]. Also
the mid-infrared light of 3012 nm can be employed to pump the atom from 5s5p 3P2
to 5s4d 3D2 [130] . More recently, a repumper schemer of 481 nm was proposed to
pump the atom from 5s5p 3P2 to 5p2 3P2 [131]. Historically, it was also tested the
possibility to repump the atom from 5s4d 1D2 to 5s6p 1D2 by means of 717 nm laser
radiation [132].
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In these we decide to repump the Sr atom with the transitions 3P2 – 3S1 at
707 nm and 3P0 – 3S1 at 679 nm. As we will explain in the Sec.3.7, the light source of
these transitions can be generated by cheap commercial lasers diodes and its emitted
wavelength can be easily reduced and tuned with a suitable electro-mechanical
system.

Clock transition and magic wavelength

The requirements for the clock transition is to posses an high quality factor Q
and also to have a low sensitivity to the environmental conditions. For the case of
Sr, the best candidate for the clock transition is the 1S0 – 3P0 . According to the
selection rules given by Eq.2.62b and Eq.2.62c, this transition is double forbidden.

For the bosonic isotope 88Sr it is possible to address this transition by adding
and external magnetic field which induces a mixing between the state 3P0 and 3P1
[133–136]. However, a precise knowledge and control of the external magnetic field
is required to performer a precise estimation of the induced quadratic Zeeman shift.
Moreover, the bosonic nature of the isotope will also add some complications related
to the density shift induced by cold collisions [137] . If we consider the fermionic
isotope 87Sr, these two problem are limited. Because of the hyperfine interaction
in the 87Sr isotope, the state 3P0 is not a pure state but it is mixed with other
states generating a small linewidth of 1 mHz [36, 138] that induces the transition
from 1S0 to 3P0 and because of the fermionic nature of the 87Sr the cold collisional
shift is reduced compared to the boson counterpart [134, 137]. Uncertainty of the
clock transition was estimated using atom trapped in a MOT [139] and also atoms
trapped in optical lattice at magic wavelength [36, 37]. The magic wavelength of
the 1S0 – 3P0 is estimated at λmagic ≃ 813.427 nm [140, 141].

The unperturbed clock transition 1S0 – 3P0 of 87Sr is ν = 429 228 004 229 873.0 Hz
with a fractional accuracy of 4 × 10−16 [38, 39, 142–145] This frequency value cor-
responds to a wavelength of λ = 698 445 709.612 754 4 fm. This frequency value is
one of recommended ones for the secondary representation of the SI second [146]
approved by Consultative Committee for Time and Frequency (CCTF) on June
2017 [147].
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Figure 2.8: 88Sr energy levels
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Chapter 3

Building the experimental
apparatus

In this chapter, the main building blocks of our experimental apparatus are
presented and explained in detail. In Sec.3.1 and Sec.3.2, we present the mechan-
ical design and main vacuum features of our system discussing the experimental
steps adopted to generate a high vacuum environment needed for the atomic clock
operation. In Sec.3.3 we present the hardware of the electronic experimental con-
trol implemented discussing its features. In Sec.3.4 we show the optical setup and
the experimental laser stabilization technique of the blue light source to the 1S0 –
1P1 atomic transition. In Sec.3.5 and 3.6 we show the design and the simulation
of the magnetic systems employed for the 2D-MOT trapping and for the MOT
trapping and their related experimental characterizations. In Sec.3.7 we discuss
the opto-mechanical design and the experimental characterizations of our home-
made laser sources that will address the second cooling stage and the repumping
transitions while in the Sec.3.8 we show the preliminary results obtained with our
home-made clock laser source and we discuss the laser stabilization method that
we will implement. Finally, in the Sec.3.9 we discuss the future implementation of
the three colors cavity for the multi-wavelength stabilization.

3.1 General description of atomic source
A schematic drawing of our apparatus is shown in Fig.3.1 and it is also described

in [148]. The atomic source employs a novel design based on two dimensional mag-
netic optical trapping (2D-MOT). Atomic source is composed by the oven, that
generate the atomic thermal beam, and multi ports vacuum chamber that provides
optical access to cool and trap the thermal atomic beam into a 2D-MOT. The mag-
netic quadrupole of the 2D-MOT is generated by 4 stacks of permanent magnets. A
similar atomic source design is already implemented in experiment with Li atoms,
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[103], Na atoms [75, 104] and Sr atoms [107]. The push beam interaction with
atoms in the 2D-MOT generates a cold atomic beam with a small radial velocity
along the 2D-MOT plane and a longitudinal velocity optical controlled by the push
beam intensity along the push direction. The cold atomic beam is send toward the
science cell where it is trapped in the final MOT.
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Figure 3.1: Vacuum system overview. Apparatus is divided in HV and UHV region.
DPC connects the two regions. The size of entire vacuum apparatus are roughly 70 cm
× 70 cm × 45 cm.

The atomic source based on the 2D-MOT ensures important advantages con-
cerning our atomic clock application:

• the push beam offers the possibility to optical control the cold atomic flux of
atoms that is accelerated from the 2D-MOT toward the MOT. In the absence
of the push almost no MOT fluorescence signal is observed.

• With the presence of the push beam, the 2D-MOT acts as an atomic funnel
[99, 149]. Starting with a thermal atomic beam, 2D-MOT and push beams
generate a cold atomic beam with a divergence in principle limited by the
Doppler temperature of 2D-MOT.

• From geometrical constraints, atoms emitted from the oven have little proba-
bility to pass directly in the science cell. This reduces the background of hot
atoms in the MOT region.

• From metrological point of view, this transverse loading procedure will reduce
the Black Body Radiation shift induced by oven [150, 151]. As the oven is not
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in the line of sight of the UHV region and hence we can avoid the presence
of mechanical shutter to screen the oven.

• The atomic source design offers the possibility to load simultaneously more
atomic species on the same apparatus exploiting the remaining free ports.

3.2 Vacuum system
Collisions between trapped atoms and background gas limit the lifetime of the

atomic sample in the optical lattice and can be a source of decoherence and fre-
quency shift for the clock spectroscopy [57, 152]. For this reason, ultra-high vacuum
is a demanding factor in an optical lattice clock. The vacuum apparatus has also
to offer the possibility to generate a thermal atomic beam, generally by means of
a heating process, and to provide the proper optical access to cool and trap atoms
via laser cooling techniques.

3.2.1 Vacuum regions and pumping elements
Atomic source region and the science cell have different vacuum levels require-

ments. In the science cell an ultra-high vacuum levels is needed to efficiently trap
the atoms in the optical lattice while in the atomic source region an ultra-high
vacuum levels is not mandatory. For these reasons, vacuum system is divided in
two main regions: the high vacuum region (HV) and the ultra-high vacuum region
(UHV). The HV hosts the atomic source and the UHV hosts the science cell. A
sketch of the vacuum regions and main vacuum elements is reported in Fig.3.1. On
the top of both regions, two angle valves (Varian, VAT54132-GE02) are needed to
evacuate separately the system by means of external pumping. Because of ultra-
high vacuum requirement in the science cell, the UHV region is equipped with a
vacuum pump with higher pumping speed compared to HV region. The pumping
elements in HV and UHV regions are NexTorr D200 and NexTorr D500 pumps
respectively. The NexTorr pumps integrate a sputter ion pump element (SIP) and
a non evaporative getter element (NEG). NEG elements removes the active gas
such as H2, N2 while the SIP element is effective with non reactive gas such as
CH4 and Ar. During the normal operation, oven reaches Tov = 460 ◦C and back-
ground pressures of PHV ≃ 2 × 10−9 mbar and PUHV ≃ 10−10 mbar are measured
by pump drivers. Vacuum level of 10−10 mbar is the minimum detectable pressures
of our pump drivers. Pumps are also covered by µ-metal shield provided by the
company in order to reduce possible strays magnetic field on the science chamber.
The pumping speed performances for different gases are reported in Tab.3.1.

Differential pressure between HV and UHV is ensured by means of differ-
ential pumping channel (DPC) with diameter of aDPC = 2 mm and length of
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NexTorr D200 NexTorr D500
weight/Kg 2.2 3.1
volume/L 0.5 0.7

pumping speed / (L/s) O2 200 500
H2 200 500
CO 140 340
N2 80 200

CH4 13 13
Ar 6 6

Table 3.1: NexTorr encumbrance and pumping performances for different gas at room
temperature. Pumping speeds are estimated after the NEG activation.

LDPC = 22.8 mm. In order to avoid mechanical strain and to correct any me-
chanical imperfection alignment of the DCP caused during the assembling, the HV
region and the UHV are connected with a flexible bellow. As shown in Fig.3.1,
the DPC can be manually closed by means of all-metal gate valve (Varian, VAT
48132-CE01). By closing the all-metal gate valve, the UH and UHV region are
sealed respect to each others. The all-metal valve is particular useful if only one
region needs to be vented. During the normal operation, the all-metal valve is open
and differential pressure between the two region arise because of DPC conductance.
Considering a molecular flow regime of N2 at room temperature and in the long
tube approximation (aDPC ≪ LDPC), the DPC conductance can be estimated with
the following formula:

CDPC = 12.2 a3
DPC

LDPC
= 4.3 × 10−2 L/s (3.1)

where aDCP and LDPC are expressed in cm while CDPC is given in L/s. At given CDPC
and pumping speeds SUHV, SHV reported in Tab.3.1 for the N2 gas, the maximum
differential pressure sustainable by our system is estimated with flux equation:

PUHVSUHV = (PHV − PUHV)CDPC =⇒ PUHV

PHV
≃ CDP C

SUHV
= 2.1 × 10−4 (3.2)

The final relation of Eq.3.2 says that the influence of the atomic source pressure
PHV in the final MOT region PUHV is negligible.

3.2.2 Vacuum materials
The main requirements for the vacuum materials are the low out-gassing rate,

the possibility to sustain high temperature stress during the heating process, re-
sistance to corrosion process, minimize eddy currents and reduce possible induced
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local magnetizations in the apparatus. For these reasons, the stainless steel, alu-
minium and titanium materials are reasonable choices. For the out-gassing process,
in particular for the hydrogen out-gassing, the stainless steel seems to have worst
performances compared to the others materials enumerated [153] This is due to
the hydrogen penetration process during the early phases of fabrication and pro-
duction of the stainless steel. A common procedure to reduce the out-gassing of
the stainless steel is to bake the entire system at temperature of 300 ◦C for a pe-
riod of time greater than 1 day. Also the aluminium reduces the out-gassing rate
by means of bake-out procedure but with lower temperatures of 100 ◦C and with
the same amount of time. Although the stainless steel does not excel in propriety
of out-gassing, it has a reasonable cost, it is simple to manufacturing and it is a
material compatible with other common materials, such as copper, regarding the
tightening among different vacuum flanges for vacuum applications. Considering
that the atomic source region has not a severe limitation form the vacuum point
of view, we decided to produce the atomic source apparatus with stainless steel
alloy (AISI-304) while we temporarily use a stainless steel cell for the UHV region.
Because of the high level of vacuum required in the science cell region and the
possibility to reduce possible local magnetizations, we are studying and planning
to substitution of the stainless steel cell with a titanium cell.

To ensure high vacuum quality, the conflat (CF) flanges connections are used
and all vacuum components are connected with copper gaskets. Close to the
oven, high temperature tolerance is the most important requirement. The oven
is mounted to HV region by means of CF of 16 mm of aperture (DN16CF) with a
nickel gasket which seals the system at higher temperatures (∼ 600 ◦C) respect to
the copper gasket. On the top of the oven, capillaries array is placed in order to
generate a collimated thermal atomic beam. The capillaries made out of the high
temperature tolerance and chemical stable compound Ni65Cu33Fe2 (GoodFellow,
Monel-400).

The glass of the vacuum viewports are made of BK7-silica and they are commer-
cially available and compatible with the CF connections. In the atomic source, the
windows of the viewports are treated with anti-reflecting coating for the 461 nm ra-
diation. As depicted in Fig.3.1, optical windows with diameter of 32 mm (DN40CF)
are placed in the extremities of the 45° multi cross channels for the 2D-MOT beams
optical access, along z-direction of the multi cross channel to observe the 2D-MOT
fluorescence, and long the y-direction for the push optical access. The science cell
is equipped with 7 vacuum viewports with diameter of 16 mm (DN16CF) and with
2 optical windows with diameter of 64 mm (DN63CF). The optical windows in the
science cell are employed for the MOT beam optical access and for the fluorescence
detection as it will be described in Sec.3.6.2.
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3.2.3 Production of a collimated thermal atomic beam
The oven and heating elements

temperature sensor

catridges heaters

PID
capillaries
T = 490 °C

PID
oven

T = 460 °C

Figure 3.2: Oven heating. On the left side, schematic heating elements of the oven are
shown. On the right side, final insulation of the oven from external environment is shown

As schematically shown in Fig.3.2, the oven is a stainless steel hollow cylinder
with 47 mm of external diameter, 55 mm of height and internal aperture diameter of
16 mm. Two external pairs of heaters cartridges and K-type thermocouple sensors
are inserted in the oven in suitable external mechanical access as shown in the
Fig.3.2. Thermocouple sensor and heater cartridges are connected to two industrial
PIDs which provide the temperature stabilization of different parts of the oven.
The oven is filled with almost 4 g of granular Sr (Sigma-Aldrich, 460346-5G). The
evaporation of Sr atoms are induced by means of heaters cartridges placed on the
bottom of the oven. Vapour generated is then collimated by mean of capillaries
array. Capillaries are held inside a custom holder which is placed in the aperture of
the oven. In order to avoid capillaries clogging by Sr atoms, the top pairs of heaters
cartridges maintain the capillaries array at higher temperature Tcap than vapour
generation temperature Tov. For all experimental characterizations we maintain
a differential temperature Tcap − Tov = 30 ◦C. During the heating phase, each
thermal heaters absorb up to 100 W of electric power. As shown on the left panel
of Fig:(3.2), oven insulation is ensured by glass wool and covered by several layers
of aluminium foils.

Capillaries array manufacturing

We employed 3 capillaries each of 1 m long, internal diameter of 0.4 mm and ex-
ternal diameter of 0.6 mm. We had tackled two main problems related to capillary
array manufacturing. The first one was to find a method to cut the capillary tube
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into shorter capillaries preserving the capillary hole. The second problem was to
design a good capillaries holder that keep fixed and aligned the capillaries

With this small dimension of the tube, pliers cutting will obstruct the hole. We
unsuccessfully tried to reduce the resilience of the capillary immersing the capillary
into liquid nitrogen during the cut. The idea of this procedure was to favour the
breaking of the object without obstructing the capillary hole structure. Unfortu-
nately, following this procedure we simply obtained the bending of the capillary.
Even if we are aware about non mechanical cutting processing such as wire-cut elec-
trical discharge machining (EDM), we obtained a satisfactory result with a cheaper
home-made procedure.

2

3

14

Figure 3.3: Cutting procedure of the capillaries. Elements enumerated are (1) capillary
holder, (2) capillary tube, (3) rotatory saw and (4) micro-metric translating steps.

cutting polishing

x 8 x 32 x 8 x 32

Figure 3.4: Comparison between the capillaries surfaces at different magnification before
(left columns) and after (right columns) the polishing procedure.

In Fig.3.3, our home-made cutting procedure is shown: the single capillary tube
(2) is inserted inside a custom holder (1) that set the maximum capillary length
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Figure 3.5: Final result: capillaries are stuck and aligned inside a cylindrical custom
holder compatible with the oven aperture

and offer the possibility to transversally saw the capillary by a generic rotary saw
(3) and keeping the capillary tube fixed during the sawing procedure. The rotary
saw is mounted on the top of a micro-metric translating stage (4) that transversally
moves the rotary saw blade and tunes the velocity of the sawing procedure. On the
left columns of Fig.3.4 , pictures of the capillary surface is shown after the cutting
procedure. Each capillary tube is cut in several capillaries of 20 mm length, then
their end surfaces were polished to remove imperfections by means of extra-fine
abrasive sheet. Polishing was performed in a water environment in order to avoid
mechanical deformation induced by heating. Remaining polishing scraps inside the
capillary were removed by compressed air jets. From right columns of Fig.3.4 it
is possible to appreciate the improvement in the quality of the capillary surfaces
after the polishing procedure. Fig.3.5 shows the final result: stainless steel holder
compliant with the oven design hosts an aligned capillaries array. The capillary
holder has an external diameter of 15.8 mm, internal aperture diameter of 8 mm
and 12 mm of length. A mechanical insert of 17 mm of diameter and 0.2 mm of
length allows the holder to lay on the top of the oven aperture without obstructing
during the CF clamping. Because the capillaries are simply stuck inside the holder,
we decided to mount the oven along the horizontal direction as shown in the right
panel of Fig.3.2. This shrewdness is made to prevent the capillaries falling by grav-
ity.

From the central view of Fig.3.5, it is possible to count almost 150 capillaries
and 50 interstices with the capillary diameter dimension. As show in the Fig.3.5,
even if the capillaries array is regular and well oriented in the center of the cylin-
drical holder, it become irregular close to the edge increasing the number of large
interstices an slightly misaligned the capillaries orientation. As explained in [154], a
triangle or hexagonal geometry of the capillaries holder reduces both the dimensions
and the number of interstices and keeps better aligned the capillaries array. Even
if the the cylindrical geometry of capillary holder is not the ideal one, it remains
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the simplest and fastest manufacturing solution.

3.2.4 Bake-out procedure and pumps activation
The slow out-gassing of impurities present on vacuum components is one of the

limiting factor to reach the high vacuum regime. The bake-out procedure consists
of enhancing the desorption rate of materials by increasing the temperature of the
vacuum components by means of external heating [155]. As a consequence, the
pumping time needed to bring a system from the atmospherics pressure to the high
vacuum regime, in our case below the 10−10 mbar is reduced. Volatile compounds
generated during the bake-out are removed by mean of external pumping system.
The most common volatile compound removed by the vacuum bake out procedure
is the water present in the air that condense in the vacuum components [156]. At
ultra high vacuum pressure, the hydrogen out-gassing present inside the steel is the
limiting factor [157].

Before assembly the vacuum system, all the vacuum components were carefully
cleaned. Using grease-free gloves and optical sheets soaked with acetone, impuri-
ties left from components manufacturing were removed. Small vacuum pieces were
cleaned using an ultrasonic bath in acetone. The vacuum chamber was assembled
after the components were cleaned. In the first assembly, Sr-stone, capillary holder
and science cell were not mounted in the vacuum system.

The entire vacuum bake-out procedure is reported in Fig.3.6. First, the appa-
ratus was evacuated connecting the turbo pump (Varian, TPS mobile) through the
angle valves reported in Fig.3.1. At this stage, pressure level inside the vacuum
chamber was measured by vacuum gauge of turbo pump. At the pressure level of
10−7 mbar, we started the bake-out procedure. The heating of the vacuum chamber
was made externally by means of heating bands connected to auto-transformers.
Each vacuum part was winded up with the heating bands and thermocouples were
placed in order to monitor local temperatures of the critical components. All the
apparatus was thermally insulated from room environment by means of several alu-
minium foils layers. By measuring the voltage drop of each bands and monitoring
the associated vacuum components temperatures we constantly increased the tem-
perature of vacuum system. In the regions where optical windows were present, we
increased the vacuum system temperature with a rate temperature below 20 ◦C/h.
This precaution was taken because the silica and the stainless steel have differ-
ent thermal expansion coefficient, in this way the different materials of windows
flange respond homogeneously to thermal stress avoiding a possible window break-
ing. Close to the NexTorrs pumps, we kept temperature below 300 ◦C in order to
avoid possible demagnetization of SIP magnets. The entire vacuum system was
kept at average temperature of 170 ◦C during 3 days. Before finish the bake-out
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Figure 3.6: Bake-out procedure. On the top panel, the average temperature of the
vacuum system during the bake-out procedure. The average temperature is computed
considering all temperatures measured with thermocouples. On the bottom panel, the
average pressure level measured inside the vacuum system.

procedure, NEGs elements were activated at 500 ◦C during 1 h by means of internal
heating component of the pumps. After the NEGs activation, the SIP elements
were switched on and off repetitively causing the SIP degassing. At the end of
the bake-out procedure when the average temperature was below the 100 ◦C, the
SIPs element were switched on and the angle valves were closed sealing the vacuum
chamber from exterior. With this procedure we were able to reach the 10−10 mbar
of vacuum pressure both in the HV and UHV regions.

Sr activation

Once reached the target vacuum level, we started the procedure for the Sr ac-
tivation. We closed the all-metal valve sealing the UHV and we vented the HV
region. After loaded the oven with 4 g of granular strontium we put the capillary
holder on oven aperture and then we connected them to the vacuum chamber using
the DN16CF vacuum connection. This assembly operation was made in a inert gas
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(Ar) environment by means of a glove-bag. We repeated the bake-out procedure
only for the HV region procedure. Before the final NEGs activation, we increased
the oven and capillary region temperature at 520 ◦C for 1 h in order to remove the
possible formation of oxide layer on the surface of Sr sample. After this procedure,
we set the Tov = 460° and the atomic flux is detected by means of laser fluorescence.
This is a clear indication that Sr vapour was successfully produced.

Bake-out of the cell

The only remaining component to assembly was the science cell. In the Fig.3.7,
the assembly phases of the cell are shown. After cleaning the bulk cell, we decided
to perform an air baking at 350 ◦C during 1 day using an external oven. Air baking
is another common strategy that reduce the hydrogen out-gassing from the steel
walls [158]. After the air baking, science cell appears brass-like as shown in the
Fig.3.7(b). We closed the all-metal valve sealing the HV and we vented the UHV
region. As shown in the Fig.3.7(c), the octagon cell was mounted to the vacuum
chamber and prepared for the bake-out procedure. For the presence of a lot of
windows element, the bake-out procedure for the science cell was made at lower
temperatures 100 ◦C for 3 days.

(a) (b) (c)

2

1

Figure 3.7: Science cell with octagon geometry and its assembly procedure to the
vacuum chamber. (a) Bulk cell before the air baking (b) Bulk cell after air bake-out
with mounted optical accesses. (c) Science prepared for the final bake-out. In the figure
some elements of the bake-out process are shown: (1) temperature sensor and (2) heating
band

3.2.5 Expected atomic flux
In this section we estimate the atomic flux generated from the oven consider-

ing the atomic beam collimation properties and geometrical constraints imposed
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by the capillaries. Geometrical constraints induced by capillaries set a maximum
atomic beam divergence. Maximum geometrical divergence θcap and solid angle
Ωcap admitted with capillaries is estimated as:

θcap = arctan
(

acap

Lcap

)
= 20 mrad Ωcap =

πa2
cap

L2
cap

= 1.25 × 10−3 sr (3.3)

where acap = 0.4 mm is the internal capillaries diameter and Lcap = 20 mm is the
capillaries length . The longitudinal velocity distribution in the thermal atomic
beam is generally described by [12]:

f(vL) = v3
L

2v4
th

exp
(

− v2
L

2v2
th

)
(3.4)

where vth =
√

kBTov/mSr. For a given longitudinal velocity vL, an upper limit in
the transverse direction vT is set by vT = vL tan θcap. The distance between the
oven aperture and the center of the 2D-MOT is d = 128 mm. From all these con-
siderations it is possible to estimate the thermal atomic beam width.

Adding the capillaries, two new length scales have to be considered: the capillary
aperture acap and the capillary length Lcap. Comparing these length scales with the
Sr-Sr mean free path inside the oven λov, we can enumerate two possible regimes
[159, 160] :

• if acap < Lcap < λov the presence of the capillaries does not affect the atomic
flux and the atomic collision inside the capillary are unlikely. In this flow
regime the capillary is considered "transparent" and the atomic flux emitted
by capillaries is proportional to pressure inside the oven;

• if acap < λov < Lcap the presence of the capillaries affects the atomic flux and
the atomic collision inside the capillary became more probable. In this flow
regime the capillary is considered "opaque" and the atomic flux emitted by
capillaries is no more proportional to pressure inside the oven.

Using the ideal gas law, we can predict the oven temperature value at which the
atomic flux regime is perturbed by the presence of the capillaries. As a function
of the oven temperature Tov, the vapour pressure of solid Sr is estimated with the
following equation [161]:

log10 PSr(Tov) = A + B

Tov
+ C log10 Tov (3.5)

where A = 14.232, B = −8572 K and C = −1.1926. Pov is expressed in Pa and Tov
in K. At Tov = 460 ◦C we get PSr(Tov) = 0.133 Pa. Considering Sr-Sr collisions as
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hard sphere collisions, the atomic density and the mean free path can be estimated
as:

nov = PSr(Tov)
kBTov

= 1.31 × 1019 atoms/m3 (3.6)

σSr = π(2rSr)2 = 7.85 × 10−19 m2 (3.7)
λov = (

√
2novσSr)−1 = 6.89 × 10−2 m (3.8)

where rSr = 2.5 × 10−10 m is the estimated Sr Van der Waals atomic radius [162].
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Figure 3.8: Comparison among atomic mean free path inside the oven λov and capillary
length scales acap, Lcap

The Fig.3.8 reports the mean free path λov as a function of oven temperature
computed according Eq.3.8. after the Tov > 500 ◦C the capillary is considered
"opaque" and the collision events among Sr atoms start to be become probable
along the capillary. According our estimations, at Tov = 460 ◦C capillaries are con-
sidered "transparent".

In the transparent regime is possible to give analytical estimation of atomic
flux effused from the capillary [160]. At Tov = 460 oC, atomic flux that enter in the
2D-MOT region is estimated according the following equation:

Φov = a88
1
4novv̄WScap (3.9)

= a88novv̄
2π

3
r3

cap

Lcap
Ncap = 5.8 × 1014 atoms/s (3.10)
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where a88 = 0.82 is the isotope abundance of 88Sr [116], rcap = 2 × 10−4 m is
the internal capillary radius, Lcap = 2 × 10−2 m is the capillary length, W ≃
8rcap/3Lcap = 0.026 is the Clausing factor which describes the transmission prob-
ability of atoms through a single long capillary in the long tube approximation
(Lcap ≫ acap), Scap is the total surface described by the capillaries array computed
as Scap = Ncapπr2

cap = 1.88 × 10−5 m2 where Ncap is the number of capillaries and
interstices of same capillary dimension (Ncap ≃ 150) and v̄ is the mean velocity of
the atoms inside the oven given by v̄ =

√
8kBTov/πmSr = 427 m/s.

3.3 Experiment control system
Atomic optical clock and in general many atomic physics experiments need a

precise timing sequence for the production and sampling of the cold atomic sample.
In our experiment we use the digital control system and related firmware designed
by Prof. Marco Prevedelli. Fig.3.9 depicts the simplified diagram of the experi-
mental control system. The heart of this experimental control is the motherboard
equipped with a FPGA (Xilinx, Spartan XC3S250E) clocked at 10 MHz with a peak
to peak voltage Vpp = 5 V sine wave. Motherboard and slave-boards are connected
via 32-bit bus channel. Via PC, the user can set the the slave-boards state and
their timing sequentially in a tabular form thanks to a dedicated Python software
[163]. The software also converts instructions into a bit-stream file readable from
the motherboard via USB serial connection. At specific timimg set by the user, the
motherboard sends the instructions to slave-boards via 24-bit bus. Bus commu-
nication via motherboard and slave boards has the following convention: 1-bit is
used as strobe pulse, 7-bit for the slave-board address and 16-bit define the state of
slave-board. Each slave-boards are uniquely identified by 7-bit address, each board
is allowed to read only its own instruction and its state is updated synchronously
with a 1-bit strobe pulse for precise timing. The minimum timing between two
consecutive instructions sustained by FPGA is 500 ns with a maximum instruction
rate of 2.5 MHz. Motherboard and slave-boards are voltage supplied by ±15 V and
+5 V provided by DC power supply, the voltage is distributed along the bus-channel
using extra bus bits.

In our experiment control, three kinds of slave-board are identified:

• Digital-board: Each board can provide 16 logical (TTL 5 V) output chan-
nels. Each 16 bits are simply buffered by 74HC374 integrated circuit. Digital
outputs of this board is used for fast operations such as trigger events,

• Analog-board: Each board contains 2 specific addresses and can provide
2 analogic signals ranging from -10 V to +10 V. Analogic signal is generated
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from 16-bit parallel DAC712. This board is used to drive the current generator
for the MOT and compensation coils.

• DDS-board: Each board can generate 2 radio frequency signals (RF) ranging
from 200 kHz to 140 MHz. The output power of channels can reach +13 dBm.
The RF signal is generated by AD9958 chip based on a 10 bit DAC. This
board has the possibility to be externally clocked up to 500 MHz. With
an external amplification stage, RFs provided by these boards are used to
frequency and power drive the acoustic-optic modulators. Considering the
time of the generated RF signal by the DDS and the FPGA command time
of the board, the board has a fixed programming delay time of 33 µs.

ANG

16-17

DDS

32
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1

DDS

33

DDS
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PC
exp-control.py

usb

motherboard
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64-bit bus

Figure 3.9: Simplified diagram of the experimental control system.

3.4 Blue laser light: Optical setup
The 1S0 – 1P1 atomic transition of Sr is used for the first cooling stage. This

atomic transition has a wavelength of λ = 460.861 nm, linewidth of Γ = 2π ×
30.5 MHz and saturation intensity of I0 = 41 mW/cm2. In this section, the blue
optical set-up and laser stabilization to the atomic resonance are explained in detail.

Blue laser source

We bought a commercial laser system (LEOSolution) as laser source of the
λ =460.861 nm. This system is made by an infrared laser source module and a sec-
ond harmonic generation (SHG) system. The infrared laser is composed by master
laser source and an infrared tapered amplifier (TA). The master is an external cavity
diode laser (ECDL) in cateye configuration and an internal interference-filter for
wavelength selection [164]. At master temperature of 19 ◦C and current injection of
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97 mA we were able to reach the wavelength emission of 921.725 nm. The system
has the possibility to extract a small portion of infrared light generated. We usually
send this infrared light to a wavelength-meter in order direct to control the lower
wavelength. At amplifier’s temperature of 18.3 ◦C and injection current of 3.3 A,
the system generates 1.7 W of infrared optical power. Infrared red light is coupled
to a second harmonic generation cavity which converts the infrared light into vis-
ible light close to the Sr atomic transition. The non linear optical conversion is
made by LBO crystal. Calibration curves of TA infrared laser power generated and
SHG output power are reported on Fig.3.10 The system is able to generate up to
600 mW of blu optical power with LBO crystal temperature of 39.5 ◦C. In Fig.3.10,
the power conversion between infrared light to blue light is around 35 %.

1.0 1.5 2.0 2.5 3.0
TA current / A

0.25

0.50

0.75

1.00

1.25

1.50

1.75

IR
 p

ow
er

 / 
W

TA charcterization

0.5 1.0 1.5
IR power / W

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
SH

G 
po

we
r /

 W

SHG characterization

Figure 3.10: Blue laser source characterization

Optical bench

In order to cool and trap the Sr atoms, the blue light has to be properly fre-
quency tuned and polarization controlled. The acoustic-optic modulator (AOM) is
the main tool used for the frequency manipulation of the light. Our AOM (Gooch
& Housego) use the RF signals to shift the light frequency in the MHz regime. RF
is generated and controlled by a DDS board. In order to match the injection RF
power requirement of AOM, RF amplifiers up to +30 dBm are usually employed.
At RF frequency higher that 140 MHz, RF duplication stages are also employed
(Minicircuits). Blue light polarization is controlled via polarizing beam splitters
(Solid, PBS), π/4 retarding waveplates (Solid, λ/4) and π/2 retarding waveplates
(Solid, λ/2).
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Figure 3.11: Blue optical setup. Beam shaping lenses are omitted

fAOM/MHz ηAOM/% Power/mW waist/mm s ∆/Γ
spectroscopy -80† 50 0.5 0.37 0.11 0.0
2D-MOT -210 78 100 9.50 3.28∗ -1.6
sideband -260 84 100 9.50 3.28∗ -3.13
push -80† 50 0.15 0.81 0.34 0.0
MOT -200 85 45 6.20 2.49∗ -1.2
probe -80,-80 76,87 0.5 0.83 1.07 0.0

Table 3.2: Optical parameters. AOMs frequencies and related efficiency are reported in
the first and second column respectively. The third column reports the optical power after
the AOMs. The others columns report optical beam e−2 radius, saturation parameters
and the detunings of the optical beam interacting with the Sr atoms. Output power of the
blue laser source is about 600 mW. (†) AOMs are considered in double-pass configuration.
(∗) The calculation of saturation intensity is performed considering the retro-reflected
contribution. For the MOT beam, the windows trasmittivity Tw = 80 % is considered.
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3 – Building the experimental apparatus

Fig.3.11 and Tab.3.2 report our optical set-up. Blue light is generated by laser
system described before and then it is split in two optical paths with a PBS. Almost
of all blue power is fiber injected in a singlemode optical fiber (OZ Optics, QSMJ-
3S3S-400-3/125-3-5) with 73 % efficiency. The output light is then distributed in
different optical path as shown in the Fig.3.11. A large component of the reflected
beam is used to generate the probe beam with AOMs in cascade configuration. The
probe beam is then fiber coupled in a single mode polarizing optical fiber (Schafter
+ Kirchhoff, PCM-E-460Si) with efficiency of 35 %. The small part of the reflected
component is sent through a heatpipe (spectroscopy cell) where the laser source is
frequency stabilized on the Sr atomic transition 1S0 – 1P1 . A detailed description
of this method and its experimental implementation is given in Sec.3.4.1. As shown
in the Fig.3.11 and Tab.3.2, we reach the resonance condition νeg for a given laser
frequency νL by shifting the laser frequency with the spectroscopy AOM. The final
relation can be written as:

νeg = νL + f spec
AOM (3.11)

where νeg is the resonant optical transition 1S0 – 1P1 of 88Sr and f spec
AOM = −160 MHz

is the RF shift of the spectroscopy AOM. In this way, the distributed laser light
νL is not on resonant with the 1S0 – 1P1 transition and red detuned frequency shift
needed for the laser cooling process can be reached by a single pass AOMs with
negative RF but with higher absolute RF compare to f spec

AOM. This is useful for our
sideband optical path and in other experiments where a higher detuned Zeeman
slower beam is usually employed. The sideband beam is combined with the 2D-
MOT beam as shown Fig.3.11.

3.4.1 Laser stabilization to 1S0 – 1P1 transition of 88Sr
Dealing with the laser cooling and trapping experiments, the frequency sta-

bilization of the laser source is a necessary step. The high melting point of Sr
(∼777 °C) imposes the use of dedicated heatpipe (spectroscopy cell) [165], or a di-
rect spectroscopy on the atomic beam [166]. Locking the laser source to an external
passive cavity [167, 168] or using a high-accuracy wavelength meter are also possi-
ble [169]. Our approach was to rapidly stabilize the blue laser source using spare
heatpipe components already present in the laboratory and tackle in the future a
general and definitive multi-lasers stabilization method. The next generation laser
stabilization will be discussed in Sec.3.9.

In our experiment, the laser stabilization is performed by wavelength modula-
tion saturation spectroscopy (WMSS) technique. This technique is composed by
two parts: the saturation spectroscopy (SS) [170–172], which gives us an absorption
signal with linewidth close to the natural linewidth of the atomic transition, and
the wavelength modulation (WM) [173, 174], an experimental technique that gen-
erates the error signal for the laser stabilization extrapolating the derivative of the
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3.4 – Blue laser light: Optical setup

absorption signal.

Wavelength Modulated Saturation Spectroscopy

The working principle of SS can be found in reference [80]. A counter-propagating
beam is send through the heatpipe, the propagating beam is called pump and the
counter-propagating one is called probe. The absorption coefficient is extracted
from the optical beam which passes twice thorough spectroscopy cell (probe beam).
If the laser light is detuned from the resonance of the blue strontium transition,
the pump and the probe beam interact with atoms having different longitudinal
velocity class inside the spectroscopy cell. In this case, the extracted absorption
coefficient of the probe beam will be affected by Doppler broadening. If the laser
light is on resonance, the probe and the pump beams interact with atoms that
have zero velocity along the direction of the pump and probe beams. In this case,
the probe beam is less absorbed because the pump beam has already exited the
majority part of the atoms. Scanning the frequency of the blue laser by master’s
piezo tuning, is possible to observe a dip in the absorption profile with a linewidth
close to the natural linewidth of the atom transition probed. An example trace of
the absorption dip is shown in top panel of Fig.3.14.

Due to a parity symmetry of the trace reported in the top panel of Fig.3.14, the
laser source can not be stabilized at the center of the absorption dip profile. If lasers
frequency drifts from the dip center, no information of the direction of connection
can be obtained and consequently it is not possible to apply a correct feedback to
master’s piezo. On the other hand, its derivative carries on this feedback informa-
tion. The derivative of the absorption profile is extracted using WM technique for
the probe beam. Introducing the WM modulation in the pump and probe beam,
their instantaneous wavelength λ(t), and so their instantaneous frequencies ω(t),
can be written as:

ω(t) = ω0 + Ω sin(ωmt) (3.12)
where ω0 is the carrier frequency, Ω is the modulation depth, ωm is the modulation
frequency. In the Fourier space, the modulation described by Eq.3.12 generates
sibebands in the probe beam intensity at ω0±ωm, ω0±2ωm, ... with carrier frequency
ω0. Following the calculations described on [174], it is possible to demonstrate that
the intensity of the signal I oscillating at frequency ωm is proportional to:

I ∼ Ω da

dω
(3.13)

where a(ω) is the absorption profile. By demodulating the probe signal at ωm and
apply a low pass filter is possible to reconstruct the derivative of the absorption
profile. The choice of the low pass filter time constant has to maximize the signal
to noise ratio. During the absorption process, the probe beam acquires also a phase
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φ with respect to the generated WF signal. During the demodulation process, this
acquired phase reduces the extracted signal of component ωm. This problem can be
solved using a phase shifter which compensate the phase mismatch φ maximizing
the demodulated signal.

The heatpipe

In Fig.3.12(a), the main components of the heatpipe are shown. Bulk material
of the heatpipe is stainless steel tube with CF40 flange of the edges. Windows
of the cell (Thorlabs, WG12012) are glued to stainless steel tube with CF flange.
These supports are cut at the Brewster angle, with this shrewdness and a proper
polarization alignment, it is possible to extinguish windows optical reflection of the
blue light. Windows are glued to the stainless stell support by an epoxy glue (BI-
PAX, BA-2143D). The Sr vapour is generated by means of heater cartridges. The
hardware for the heating and for the stabilization temperature is the same as the
one of the oven in Sec.3.2.3. The tube is designed with a small lateral connection
used for evacuation. A brass valve (Swagelock) gives access for external pumping
and gas filling.

(a) (b)

1
2

3

4

5

pumping

Ar

Figure 3.12: Spectorscopy cell. (a) Experimental setup for the optimum buffer gas
pressure tuning. The figure depicts a brassed valve (1), a pressure gauge sensor (3), the
external pumping system (4) and the valve for the buffer gas flux regulation (5). (b)
Heatpipe side view. The strontium chunk is visible inside the heatpipe.

The Sr metallic chunk is loaded inside the heatpipe with the following procedure.
As show in the Fig.3.12(a), we connected on the brass valve (1) a cross junction
in order to: measure the local pressure by means of gauge valve (3), evacuate the
heatpipe by external turbo-molecular pump (4) and flush some inert Ar gas inside
the heatpipe with a proper valve (5). After testing the vacuum seal of the system,
we loaded Sr chunk in inert Ar gas environment by means of a glove-bag. In
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3.4 – Blue laser light: Optical setup

Fig.3.12(b), is possible to observe 3 g of Sr chunk loaded inside the heapipe. Ar gas
acts as a buffer gas reducing the Sr contamination on the spectroscopy windows.
Pressure of the buffer gas was optimized in order to increase the signal to noise
ratio of the absorption profile and reduce the linewidth of the spectroscopy dip. In
the final configuration of PAr=1 mbar we observe an absorption profile level of 80 %
and a dip height of 6 % relative to the absorption profile.

Experimental setup and spectroscopy signal

Laser 461nm

spectroscopy

heatpipe

AOM

600 mW

Lock-in 

RF amp
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,
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Figure 3.13: Experimental setup of WMSS
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Figure 3.14: Spectroscopy signals obtained with master’s piezo sweep. Blue line reports
the absroption profile dib obtained with SS method. Red line report the error signal
extracted by WM procedure
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Demodulation, filter process and phase shifter can be achieved with a lock-in
amplifier. The optical and electronic experimental setup for the WMSS is reported
in Fig.3.13 A double pass AOM configuration is used to introduce the WM via
the first diffraction order of the blue laser. The WM is generated by a frequency
synthesizer (Siglent, SDG2122X), the carrier frequency of the AOM was set to ω0 =
2π×80 MHz and the modulation depth Ω = 2π×6 MHz. A beam sampler sends the
probe light to a Photodiode (Thorlabs, PDA10A-EC). The modulation frequency
was generated by the lock-in amplifier (Signal Recovery, 7265) at ωm = 2π ×
77.447 kHz. This value is chosen considering the low frequency noise components
of photodiode spectrum. We also choose a prime number of the modulation in
order to avoid any higher harmonic coupling of noise spectrum peaks. After the
lock-in amplifier demodulation, the error signal shown in the Fig.3.14 is obtained.
The time constant of the low pass filter of the lock-in in was set at τ = 600 µs.
The lock-in phase φ is set in order to eliminate the in-quadrature component of
ωm maximizing the extracted feedback signal. The experimental strategy to do
so consist in finding the phase φ that minimizes the error signal and then move
to φ + π/2 in order obtain best signal. Finally, a PID (SRS, SIM960) with only
integrative gain GI = 1.1 s−1 that stabilizes the laser frequency using error signal
generated from the WMSS technique.

3.5 Pre-cooling stage: Two dimensional magneto
optical trapping

As already explained in Sec.3.2.1, the apparatus contains two vacuum regions,
HV and UHV, connected by a short differential pumping channel. In the HV
region, Sr thermal atomic flux is pre-cooled by means of transversally 2D-MOT
loading. 2D-MOT region is defined by the intersection of two orthogonal pairs of
counter-propagating beam e−2 radius of ω2D-MOT = 9.5 mm and a maximum beam
dimension of 2.5 cm limited by the aperture of most of the optical components.
The magnetic field of the 2D-MOT is generated by 4 stacks of permanent magnets.
The positions and orientations of the magnets and its induced magnetic field will
be described in detail in Sec.3.5.1.

The 2D-MOT mechanical and optical assembly is shown in Fig.3.15. Cooling
optical beams are sent from the bottom widows (1) of the atomic source and retro-
reflected with a couple of mirrors and λ/4-waveplates (2) mounted on the lateral
breadboard (3). Suitable 3D-printed supports (4) are designed in order to main-
tain a compact design. These supports are made by ABS-plastic material, they
are designed to attach the λ/4 support to the vacuum system minimizing the to-
tal encumbrance. At a first attempt, supports for the retro-reflecting optics were
design and implement. Due to heating induced by the close presence of the oven,
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Figure 3.15: Mechanical assembly of the 2D-MOT. (1) Optical beams, (2) retro-
reflecting mirror and λ/4-waveplates. (3) Lateral breadboard. (4) 3D-printer supports.
Gray supports are waveplate holders. Black ones are a permanent magnet support.

instability on the MOT signal was observed during the day. An improvement in
the MOT signal stability was observed by mounting a side breadboard (3).

3.5.1 Permanent magnets configuration
The magnetic field of the 2D-MOT is generated by 4 stacks of permanent

neodymium bar magnets (EclipseN750-RB) as reported on [75, 103, 104, 107].
Each magnetic bar has dimension of 10 × 25 × 3 mm3 and magnetization vector
of M = 8.7(1) × 105 A/m. Spatial positions and orientations of the 4 stacks of
permanent magnets are reported in the Fig.3.16.
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Figure 3.16: Section view of the atomic source showing the permanent magnets orien-
tation and spatial positions. Magnets orientation are outlined with colors (N:blue, S:red).
(a) Top-view of the atomic source. Insert shows the atomic cloud shape in the 2D-MOT
without the push beam. (b) Side view of the atomic source. Insert shows the simulation
of the magnetic field amplitude and its orientation in the x − z plane.

In Fig.3.16(a), top view of the atomic source is reported. Magnets are placed
at the corners of an hypothetical rectangle and centred with respect to the 2D-
MOT. The rectangle short side between the magnets is 9 cm and the long side is
11 cm. Along the line of sight of the oven and before the 2D-MOT region, the first
magnets pair has the same orientation, while the second pair beyond the 2D-MOT
region has opposite direction as compared to the first one. The inset of Fig.3.16(a)
shows the stripe shape of the atomic fluorescence in the 2D-MOT. Picture in the
insert is taken without the push beam. The side view of the atomic source is
reported in the Fig.3.16(b). A pairs of 45° crossed optical beams with a suitable
polarizations are sent through the optical access of the multi cross channels. Two
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3.6 – The 3D magneto optical trap

mirrors and two λ/4-waveplates generate the counter-propagating beams of the
2D-MOT. On the right panel of Fig.3.16(b), the amplitude of the magnetic field
and its direction is reported. The magnetic field profile was simulated by Comsol-
Multiphysics software. We simulate the magnetic field generated by the magnets
in volumetric region of 20 × 20 × 20 cm3 centred with the center of the 2D-MOT.
Using the finite element method provided by the software the space is divided
into small free meshes and for each meshes the magnetic field is estimated for a
given boundary condition imposed by the magnets magnetization. We impose a
maximum mesh size of 3 mm close to the magnets and 1 mm along the direction
of the atoms emitted from the oven. The magnetic field numerically calculated
oscillates with an amplitude error less than 3 × 10−4 T along all the push direction
where the magnetic field is expected to be null. At position r smaller than the
distance among the magnets, and so within the interaction volume describe by
the 2D-MOT beams, the magnetic field vector B is well approximated with the
following equation:

B(r) = bx − bz (3.14)
where r is the generic position r = x + y + z and b is the magnetic field gradient
b = 0.2245(2) T/m.

3.6 The 3D magneto optical trap
Final MOT is loaded by the cold atomic beam produced from the atomic source.

MOT is located inside the sicence cell and it is realized by means of three pairs of
counter-propagating beams with a proper detunings and circular polarization in a
quadrupolar magnetic field. In this section, the design and realization of the MOT
and compensation coils are described. We also introduce the fluorescence detection
on its photodiode calibration used to estimate the number of atoms trapped in the
final MOT and also to estimate the atomic flux emitted from the atomic source
region.

3.6.1 MOT and compensation coils
The simplest configuration to produce either quadrupole field gradients or a ho-

mogeneous magnetic field in a given direction consists of a pair of coaxial twin coils.
In Helmholtz configuration (with currents flowing in the same direction rotation-
wise) constant magnetic field proportional to the current are produced while in the
anti-Helmholtz configuration (currents flowing in opposite directions) a quadrupole
magnetic field is generated in order to operate the MOT. A good reference for the
coils design for atomic physics experiments can be found at [175].
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The magnetic field generated from a single coil and its gradient can be estimated
as a sum of the single loops contributions. Considering a loop of radius r placed in
the x − y plane in the axial position z = d/2, the magnetic field along the vertical
z direction at the center x = 0, y = 0 can be estimated with Biot-Savart law:

Bloop
z (z, r, d/2) = µ0I

2
r2[

(z + d/2)2 + r2
]3/2 (3.15)

bloop
z (z, r, d/2) = −3µ0I

2
r2 (z + d/2)

[(z + d/2) + r2]5/2 (3.16)

where µ0 = 4π × 1 × 10−7 H/m is the magnetic permeability and I is the loop
current. The magnetic field of the coil with N winding in the radial direction (in
the plane x − y) and M winding in the axial direction (along the z direction) can
be computed as:

Bcoil
z (z, r, d/2) =

N∑
n=1

M∑
m=1

Bloop
z

(
z, rn,

dm

2

)
(3.17)

bcoil
z (z, r, d/2) =

N∑
n=1

M∑
m=1

bloop
z

(
z, rn,

dm

2

)
(3.18)

where the radius rn and the distance dm of the (n, m)-loop is computed as:

rn = r + a
(

n − 1
2

)
dm

2 = d

2 + a
(

m − 1
2

)
sgn(d) (3.19)

where a is the diameter of the wire and sgn(d) is the sign function.

Parameter symbol value
density dCu 8.63 × 103 kg/m3

resistivity ρCu 1.7 × 10−8 Ω m
resistance temperature coefficient αCu 3.9 × 10−3 K−1

heat transfer coefficient with air hair 1 × 101 W/m2K
emissivity εCu 3 × 10−2

Table 3.3: Copper coefficients [176]. The copper emissivity εCu is refereed to polished
copper

It is also possible to compute the temperature reached by the coil as a function
of the coil current employed. Considering the power balance between the electric
power provided to the coils and their dissipation processes, it is possible to write
the following equation at stationary condition:

I2 ρCuLcoil

π(a/2)2 (1 + αCu(T − T0)) = hairScoil(T − T0) + εCuScoilσB(T 4 − T 4
0 ) (3.20)
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where Lcoil is the total length of the wire used for the coil manufacturing, T0 =
22.5 ◦C is the reference temperature of the laboratory, Scoil is the total external
surface of the coil, and σB = 5.67 × 10−8 Wm−2K−4 is the Stefan–Boltzmann con-
stant. The remaining copper coefficients are reported in Tab.3.3. The term on the
left side of Eq.3.20 describes the electric power provided to the coil at constant
current I while the right side terms describe the dissipation of the electric power
by convection process between the coil and the air and also by irradiation process.
The total wire length Lcoil, the total mass Mcoil employed for the coil and the total
coil surface Scoil can be estimated as:

Lcoil = M
N∑

n=0
2πrn (3.21)

Mcoil = dCuπ(a/2)2Lcoil (3.22)
Scoil = 2(πr2

N − πr2) + 2πr(dM − d) + 2πrN(dM − d) (3.23)

The coil temperature T that fulfils the Eq.3.20 is estimated numerically using the
dichotomic procedure. I wrote a Python algorithm that computes the magnetic
gradient and the stationary temperature T reached by a system of coils. During
the simulation we also tested different higher copper emissivity εCu to simulate pos-
sible deviation for the polished case of the copper. Coils are design with a compact
geometry avoiding the implementation of water cooling system to cool down the
temperature of the coils. In the Fig.3.17(a), the coils arrangement respect to the
science cell is reported. This coils design is not definitive and it is adopted only for
this specific science cell. Once the cell will be replaced with the definitive science
cell, all the magnetic coils system will be re-design.

The increment of the coils temperature is not a fast process compared to the
time scale of the single clock cycle. This mean that for a single clock operation
we are legit to approximate the variation of coils temperature as a constant tem-
perature. The temperature of the coils, or more in general the temperature of and
external environment, can coupled to the clock energy levels by means of black body
radiation. In the literature there are several methods that allow us to predict black
body radiation line-shift induced by the temperature of an external system. One
possibility is to model the entire system and perform a numerical estimation of the
light shift induced [135, 177], design a science cell with a uniform well characterized
black body radiation shift [178], use a in-vacuum thermometer that measure the
temperature in the exact position of the atoms [179] or perform a clock interroga-
tion inside a cryogenic chamber [41].
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Figure 3.17: MOT and compensating coils. (a) Schematic arrangement of MOT coils
and compensating coils around the octagon cell. (b) Picture of the system. MOT coils
and compensating coils are hosted inside a suitable 3D-printed support. (c) MOT cloud

Compensation coils

The compensation coils are designed in order to induce a uniform magnetic field
of the order of 1 × 10−4 T/A (1 G/A). Compensation coils along the z direction
(blue coils) have a radius of r = 7.5 cm and they are placed at distance of d = 7 cm.
Each coil is made by 8 windings of circular copper wire with radius of a/2 = 0.4 mm.
The compensating field generated is estimated to be 9.8 × 10−5 T/A. Compensa-
tion coils along the x,y directions (red and green coils) have a side length of 7 cm
and are placed at distance of 15 cm. Each coil is made of 16 windings of circular
copper wire of with radius 0.14 mm. The compensating field generated is esti-
mated to be 9.1 × 10−5 T/A. All compensation coils are power supplied by current
source (Delta-Elettronika, ES015-10) capable of driving up to 4 A. As show in the
Fig.3.17(b), a custom 3D-printer support is designed to hold the compensation coils
positions. This support is fastened directly to the bulk of the octagon cell by screws
and it is designed to avoid the obstruction of the optical accesses.

Quadrupolar coils

Considering previous works [122, 123, 180], MOT coils are designed to generate
a magnetic field gradient of the order of 0.4 T/m. In order to avoid the presence
of a water cooling system, the copper wire diameter a together with radial and ax-
ial windings number N, M are chosen opportunely. Using the algorithm described
before, we scanned different wire parameters such as the wire diameter, winding
configurations ( transversal winding and axial windings) and internal coils radius.
The only external constraint is the axial distance between the coils d = 8.5 cm
which is fixed by the science cell size. Among the available choices that maximize
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Figure 3.18: Numeric prediction (blu line) and experimental characterization (orange
point) of the MOT coils. (a) Magnetic field gradient as a function of the current coils.
The dashed line show is the experimental characterization fit. (b) Temperature of the
coils as a function of the current coils

the magnetic gradient and minimize the temperature reached by the coils, we choose
a coils geometry with internal radius of r = 3.7 cm, wire diameter of a = 2.73 mm,
M = 14 axial windings and N = 11 radial windings.

The MOT coils current is generated from a power supply (Delta-Elettronika,
ES015-10) capable to drive 10 A. The power supply is software controlled, the power
supply converts the board voltage signal into a coils current. The MOT coils man-
ufacturing was performed by electronic workshop of University of Trento. During
the fabrication, a thermally conductive resin was apply on the wire in order to en-
sure a homogeneous heating dissipation among the internal windings. The coils lay
on the top of to the vacuum screws used to fasten the CF63 flanges of the science
cell. A small layer of kapton tape (less that 3 mm) was applied on the top of every
screws to reduce thermal conduction from coils to the science cell.

Comparison between experimental and simulated gradient sustained by the coils
is reported in Fig.3.18(a) We measured the magnetic field generated by the coils
as a function of the distance by means of a commercial Hall sensor. We estimate
an experimental gradient of 0.045(1) T/Am which is close to the expected value of
0.043 T/Am. Comparison between the temperatures reached of the coil at different
currents are with the predicted ones are reported and Fig.3.18(b). We measure
a maximum coils temperature of 60 ◦C at 10 A, this means that we can avoid the
introduction of water cooling system for MOT coils. The measured total MOT
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coils resistance is around R = 0.6 Ω. Using the Eq.3.20, we also simulate differ-
ent emissivity coefficients ε in order to take into account the possible effect in the
emissivity of the enamelled layer in the commercial copper wire and the effect of
the thermo-conductive resin to the polished copper εCu.

At 5 A of MOT coils current, the characteristic switch-off current of the system
is of the order of 20 ms. A reduction of switching-off time is observed by introducing
by IGBT (Semikron, SKM150GAL 12T4 ) in serial configuration with the power
supply and the coils. Controlling the gate voltage of the IGBT by a TTL signal it
is possible to reduce the switch-off time at 20 µs.

3.6.2 Fluorescence detection
In this section we describe the fluorescence calibration used to determine our

atomic source performances. In the first calibration, the collected scattering optical
power from the MOT cloud is converted in into a MOT number of atoms NMOT.
In the second calibration, collected scattering power coming from the interaction
of the probe beam and the cold atomic beam is converted into a atomic flux esti-
mation Φ2D of our atomic source.
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Figure 3.19: Schematic drawing of the experimental setup used to measure the MOT
fluorescence signal. Fluorescence signal collected by the photodiode is then amplified by
a low noise amplifier.
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MOT number of atoms

Figure 3.19 describes the fluorescence collection and measurement system used
to detect our Sr MOT. We employed a biased photodetector (Thorlabs, DET36A/M)
to generate a photocurrent IPD = RPDPPD, where PPD is the impinging optical scat-
ter power from the MOT and RPD is the detector responsivity. Total impinging
power to the photodetector PPD can be also rewritten as PPD = Ω̃PDTwPscNMOT
where NMOT is the total number of atoms in MOT , Psc is single atoms scattering
power trapped in MOT, Tw is the window transmissivity and Ω̃PD is the fraction of
solid angle detected by the photodiode.

First, we calibrated the photodiode responsivity RPD at λ =461 nm by measur-
ing for different optical powers impinging on the photodetector the related voltages
read from the oscilloscope. Comparing them and performing a linear regression fit,
we found that RPD = 0.141(2) A/W is the photodiode responsitivity at 461 nm,
which is compatible with the datasheet value.

The photodetector current IPD can be converted into a voltage signal either by a
load resistor (for instance by means of the input resistance of an oscilloscope) or by
a transimpedance amplifier. Because of the weakness of the MOT signal, we decided
to employ a low-noise signal pre-amplifier (Stanford research system, SR560 with
an overall transimpedance gain GPD = G × Ramp = 10 × 100 MΩ = 1 GΩ. Adding
this pre-amplifier gain stage, the bandwidth of the photodetector is reduced. The
time constant τPD of the photodetector system is computed considering the load
impedance, given by the input pre-amplifier resistance Ramp, and the capacitance
Camp = 25 pF in parallel to the photodiode capacitance CPD = 40 pF. These values
give a time constant of τPD = Ramp × (Camp + CPD) = 6.5 ms.

MOT fluorescence is collected by lens with diameter of 2.54 cm and focal f =
50 mm just outside the vacuum chamber. As shown in Fig. 3.19, the photodiode
detects only a fraction of the emitted fluorescence. For circular apertures, the solid
angle fraction detected by the photodiode can be estimated according the following
formula:

Ω̃PD = 1
4π

πr2
w

d2
w

= 3.56(2) × 10−3 (3.24)

where rw = 8 mm is the minimum optical access given by the cell window and
dw = 67 mm is the distance between cell window and the MOT cloud.

The number of atoms in the MOT NMOT corresponding to a given photodetector
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voltage VPD is computed with the following formula:

VPD = (GPARPDΩ̃PDTw Psc)NMOT (3.25)
= k−1

PDNMOT (3.26)

where Tw = 0.84(8) is the measured average window transmissivity and Psc is the
single-atom scattered power estimated as:

Psc = ~ωeg
Γ
2

sMOT

1 + sMOT + 4∆2
MOT/Γ2 = 1.11 × 10−11 W (3.27)

where ωeg = 2πc/λ, ∆MOT = −1.2 Γ is the MOT beams detuning and sMOT is
saturation peak intensity estimate as:

sMOT = Tw(1 + T 2
w) × 2PMOT

πw2
MOT

1
I0

= 2.49 (3.28)

where PMOT = 45 mW, wMOT = 0.62 cm is the MOT waist, and I0 = 41 mW/cm2 is
Sr saturation intensity. Pre-factor Tw(1+T 2

w) takes into account the retro-reflection
of the MOT beams. Reversing Eq.3.26 we get

kPD = 0.22(3) × 106 atoms/V (3.29)

Atomic flux calibration

We also measured the atomic flux delivered from the atomic source before the
MOT region. We measured the atomic flux Φ2D emitted from the 2D-MOT region
by probing the cold atomic beam with a transverse probe beam. Probe beam is sent
along the vertical z direction through the MOT center. Because of the common
optical path between the probe beam and the vertical MOT beam, the probe has
a circular polarization.

From the collected probe beam fluorescence, the atomic flux can be estimated.
According the formula reported in [166]:

Φ2D = ρSintvL (3.30)

= kPDVPD

Vint

Ω̃σ

F (vT )SintvL (3.31)

where vL and vT are longitudinal and transverse velocity of the cold atomic beam
emitted from the atomic source. The experimental values of vL and vT will be
estimated in Sec.5.2. Ω̃σ describes the relative solid angle reduction detected by
the photodiode considering the radiation pattern induced by the probe polarization
along the detection direction. Because of σ polarization has a quasi-uniform spatial
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radiation pattern along the detection direction, this number can be reasonably
estimated to be Ω̃σ = 1 [181, 182]. Sint is the interaction section between the
atomic beam and the probe beam. F (vT ) is a factor that takes into account the
Doppler contribution of the transverse components of the cold atomic beam. This
factor is estimated according the following equation [166]:

F (vT ) = 1√
2π

∫ +∞

−∞

e−v2/2v2
T

1 + 16π2(v/λΓ)2 dv (3.32)

The parameter Vint is the interaction volume between the probe beam an the
cold atomic beam coming from the 2D-MOT. We estimate the interaction volume
as Vint = πw2

probeaDPC = 4.22 mm3 where aDPC = 2 mm is the maximum diam-
eter of the differential pressure channel. We estimate the interaction surface as
Sint = πw2

probe = 2.11 mm2, where wprobe = 0.83 mm is the probe waist.

The kPD is photodetector voltage-to-atoms conversion factor computed accord-
ing Eq.3.29. Considering a probe detuning of ∆probe/Γ = 0, a probe saturation
intensity sprobe = 2.74 and a photodiode transimpedence GPD = 1010 Ω we ob-
tain a conversion factor of kPD = 7.88 × 103 atoms/V. Finally, the Eq.3.31 can be
rewritten as:

Φ2D = k∗
PDVPD

vL

F (vT ) (3.33)

where the new photodetector calibration factor is estimated as:

k∗
PD = 3.9(5) × 106 atoms/(Vm) (3.34)

3.7 Red light sources
In this section, the red laser sources needed for the repumping and second cool-

ing stage and clock laser are described. The laser source have home-made assembly
using the External Cavity Diode Laser (ECDL) design. After highlighting the main
advantages of this compact laser source design, characterizations of the laser sources
are discussed.

3.7.1 External Cavity Diode Laser
Nowadays, External Cavity Diode Lasers (ECDL) represent a common config-

uration to increase the diode laser wavelength tunability and spectral purity. Our
homemade (ECDL) is based on the compact design of [172, 183] which is called
Littrow configuration. A theoretical treatment to the resonance conditions of this
double cavity system is also called three-mirror cavity model [184, 185].
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,n

L d

R2 R1

L ext

Rg

Figure 3.20: Schematic of a Littrow configuration ECDL showing the laser diode,
collimating lens, diffraction grating, and output beam. The diode cavity is described
by cavity length Ld, facets reflectivity R1, R2, chip material optical absorption α and
refractive index n. θ is the Littrow angle, Lext is the external cavity length and Rg is the
reflectivity of the grating for a selected mode.

Fig.3.20 shows the main components of the ECDL in Littrow configuration.
Diode laser is depicted as a small linear cavity with a length Ld with reflecting
facet R1 and partially reflecting facet R2. Depending on the type of the diode
laser, the facet R2 can be partially reflecting, for the case of the Fabry-Pérot diode,
or also anti-reflecting coated. The material of the diode laser is described by a
refractive index n, optical absorption coefficient α, and optical gain g. The ma-
terial gain g is related to the presence of the material doping and the diode laser
injection current. Light is out-coupled from diode laser cavity from the less reflec-
tive facet R2, out-coupled light is collimated by a short focal lens and it is coupled
with the external cavity generated by the reflectivity of a diffraction grating Rg.
Entire system operates as a double cavity laser system, where the first short cavity
generates the laser light and the second longer cavity, composed of a diffraction
grating, provides a wavelength selective optical feedback. From the experimental
point of view, the tunability of the emitted wavelength is performed in two ways:

• A coarse wavelength tuning is performed by geometrical alignment of the
diffraction grating. This is usually done by a dedicated mechanical micro-
metric screw which rotates by an angle θ the grating position, hence changing
the wavelength of injected optical feedback.

• A fine wavelength tuning is performed by controlling temperature and the
injection current of the diode laser. This is usually performed stabilizing the
temperature of the ECDL by means of Thermo-electric cooler (TEC).

• A finale tuning is provided by a piezo-electric element that translates the
horizontal position of the grating.
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Expected linewidth

The ECDL configuration was designed also to increase the spectral purity of the
emitted laser light. In fact, the theoretical limit of laser linewidth ∆ν is provided
by the Schawlow–Townes formula [186] modified to include the linewidth enhance-
ment factor (1 + β2) that is due to coupling between intensity and phase noise in
semiconductor diode lasers [187]. With these considerations, the linewidth of the
single diode laser can be estimated as [188, 189]:

∆ν = πhν0

P0
(∆ν0)2nsp(1 + β2) (3.35)

where ν0 is the lasing frequency of the fundamental mode and P0 is its emitted
power. The parameter nsp is the number of spontaneous photons in the mode
ν0, which approach the unity above the threshold [188] and β is the linewidth
broadening with a value 3 to 10 [187]. ∆ν0 is the passive cavity linewidth. For the
single diode laser (SD), the cavity linewidth can be estimated as [185]:

∆ν0
SD = c

2nLd

(
αLd − 1

2 ln
√

R1R2

)
(3.36)

Adding the third mirror, the lindewidth of the ECDL system can be written as
[185]:

∆ν0
ECDL = c

2(nLd + Lext)

(
αLd − 1

2 ln
√

R1R2k
)

(3.37)

where k takes into account the coupling of the external cavity R2 - Rg relative to
R2 and it is estimated as:

k = 1 + (1 − R2)
√

Rg

R2
(3.38)

The maximum linewidth reduction is estimated considering the spectral linewidth
gain of the ECDL system compared to the single diode laser is estimated comparing
Schawlow–Townes linewidth with these two different passive cavities [190]

∆νECDL

∆νSD
≃
(

∆ν0
ECDL

∆ν0
SD

)2

≃
(

nLd

Lext

)2
(3.39)

Considering a typical chip length Ld ∼ 1 mm and Lext ∼ 3 cm we get a linewidth
reduction of the order of 10−3. The last equation is valid for a low coupling regime
(k ∼ 1) where the the grating reflectivity Rg is neglected. As demonstrated in
[191], the grating properties do not affect the order of magnitude of the spectral
linewidth gain estimated in Eq.3.39.
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Figure 3.21: ECDL during the two main alignment phases: (a) light collimation of
the laser diode and (b) reduction of the threshold current at specific wavelength during
the lasing. Numbers in the figure show the main component of the ECDL. (1) Laser
diode and collimating lens clamping system, (2) Collimated light of the laser diode ,
(3) Grating mechanical support , (4) Screw of the vertical alignment, (5) screw of the
horizontal alignment, (6) optical profile of the ECDL, (7) TEC and (8) circuits for laser
diode protection and FM modulation. The manufacturing process was made by UNITN
and INRIM mechanical workshops.

3.7.2 Second cooling stage and repumpers light sources
Our homemade aluminium mechanical design is depicted in Fig.3.21. Diode

laser and the collimating lens holder are fixed inside a collimating tube (Thorlabs,
LT230P-B) with a focal lens of f = 4.5 mm and numerical aperture of NA=0.55.
This holder fixes the diode laser position and offer the possibility to tune the lens
position by externally screw the lens holder. This method avoids the use of epoxy
glue for lens position fixing. The lens and diode holder is easily clamped externally
(1) to the bulk as show in the Fig.3.21. Once the optical mode is collimated (2)
in the near and far field we fixed the diffraction grating (Thorlabs, GH13-12V)
and its support (3). The grating support hosts a piezo-eletric element (Thorlabs,
AE0203D08F) used for fine tune of wavelength emission. Vertical (4) and horizon-
tal (5) coarse alignment of the grating are performed by micro-metric screws.

The output wavelength is selected by changing the angle of incidence on the
grating and monitoring it with a wavelength-meter (Burleigh, WA1000). Setting
the injection current of the laser diode slightly below its threshold current, optical
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feedback is observed by sudden flare of the out-coupling light (6) during the grat-
ing vertical alignment. Walk-off between horizontal and vertical alignment is also
observed, so the entire procedure is continuously repeated until a reduction of the
threshold current at the desired wavelength emission is observed.

Fine tuning of wavelength emission is made by changing the temperature of the
laser cavity. The temperature of the system is controlled through a peltier element
(Thorlabs, TEC3-6). The thermal contact between the peltier element and the bulk
material is ensured by a thermo-conductive paste. A temperature sensor (NTC) is
employed in order to monitor the temperature and to stabilize the temperature of
the system at the desired value by means of an external PID changing the peltier
current source.

SM
A

Figure 3.22: Laser diode FM modulation circuits.

A small printed circuit board (8) for the diode laser protection is also present.
The schematics of the circuit is reported in Fig.3.22. This circuit offer the possibility
to perform a fast frequency modulation (FM) of the diode injection current. The RF
signal is injected into the SMA connector and after a impedance matching stage,
given by resistor and capacitance, the signal goes to the base of a FET element
(Fairchild, J113). The FET absorbs the current of the laser diode generating the
desired modulation. The circuits clamps any reverse voltage spikes applied to the
laser diode by means of a Schottky diode. The printed circuits board was designed
using Kicad EDA electronics design automation suite.

ECDL characterizations

Examples of the ECDL characterization are depicted in Fig.3.23,3.24,3.25. These
ECDL are designed to address different Sr atomic transitions as the rempumping
transitions 3P2 – 3S1 , 3P0 – 3S1 , and the second cooling stage transition 1S0 – 3P1 .
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The top panels of Fig.3.23,3.24,3.24 show the emitted power as a function of the
injection current of the diode laser. The graphs compare the current-power charac-
terization for the single diode (red-triangles) and for the ECDL configuration of the
same diode (blue point). The middle panels of Fig.3.23,3.24,3.24 show the emit-
ted light frequency tuning as a function of diode temperature. The bottom panels
show the emitted light frequency as a function of the piezo voltage (PZT voltage).
The orange lines are a linear fits used to extrapolate the coefficients ∆ν/∆T and
∆ν/∆V of ECDLs. Fit results and summary of the ECDLs characterizations are
reported in Tab:3.4.

3P2 – 3S1
3P0 – 3S1

1S0 – 3P1

diode laser
chip type HL7001MG HL6750MG HL6738MG

λ/nm at T=23 °C 705 685 690
Ith / mA 47.0(5) 45.0(5) 55.0(5)

ecdl
Ith / mA 41.0(5) 43.0(5) 47.0(5)

∆ν/∆T / GHz/°C -26(1) -22.8(6) -16(1)
∆λ/∆T / pm/°C 43(2) 35(1) 26(2)

∆ν/∆V / GHz/V -0.48(6) -0.53(2) -0.4(1)
∆λ/∆V / pm/V 0.8(1) 0.8(1) 0.7(1)

cavity length /mm 17.4(2) 17.3(2) 15.6(2)
free spectral range / GHz 8.6(1) 8.6(1) 9.6(1)

mode hopping / GHz 2.4(2) 1.7(2) 1.9(2)
work point

I / mA 80 70 81
T / °C 37 7.0 23.5

P / mW 25.5 13.7 9.04
λ /nm 707.203 679.290 689.445

Table 3.4: Summary of the ECDLs characterizations.

Repumpers optical bench

The Fig.3.26 reports the repumpers optical setup. The laser lights generated
by the ECDLs are superimposed and combined with the blue MOT beam. A small
portion of laser lights is also coupled to wavelength-meter to check and calibrate
the emitted wavelengths of the lasers. Two optoisolators are also employed in order
to avoid optical feedback in the master cavity. Both optoisolators (Crystal, OI-
725-03-707, OI-685-03-679) have a transmission efficiency around 75 % and optical
isolation of −25 dB. The AOM efficiency is 65 % for both wavelengths.
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Figure 3.23: Characterization of repumper light source for 3P2 – 3S1 (λtar = c/νtar =
707.203 nm). The top panel reports the optical power as a function of the diode injection
current for the single diode laser (red triangles) and with the ECDL design (blu point).
The middle panel reports the frequency emission ν to the target frequency νtar as a
function of the temperature of the ECDL (blue point). The bottom panel reports the
frequency emission ν to the target frequency νtar as a function of the PZT voltage (blue
point). Orange lines are linear fits used to extrapolate the coefficients ∆ν/∆T and
∆ν/∆V .
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Figure 3.24: Characterization of repumper light source for 3P0 – 3S1 (λtar = c/νtar =
679.290 nm). The top panel reports the optical power as a function of the diode injection
current for the single diode laser (red triangles) and with the ECDL design (blu point).
The middle panel reports the frequency emission ν to the target frequency νtar as a
function of the temperature of the ECDL (blue point). The bottom panel reports the
frequency emission ν to the target frequency νtar as a function of the PZT voltage (blue
point). Orange lines are linear fits used to extrapolate the coefficients ∆ν/∆T and
∆ν/∆V .
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Figure 3.25: Characterization of repumper light source for 1S0 – 3P1 (λtar = c/νtar =
689.445 nm). The top panel reports the optical power as a function of the diode injection
current for the single diode laser (red triangles) and with the ECDL design (blu point).
The middle panel reports the frequency emission ν to the target frequency νtar as a
function of the temperature of the ECDL (blue point). The bottom panel reports the
frequency emission ν to the target frequency νtar as a function of the PZT voltage (blue
point). Orange lines are linear fits used to extrapolate the coefficients ∆ν/∆T and
∆ν/∆V .
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Figure 3.26: Repumpers optical setup

3.8 Clock laser: Universal synthesiser concept
Low level of frequency instability is one of the most important requirement of

the clock laser. A high finesse cavity is usually employed as frequency reference for
the clock laser. In the infrared domain the best ultrastrable cavities are able to
reach the level of 10−17 of frequency instability by means of long cavities system
[192], crystalline mirrors coating [193] and cryogenic environment with high level
of temperature control [64].

In metrological institutes more than one optical atomic clock is usually oper-
ating and all of these hold a requirement of high stability. In order to avoid the
highly cost of ulstrastable cavities for each atomic clock, the technique based on the
spectral purity transfer is employed. The main idea consists in sharing the spectral
purity of the ultrastable laser with other region of the optical spectrum by means
of a frequency comb [194–196]. With this approach, more reference slave lasers can
be locked to one single ulstrastable master laser. This spectral purity transfer of
ultrastable laser is also referred as universal synthesizer method.

As depicted in Fig.3.27, our future goal is to stabilize the strontium clock laser
by locking it to the Ytterbium ultrastable laser [47]. At INRIM, we successfully
stabilize a slave laser to the master Ytterbium clock laser with a locking bandwidth
around 60 KHz [197]. Depending on the spectral purity of the strontium clock laser,
it will be evaluated a directly stabilized to Ytterbium clock laser without employing
a own stabilization cavities.
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Figure 3.27: Future scheme of INRIM universal synthesizer. The spectral purity of the
Yb clock laser source is transferred to the Sr clock laser source by means of a frequency
comb. Atomic clock transitions are reached by non-linear fiber duplication of infrared
clock laser sources. As shown in the inset of the frequency comb spectrum, spectral purity
transfer is performed in the infrared domain. Virtual beatnote method is the analogic
error signal generation used to stabilize the Sr clock laser source to the Yb clock laser
source.

3.8.1 Laser source design and characterization
As explained in the previous section, the clock laser source at 698 nm is gener-

ated from duplication process of 1396 nm laser light, while the stability of the laser
will be ensured by the spectra purity transfer method. In this section we present
the design of the clock laser source following the work of [198], In this work, the
authors were able to generate a laser source system with tunability from 1420 nm
to 1620 nm and small linewidth of 5.2 kHz in ECDL configuration. In the following
paragraph, the main components of the laser, the mechanical design a preliminary
characterization are reported.

Half Butterfly gain chip

The main component of our clock laser is the half-butterfly 20 dB gain chip
(Thorlabs, SAF1450S2). Fig.3.28(a) depicts the main components of the chip and
Fig.3.28(b) shows the chip front view. Light source is generated inside an angle
faced optical waveguide. This waveguide is characterized by a normal facet and and
angled facet with different reflectivities R1 ∼ 10 %(normal facet), and R2 ∼ 0.005 %
(angle facet). Length of the waveguide is Ld = 1.5 mm with a refractive index of
n = 3.5. The emitted optical power is directly coupled into an integrated optical
fiber as shown in Fig.3.28(a), while a small amount of power is emitted on the
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angle faced waveguide with and angle of 26° compare to the chip case. The emitted
wavelength of this gain chip is centred at 1450 nm with a span of ∆λ ∼ 300 nm. The
chip is also equipped with an internal thermoelectric cooler (TEC) and thermistor
which provides the chip temperature stabilization. The chip is controlled by a
INRIM’s driver current source and temperature stabilization. This system offers a
temperature stability of 4 mK and a current noise of 10 µA.

(b)(a)
optical 
isolator

collimating
lens

optical
waveguide

TEC 

Fiber
injection

127 mm

Figure 3.28: half-butterfly gain chip. (a) Schematics of internal components of the
gain chip. The out-coupled light from the normal surface is collimated by a lens in order
to provide the fiber injection. The chip has also an internal optical-isolator in order to
suppress optical feed-back. (b) Front view of the half-gain chip.

Mechanical design and alignment procedure

The alignment of the external cavity was performed by monitoring at the same
time both the optical power and the spectrum profile. By means of unbalanced
fiber coupler, the less attenuated component (−1 dB) was send to the power-meter
in order to monitor the lasing condition while the highly attenuated component
(−14 dB) was sent to optical spectrum analyser (OSA) in order to observe the
spectrum profile and the central wavelength of the emitted light.

The mechanical design of our ECDL clock laser is shown in the Fig.3.29. The
distance between the gain chip (1) and the collimating lens position (2) of f = 2.97
(Thorlabs, C660TME-C) was chosen to favourite the lasing of extended cavity. The
external diffraction grating (3) (Newport, 33012WCO01-544H) with has a reflec-
tivity of Rg = 90 %. The grating is glued to an alluminium support to a kinematic
mirror holder (Newport) which is fixed to ECDL bulk in two orhogonal points (4-5)
as show in the Fig.3.29. For the fine wavelength tuning, a piezo-elettric element
(6) was inserted between the horizontal screw and the case of the kinematic mirror.
The external cavity length is measured at Lext = 5.3 cm.
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Figure 3.29: Clock laser assembly. The main components in the figure are the gain
SAF1450S2 chip (1), collimating lens (2), the diffraction grating and its alluminium
support (3), the vertical (4) and the horizontal (5) kinematic mirror fixing points, piezo-
electric element (6).

Monitoring the output power on the fiber, collimating lens position was fixed
with a triaxial micro-traslator, vertical and horizontal orientations of the grating
were aligned in order to observe the ECDL lasing. Once the lasing condition was
observed, the desired wavelength was selected by rotating horizontally the grating.
Due to the correlations between the lasing alignment and the selection of the spe-
cific wavelength, this procedure was iterated until high power emission at desired
wavelength was observed. Iterations were performed at different collimation dis-
tances in order to find the highest power emission at selected wavelength. The final
position of collimation lens was then fixed by bi-components glue (UHU, Endfest)
at its best configuration.

ECDL characterization

Fig.3.30(a) shows the spectrum of our ECDL clock laser (red line) as compared
to the spectrum of the chip without the diffraction grating (blue line). The resolu-
tion bandwidth of the optical spectrum analyser is around ∆λOSA = 1 nm1 with a
wavelength range of 1500 nm. In the blue line is possible to appreciate the sponta-
neous emission gain profile of the single chip. Red line clearly shows the lasing of
our clock laser around the target wavelength λ = 1396 nm. In order to figure out
the presence of multimode peaks in the lasing profile, we reduced the wavelength
range at 5 nm with a resolution of ∆λ = 0.05 nm. The inset in Fig.3.30(a) shows
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the result of this investigation: with a resolution of ∆λ = 0.05 nm is possible to
observe the absence of the multi-mode peaks in the lasing profile. We also estimate
the Single Mode Suppression Ratio (SMRS), which quantifies the attenuation be-
tween the center longitudinal peak with the nearest noise sideband. From the inset
plot of Fig.3.30(a), the estimated SMSR is −36 dB
.
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Figure 3.30: (a) Optical spectrum comparison between the single waveguide emission
(blue line) and with the ECDL configuration (red line). In the inset the lasing profile
with a wavelength span of ∆λ = 4 nm. (b) Power emitted as a function of the injection
current.

In Fig.3.30(b) the characterization of the clock laser optical power as a function
of the injection current is reported, At I = 411 mA we get 9 mW of output power
with ECDL configuration. From the current-power characterization is possible to
estimate a threshold current of Ith = 292 mA. The power emitted by chip without
the grating is 115 µW at I = 411 mA.

A gain in the output power by lowering the temperature of the chip T = 15 ◦C is
also observed. Unfortunately, after few hours it seems that lower chip temperature
goes to ruin the internal alignment of the fiber chip causing a reduction of the
output power less than 1 mW. Returning at T = 25 ◦C we were able to restore the
12 mW of output power. This effect suggests us to tune the temperature of the chip
less than 2 ◦C.
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3.9 Next Lasers stabilizations: multi-wavelengths
ultrastable cavity

As already described in Sec.3.4.1, the stabilization of the blue cooling laser is
performed using a dedicated spectroscopy cell. In a similar way, the laser light of
second cooling stage, provided by a master lasers,it will be first frequency narrowed
by locking it to an external optical cavity and then a second heatpipe system will be
employed to stabilize the laser frequency to the 1S0 – 3P1 transition [127]. Following
this approach, each trapping lasers employs an its own heatpipes and a possible
stabilization cavities. A more compact solution for the frequencies stabilization
is offered by locking the trapping lasers to a single multi-wavelength ultrastable-
cavity. This approch is already used as a stabilization method for the trapping
lasers of the INRIM Yb optical clock [199] and in the future it will available also
for the Sr apparatus. Fig.3.31 shows the main parts of the optical bench for the
multiwavelength stabilization system. The trapping lasers at 689 nm, 813 nm, and
the infrared source of 461 nm will be offset-locked to the ultrastable cavity with
the sideband technique [200] which is a modified version of the Pound-Drever-Hall
method.

Figure 3.31: Multiwavelength stabilization of the Sr trapping frequency: First cooling
stage 461 nm, second cooling stage 689 nm and the dipole trapping 813 nm

At the moment, we are preparing the Vacuum chamber and the temperature
control system that will host the ULE cavity. The system is depicted in Fig.3.32.
Fig.3.32(a) shows the real vacuum chamber. The Fig.3.32(b) depicts a schematic
representation of the system. The ULE cavity will be inserted inside an inner cham-
ber. This chamber is heated externally by two peltier elements. The temperature
of the system is monitored by means of several negative thermal coefficient resistors
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(NTC) placed around the inner chamber.
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Figure 3.32: Vacuum chamber of the three color cavity. (a) real system under evac-
uation. From the figure is possible observe the main vacuum elements: the ion pump
(1), electrical feedthroughs for temperature stabilization (2) and a vacuum valve (3). (b)
Schematics and main elements of the three color cavity.
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Chapter 4

Numerical simulations

Simulating the MOT loading process is used as a tool to understand and de-
sign the best trapping configurations [99, 101, 201–205]. The main idea consist in
computing atomic trajectories as a function of different MOT trapping parameters.
Using the semi-classical treatment of atom-light interaction described in Ch.2, it is
possible to simulate the 3D-trajetories of atoms at different trapping configurations.
Moreover, this approach is also adopted to explore different trapping system, such
as the dipole optical trap [205–207], atoms with higher internal complex structure,
such as the molecular MOT [208, 209] and Rydberg-dressed MOT [210].

4.1 Aim of the simulation
The goal of our simulation is to predict and optimize the cold atomic flux pro-

duced from our new atomic source as a function of the experimental parameters,
such as the 2D-MOT and push beam. Considering our atomic source design de-
scribed in Ch.3 and reported in the Fig.4.1(a), we want to simulate the atoms tra-
jectories that are generated from the oven, trapped in 2D-MOT region and pushed
toward the MOT region by means of the push beam. Knowing the ratio between
atomic trajectories that are collected in the final MOT with the overall simulated
atomic trajectories, we can predict the MOT loading rate at different atomic source
parameters and compare it with the experimental results.

In this thesis we also explored the possibility to enhance the MOT loading rate
by adding a sideband beam to the 2D-MOT configuration. Experimental imple-
mentation of this method is depicted in Fig.4.1(b) and it allowed the observation
of enhancing factor of 2.5 in the MOT loading rate. In order to optimize the side-
band and 2D-MOT configuration, we simulated and compared different trapping
configurations such as the standard 2D-MOT and the 2D-MOT with sideband beam
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2D MOT 2D MOT + sideband

y x
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z
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Figure 4.1: Beams configuration for the 2D-MOT trapping (a) Standard 2D-MOT
trapping, (b) Sideband enhancing. Atomic source is reported on the push view.

4.1.1 Capture velocity approach
The capture velocity estimation is a standard tool used in order to access the

best MOT configuration. In our atomic source, atoms coming from the oven are
loaded transversally in the 2D-MOT region. Performing a numeric integration of
the equations of motion along the oven direction, it is possible to simulate atomic
trajectories at different starting velocity and different 2D-MOT configuration.

Let’s consider the 2D-MOT trapping depicted in Fig.4.1(a). In this configura-
tion, atoms generated from the oven are trapped in the standard 2D-MOT. Fig.4.2
reports the 1D numeric integration of the atomic trajectories along the line of sight
of the oven at different initial velocities. The 2D-MOT trapping parameters are
reported in the Tab.4.1. In the Fig.4.1(b), we enhance the capture velocity by
spatially superimposing a sideband beam to the standard 2D-MOT beam. As re-
ported in the Tab.4.1, the sideband beam is red detuned compared to the standard
2D-MOT and the optical power is equally redistributed between the 2D-MOT and
the sideband. The numeric analysis reported in the Fig.4.3 shows the enhancement
of the capture velocity from 76(1) m/s to 98(1) m/s. Using the same amount of
optical power, the sideband beam adds and extra trapping force in the 2D-MOT
region. Using the Eq.2.39, it is possible to estimate an enhancement in the loading
rate of the order of η ∼ 2.7.
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Figure 4.2: Atomic trajectories in the 2D-MOT. Simulation parameters are reported in
the Tab.4.1
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Figure 4.3: Atomic trajectories in the 2D-MOT and sideband beams. Simulation pa-
rameters are reported in the Tab.4.1

Even if the capture velocity is a intuitive tool that grasp the physics of sideband
enhancing, it can not be used as faithful estimation of the MOT loading process
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Fig.4.2 Fig.4.3
atomic mass m 88 u 88 u
wavelength λ 461 nm 461 nm
linewidth Γ/2π 30.5 MHz 30.5 MHz
beam e−2 radius w2DMOT 9.5 mm 9.5 mm

wside / 9.5 mm
saturation parameter s2DMOT 7.88 3.94

sside / 3.94
detuning ∆2DMOT/Γ -1.6 -1.6

∆side/Γ / -3.2
magnetic gradient b 0.2 T/m 0.2 T/m
numeric capture velocity vnum

cap 76(1) m/s 98(1) m/s

Table 4.1: Parameters used for the numeric estimation of the capture velocities. In this
simulation, the saturation parameter s is the total saturation perceived by the atom

because it neglects the geometrical constraints of the capture process. For these
reasons, in this chapter we develop an 3D algorithm used to predict the MOT
loading rate given by a single 2D-MOT atomic source and we apply it to the
sideband method.

4.1.2 Monte Carlo approach
In our simulation we use a stochastic algorithm to estimate some physical pro-

cess, the so called Monte Carlo (MC) method. The MC is a powerful tool used to
perform calculations which are too complex for a classical approach [211]. In our
simulation, the MC approach is used for the following processes:

• Sampling the starting positions and velocities of atoms. These quantities
are randomly sampled according their distributions which are related to the
Maxwell-Boltzamnn distribution and the geometry of the capillaries array.
This sampling procedure save us for implementing an algorithm where each
trajectory is weighted differently as a function of their starting velocity am-
plitude and divergence induced by capillaries array.

• Simulate the spontaneous emission events. Random sampling is a prefect tool
to simulate the spontaneous emission process. During the time of flight of the
atom, the probability of the spontaneous emission is computed and the recoil
process is simulated by a random sampling of the recoil direction. The ability
to simulate this dissipative process offers the possibility to estimate some
thermodynamic quantities such as the radial temperature in the 2D-MOT
trapping.
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4.2 – Atomic source simulation

• Collision process between the atom capture in the 2D-MOT with the back-
ground atoms. The implementation of this events are easily simulated with
random sampling.

4.2 Atomic source simulation
In this section we describe in detail the main features of our simulation. The

work-flow of the numeric simulation for the single trajectory is the following:

a) First, the starting position and starting velocity are sampled via their prob-
ability distributions;

b) Then the atom trajectory is computed considering the interaction among the
2D-MOT beams and the push beam. The integration of the equations of mo-
tion is performed using the semi-classical of atom-light interaction equations.

c) At the end of the simulation process and considering the time spent in the
2D-MOT region by the atom, the probability of collision between atom and
background atoms is estimated.

d) Finally, we check if the computed trajectory is a valid trajectory to the MOT
loading process.

e) The algorithm turns back to point a) and the simulation is repeated for
another atomic trajectory.

We repeat the entire work-flow until a satisfactory number of trajectories Nsim are
simulated.

Sampling from a probability distribution

When we are dealing with the MC method, the sampling process of the possible
physical events from a defined distribution is a crucial point. In this paragraph,
the method for sampling a generic random variable x according the probability
distribution f is described. Let’s consider a generic distribution f(x) of the random
variable x ∈ [a, b]. If the analytic form of f−1 exists, the sampling of x is obtained
by the following formula:

x = f−1(y) (4.1)
where y is a random number chosen from a uniform random distribution between
the interval [0, fmax]. This entire procedure continues until a target number of ran-
dom variables is generated.
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Figure 4.4: Acceptance-rejection cases. The red dot shows the rejection case of variable
x1. The green dot shows the acceptance case of the variable x2

If the analytic form of f−1 does not exist, we can use the rejection-acceptance
criteria, also called Von Neumann method [212]. The sampling of random variable
xn according the probability distribution f is summarized in the following steps:

1) First, two random numbers ε1 and ε2 are generated via a uniform random
distribution between the values [0,1].

2) Then, the value xn = a + (b − a)ε1 and the value yn = fmaxε2 are computed.

3) A comparison between yn and f(xn) is performed. If yn ≤ f(xn), xn is
accepted as a possible random value form the distribution f . If yn > f(xn)
the value xn is rejected. Fig.4.4 shows the rejection case for the random
variable x1 and acceptance case for the random variable x2.

4) Return to step 1) until we generate a satisfactory array of values x.

4.2.1 Sampling the starting phase-space domain
The initial space-phase domain is sampled considering the Maxwell-Botlzmann

distribution and the geometrical constraints imposed by capillaries.

Sampling the velocities distribution

In this section we illustrate the sampling of the starting velocities effusing from
a single capillary. Let’s consider the frames of reference reported in the Figs.4.1.
Suppose that an atom exits from a capillary along the direction x with velocity
amplitude v with and a direction defined by the polar angles θ and φ. It is possible
to demonstrate that the probability velocity amplitude distribution of an atom
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exiting from a capillary is [12, 213]:

f(v) = v3

2v4
th

exp
(

− v2

2v2
th

)
(4.2)

where vth =
√

kBToven/mSr is the thermal velocity computed from a temperature
Toven.

Using the acceptance-rejection method with distribution reported on Eq.4.2, it
is possible to sample the velocity amplitude v. The angle θ is sampled according
a uniform random distribution between the value θ = 0 and θ = θcap]. The angle
θcap is computed as θcap = acap/Lcap where acap is the capillary diameter and Lcap
is the capillary length. Here we are assuming that the divergence of the thermal
atomic beam is mainly related to the divergence of the capillary and we are ne-
glecting a possible extra divergence induced by capillaries misalignments The angle
θcap describes the maximum atom divergence after exit from the capillary without
colliding with the capillary walls. The azimuthal angle φ can be chosen from a
uniform random distribution between the values [0, 2π].

After sampling v, θ and φ, the Cartesian velocity components vx, vy, vz are
computed using the spherical coordinate transformations:

vx = v cos θ (4.3)
vy = v sin θ cos φ (4.4)
vz = v sin θ sin φ (4.5)

We stress the fact that sampling in the spherical coordinate limits the use of the
Von Neumann procedure only for the velocity amplitude instead of all the Cartesian
components. Fig.4.5 reports the histograms of the generated velocities vx, vy, vz for
Nsim = 2 × 104 trajectories and θcap = 20 mrad. For small atomic beam divergency
θ ∼ 0, the vx distribution is well approximated with the Eq.4.2 and the transverses
velocities distributions vy, vz are well fitted with formula [213, 214]:

f(v⊥) = A|v⊥| exp
(

− v2
⊥

2v2
th

)
Γ
(

−1
2 ,

v2
⊥

v2
th

1
θ2

cap

)
(4.6)

where A is a normalization constant and Γ is the incomplete Gamma function
defined as:

Γ(α, x) =
∫ +∞

x
tα−1e−tdt (4.7)

In order to speed up the convergence of the MOT flux estimation, we impose a
velocity cut-off vcutoff in the sampling process of velocity amplitude v. This cutoff
velocity is estimated considering a velocity higher that the 1D capture velocity. In
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Figure 4.5: Sampled Cartesian velocity distributions (blue bars) are compared with
the analytical probability density functions (red dashed lines) considering and oven tem-
perature of Toven = 460 °C, and capillary divergence of θcap = 20 mrad Histograms are
computed for Nsim = 2 × 104

fact, we observed that if the starting amplitude velocity is v > vcutoff the atoms will
not trapped. The simulation of all possible starting velocities will simply increase
the total computation time without improving the accuracy the trapping efficiency
estimation .

Sampling the positions distribution

In this section,we described the sampling of the atoms starting positions exit-
ing from the capillaries. In this sampling procedure we fixed the starting atomic
position x = x0 in a plane y − z. This means that the atomic position sampling
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Figure 4.6: Sampled starting spatial distributions. Starting position is fixed at x0 =
−1.5 cm and y, z variable are sampled in a disk shape region with maximum radius of
rmax = 0.75 cm. Histograms are computed for Nsim = 2 × 104 trajectories

is performed only on the variables y and z. This situation describe reasonably
the atoms exit from the capillary where they have the same position along the
oven direction by different impact parameter r =

√
y2 + z2 relative to the center

of the 2D-MOT beams. The sampling of the atomic position (x, y, z), uniformly
distributed in a disk shape region with maximum radius rmax, is described in the
following steps:

1) First, two random number ε1 and ε2 uniformly distributed between [0,1] are
sampled,

2) Then we compute the values r = ε1rmax and α = ε22π.
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3) Finally, the starting position x, y, z is computed as:

x = x0 y =
√

r cos α z =
√

r sin α (4.8)

The Fig:(4.6) reports the sampled position distributions at x0 = −12.0 cm maxi-
mum impact parameter of rmax = 0.4 cm.

4.2.2 Dynamic: atom-light interaction
Using the semi-classical approximation of atom light-interaction presented in

Ch.2, the atom’s acceleration due to interaction with an optical beam with satura-
tion intensity s and detuning ∆ is computed as

a = ~kL

m

Γ
2

s

1 + s + 4
(

∆eff
Γ

)2 k̂ (4.9)

= ~kL

m
Rk̂ (4.10)

kL = 2π/λ is the laser beam momentum, Γ is the scattering rate of the spontaneous
emission process and k̂ is the unitary vector of the laser direction. The quantity
R in the Eq.4.10 describes the photon scattering rate. At given velocity v and
position r of the atom, the effective detuning is estimated as:

∆eff(r, v) = ∆ + kL · v + ~−1µB|B(r)| (4.11)

where B is the 2D-MOT mangetic field estimated with Eq.3.14. The local satura-
tion intensity is computed as:

s(r) = s0 exp
⎛⎝−2|r × k̂|2

w2

⎞⎠ (4.12)

where s0 is the intensity peak, w is the waist of the optical beam and where the
vector product r × k̂ is the distance between the atom position and the center
of the laser line propagation described by the unitary vector k̂. Considering the
aperture of the optics elements, a spatial cut-off of |r × k̂| < 1.2 cm in the local
saturation intensity s is also applied. Using the acceleration expressed in Eq.4.10,
atomic trajectories at given initial conditions r(t = 0) and v(t = 0) are computed
via the Runge-Kutta algorithm [215].

In the atom’s acceleration, we also consider the spontaneous emissions processes.
For each time step ∆t, the recoil heating is estimated as [85, 201]:

∆p =
√

Ns~kLê (4.13)
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where ê is a random unitary vector and Ns = R∆t is the total number of absorption-
spontaneous emission cycles in the time ∆t. After these considerations, the generic
atom-light interaction during the time step ∆t can be written as:

a = ~k

m
Rsk̂ + ~k

m

√
Ns

∆t
ê (4.14)

= ~k

m
Rs

[
k̂ + 1√

Ns

ê
]

(4.15)

The last relation points out that the effect of spontaneous emission in the atom’s
dynamics is weighted as N−1/2

s in comparison to the dissipative force.

Atom acceleration

Regarding the atom trajectory, the total acceleration in the atomic source is
computed considering the atom interaction with the 2D-MOT beam, the possible
interaction with the sideband beams and with the push beam. The total accelera-
tion is written as:

a = a2D-MOT + aside + apush (4.16)
Considering the generalization at higher saturation intensity exposed in Sec.2.3.2,
the atom interaction with the 2D-MOT beams becomes:

a2D-MOT =
Nb=4∑
i=1

⎡⎢⎣~k

m

Γ
2

si

1 + Nbsi + 4
(

∆i

Γ

)2 k̂i + ~k

m

√
N i

s

∆t
êi

⎤⎥⎦ (4.17)

where Nb = 4 is the number of beams and k̂i describe all the possible unitary vectors
in the x − z plane for the 2D-MOT beams and si is the saturation parameter of
each beams. The same acceleration is computed for the sidebannd beams. The
atom’s acceleration by the push beam is written as:

apush = ~k

m

Γ
2

s

1 + s + 4
(

∆
Γ

)2 ŷ + ~k

m

√
Ns

∆t
ê (4.18)

4.2.3 Background collision probability
In this section we estimate the collision time τcoll among the atoms in the hot

atomic beam that load the 2D-MOT. This estimation is performed considering the
oven temperature Tov, the Sr collisional cross section σSr and taking into account
the atomic flow regime out of the capillaries. The idea is to compare the collision
time and the time spent by the atom in the 2D-MOT in order to exctract the col-
lision probability of the atomic trajectories with hot atoms effusing from the oven.
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The collision probability among the atoms in a molecular beam can be rea-
sonably approximated as one-third of the collision probability among the atom in
a ideal gas [216]. As already computed in Eq.3.10, at the oven temperature of
Tov = 460 ◦C the estimated atomic flux entering in the 2D-MOT region is :

Φov(Tov) = 5.8 × 1014 atoms/s

Using the ideal gal law, the atomic beam density can be computed according the
following equation:

nbeam = Φov

v̄Ncapπr2
cap

= 1 × 1017 atoms/m3 (4.19)

where rcap = 0.2 mm is the radius of the capillary, Ncap = 150 is the number of
capillaries and interstices and v̄ is the root mean square velocity of the distribution
defined in Eq.4.2 expressed as [12, 216]:

v̄ =
√

8π

9
kBToven

mSr
= 503 m/s (4.20)

From Eq. 4.19 an considering the scaling factor of [216], it is possible to estimate
the collision mean free path λcoll and the collision time τcoll of the Sr atoms in the
2D-MOT region as:

λcoll =3λ = 3(
√

2nbeamσSr)−1 = 25 m (4.21)
τcoll =3λ/v̄ = 50 ms (4.22)

where in this case v̄ =
√

2kBTov/mSr = 379 m/s and σSr = 8.17 × 10−19 m2 is
computed according Eq.3.7. The factor 3 comes from the consideration discussed
before [216].

Collision probability

Having the collision time τcoll, we can estimate the time scale of collision pro-
cess between an atom trap in the 2D-MOT region and a hot-atom of the thermal
atomic beam. The interaction volume where the collision may happen is enclosed
in the 2D-MOT beams intersection. In this treatment, we neglect the cold collision
among atoms in the 2D-MOT.

Dealing with hot collisions, the lower is the time τ2D that an atom spend in
the 2D-MOT interaction region, the lower is the collision probability with another
atom that comes from the oven. Following this simple consideration, a reasonable
collision probability can be expressed as [101]

fcoll(τ) = 1 − exp
(

− τ

τcoll

)
(4.23)
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Using the acceptance-rejection method described in Sec.(4.2) the Monte Carlo
implementation is straightforward. In this case we use the acceptance-rejection
method in order to simulate if the atom during the time spent in the 2D-MOT
region τ2D collides with hot atoms:

1) For each particle that goes in the MOT region we compute the factor fcoll(τ2D)
defined according Eq.4.23.

2) Then we compute the random number ε between [0,1]. If fcoll(τ2D) < ε, no
collision occurs and the trajectory is considered as a possible trajectory for
MOT loading. If fcoll(τ2D) ≥ ε, the trajectory is not considered as a possible
trajectory for MOT loading.

4.2.4 Exit conditions
Once the time of atomic trajectory reaches t = tsim, the trajectory evolution

stops and the final values r(tsim) and v(tsim) are stored. At this point we have
to decide if the simulated trajectory is a possible trajectory for the MOT loading
process.

An important parameter is the trajectory divergence computed along the push
direction (y direction). The trajectory divergence θtr is defined as:

θtr = arctan
(

|r(tsim) × ŷ|
|r(tsim) · ŷ|

)
(4.24)

In our simulation, two cases are considered:
• If we are studying the MOT loading rate, the maximum divergency admitted

is estimated as

θgeo ∼ wMOT/d = 6.2 mm/370 mm = 16 mrad

where wMOT is the MOT waist beam and d is the measured distance between
the 2D-MOT center to the MOT center.

• If we are studying only the atomic flux rate without the presence of the MOT
capture, the maximum admitted divergency is

θgeo ∼ aDPC/LDPC = 2 mm/22.8 mm = 88 mrad

where aDPC and aDPC are respectively the diameter and the length of the
differential channel.

If the final trajectory divergence θtr computed along the axis y is lower than the
geometrical divergence θgeo, the trajectory is consider as a valid process to the MOT
loading, otherwise it is rejected.
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4.2.5 Simulation parameters and code performance
The input parameters used for the atomic source simulation are reported on

Tab.4.2. These parameters are kept fixed during the simulations.

symbol value
Sampling starting atoms’ velocity
oven temperature Tov 460 °C
capillary divergence θcap 20 mrad
velocity cut-off vcutoff 90 m/s
Sampling starting atom’s position
starting x position x0 −12.0 cm
maximum radius rmax 0.4 cm
MOT parameters
2D-MOT magnetic gradient b 0.2245 T/m
2D-MOT e−2 beam radius w2D-MOT 9.5 mm
sideband e−2 beam radius wside 9.5 mm
push e−2 beam radius wpush 0.81 mm
collision probability
collision time τcoll 81 ms
trajectory computation
time step ∆t 50 µs
simulation time tsim 4 ms
exit divergence θgeo 16 mrad
simulated trajectories Nsim 2 × 104

Table 4.2: Input parameter for the atomic source simulation

Our simulation is written in Python . In order to increase the code performance
we use the Numba compiler [217]. Code performances are reported in the Fig.4.7
as a function of the number of trajectories simulated. For each Nsim, we computed
the MOT loading rate as r = Ncap/Nsim where Ncap is the number of the trajec-
tories trapped in the MOT. For all trajectories Nsim, we run 5 simulations and we
estimate the mean ratio ⟨r⟩ and its standard deviation σr.

The blue line in Fig.4.7 reports the percentage relative error σr/ ⟨r⟩. The red line
reports the computation time in order to simulate Nsim trajectories. For Nsim =
2 × 104 we obtain a σr/ ⟨r⟩ ∼ 1.5% with a computation time Tsim ∼ 1.5 min.
The hardware used for the MC simulation was a Lenovo Thinkstation, Intel(R)
Core(TM) i7-7700 CPU @ 3.60 GHz, with 32.0 GB of RAM.

98



4.3 – MOT loading rate estimation.
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Figure 4.7: Code performance. Blue points represent the relative error of simulation
as a function of the number of trajectories simulated. The red points indicate the corre-
sponding time needed to compute the trajectories

4.3 MOT loading rate estimation.
In this section we explain how the simulation results can be linked to the MOT

loading rate estimation. After computing the trajectories of Nsim atoms, we count
the number of the trajectories that fulfil the MOT loading process. After post
selecting Ncap valid trajectories, the number rMC = Ncap/Nsim is estimated as the
trapping efficiency of our MOT.

We estimate the expected atomic loading rate LMOT in the MOT for a given
atomic 2D-MOT atomic flux Φov = 5.8 × 1014 atoms/s as previously evaluated in
the Sec.3.2.5. The two factors can be linked each others with the following relation:

LMOT = r Φov (4.25)

where the parameter r expresses the single atom probability that starting form the
oven it enters in the 2D-MOT region and goes towards the MOT region. According
our simulation, we can only relate the parameter rMC expressed in Eq.4.25 as a
ratio between the number of the trajectories captured in our MC simulation Ncap
with the number of the simulated trajectories Nsim. For a given atomic source
configuration, in order to extract more efficiently a value r, we sample only atoms
with initial velocity amplitude v(t = 0) < vcutoff. This means that our simulated
capture ratio r is referred to a Φcutoff

ov instead of Φov. The relation between the Φov
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4 – Numerical simulations

and Φcutoff
ov is expressed as:

c = Φcutoff
ov
Φov

=
∫ vcutoff

0
f(v)dv = 1.53 × 10−3 (4.26)

where f(v) is the velocity distribution in the Eq.4.2. Using the c parameter ex-
pressed in Eq.4.26, we can relate the capture ratio computed with the MC simula-
tion rMC with the probability r of the Eq.4.25 as r = rMCc and so we can provide
and estimation of the MOT loading rate as:

LMOT = rMC c Φov (4.27)

The last equation related the expected MOT loading rate considering the atomic
flux estimation of oven and the trapping efficiency given by the simulation results.

100



Chapter 5

Atomic source characterization

As already described in Ch.3, our atomic funnel generated by 2D-MOT and
push beam is used as cold atomic beam source. Atomic source performance has
to satisfy two requirements. The first is the ability to efficiently capture atoms in
2D-MOT region from a thermal atomic beam and this propriety is mainly related
to the optical and magnetic proprieties of the 2D-MOT. The second requirement is
to move efficiently atoms from a 2D-MOT toward the MOT region. This transfer
process is regulated by the push beam proprieties. In this chapter, experimen-
tal characterizations of the atomic source are compared with numeric simulations
explained in Ch.4. In this chapter it is also experimental demonstrated a novel
trapping scheme used to enhance 2D-MOT loading by means of a sideband beam
added to the 2D-MOT beams. Enhancement factor and the related propriety of
this new trapping method are discussed in detail. We also report the first signature
of MOT enhancement with the repumping lasers.

5.1 2D-MOT optimization
In following characterizations, the MOT fluorescence signal is used as tool for

the atomic source optimization. During the optimization, we assume that the num-
ber of atoms captured in the MOT region is proportional to the number of atoms
captured in the 2D-MOT region at fixed push beam parameters. Following these
considerations, our strategy is to maximize the MOT signal changing independently
the experimental parameters of 2D-MOT beams and then the push beam. Consid-
ering the number of atoms in the MOT, we study the sensitivity of the atomic source
parameters as a function of the 2D-MOT beams dimensionality and its properties
such as the saturation intensity and detuning. We also present the optimization of
the push parameter as a function of its saturation intensity and detuning.
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5 – Atomic source characterization

The position of the permanent magnets are fixed maximizing the MOT fluo-
rescence signal. During the magnets alignment procedure, it was paid attention
to the shape of the atom cloud trapped in the 2D-MOT region. The shape of
the atomic cloud provided a direct information of the zero regions of the magnetic
field, magnets were aligned in order to generate a cigar shape cloud along the push
direction. In order to reduce the atom losses during the push transfer, the atomic
cigar cloud was superimposed to the push beam and at the same time, put in a con-
centric way respect to the differential vacuum channel. At the optimized magnets
positions, we estimated a magnetic gradient of b2D-MOT = 0.2 T/m. This procedure
was difficult to replicate exactly and so we decided to perform the atomic source
optimization at fixed magnetic gradient of the 2D-MOT. The same approach was
adopted in [103, 104, 107]. In all the optimization above, we consider the MOT
beam dimension wMOT = 6.2 mm, the total saturation intensity sMOT = 2.5, the
detuning ∆MOT/Γ = −1.2, the MOT magnetic gradient of bMOT = 0.4 T/m and a
resonant push with spush = 0.34 and wpush = 0.81 mm.

5.1.1 Beams geometry
As already pointed out in Ch.2, the capture efficiency of the 2D-MOT is related

to the beams dimensionality. Eq.2.37 and Eq:2.39 show that the finite beams di-
mensionality affects the 2D-MOT capture velocity vcapt and its captured number of
atoms N with the scaling relations N ∼ v4

capt ∼ w2 where w is the 2D-MOT beams
radius. In this section, the effect of the 2D-MOT beam dimensionality to the final
number of atoms capture in the MOT is investigated.

The 2D-MOT beam size is set by a telescope of two convergent lenses. The
position of the first lens of the telescope is chosen in order to increase the AOM
diffraction efficiency while the second lens is used to enlarge the output beam to
the target size. Knowing the waist of the input beam, it possible to compute the
output beam size and the related beam divergence after the telescope considering
each lenses positions and their focal power [218]. We used two different focal lenses
in the final lens of the telescope component in order to study two different 2D-MOT
waists. Their positions in the telescope are optimized in order to minimizing the
output beam divergence. Using two different lenses, we study the effect of two
different 2D-MOT e−2 beam radius on the atoms: w1 = 6.7 mm and w2 = 9.5 mm.
Because of the related Rayleigh ranges are larger than 300 m, we approximate the
beam radius as the beam waist.

The Fig.5.1(a) reports the number of atoms captured by the MOT as a func-
tion of the 2D-MOT optical power considering the two different waist configu-
rations w1 (purple triangles) and w2 (blue points). At fixed 2D-MOT power
beam, the saturation intensity perceived by atoms in the 2D-MOT is estimated
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Figure 5.1: Effect of the beams dimension in the 2D-MOT (a) Number of atom in the
MOT as a function of 2D-MOT optical power. The blue points ( purple triangles) are the
obtained with a 2D-MOT waist of w2 = 9.5 mm (w1 = 6.7 mm). (b) Number of atoms
in the MOT as a function of the 2D-MOT beam aperture. The blue points are obtained
with a w2D-MOT = 9.5 mm at fixed optical power P2D-MOT = 100 mW which corresponds
to a saturation level of s = 3.3. The green line is the associated fit function.

as s = 2(2P2D-MOT/πw2)/I0, where I0 = 41 mW/cm2 is the saturation intensity
of 1S0 – 1P1 transition, w is the 2D-MOT beam waist and the extra factor of
2 takes into account the retro-reflection component of the 2D-MOT beams. At
P2D-MOT = 100 mW, the corresponding saturation parameters are s1 = 3.3 and
s2 = 6.9. As shown in the Fig.5.1(a), the larger beam waist increases the 2D-MOT
capture efficiency by a factor 1.7(1) at P2D-MOT = 100 mW. We also observe that
the two waists curves w2 and w1 at P2D-MOT ≃ 50 mW have the same capture effi-
ciency with different gain slope. In the curve with a smaller waist w1 it is possible
observe a saturation in the capture efficiency due to the high intensity of the trap-
ping beams while the in the curve with larger waist w2 is still in the linear region
of the capture efficiency gain. We do not investigate larger waist of w2 because
the related 2D-MOT beams were cut by various optical elements present in the
2D-MOT path. For these reasons we decided to keep the 2D-MOT beam waist at
w2D-MOT = 9.5 mm

Another analysis related to the 2D-MOT beam dimensionality is reported in
the Fig.5.1(b). In this analysis, we modify the 2D-MOT beam size by means of a
iris diaphragm. At fixed 2D-MOT waist w2D-MOT = 9.5 mm and power P2D-MOT =
100 mW, the number of atoms captured in the MOT is recorder as a function of the
iris aperture a (blue point). With this analysis, we studied the effect of the finite
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5 – Atomic source characterization

size 2D-MOT beams at fixed maximum saturation intensity perceived by atoms. In
particularly, we study the effect of the Gaussian beam tails in the 2D-MOT capture
process. The experimental point are fitted with function N(a) = C(a−a0)n, where
a0 is an aperture offset, n is the scaling factor between the capture number of atom
and the beam size, and C is a conversion factor. After the fitting procedure we
obtain n = 2.1(1) and a0 = 3.4(5) mm. The fit result of n is in accordance with the
expected scaling law discussed before in Sec.2.4.1. The aperture offset a0 set a lower
value of the 2D-MOT beam dimension useful for trapping. This can be explained
considering a non perfect crossing of the 2D-MOT beams, and so a non perfect
trapping configuration due to a small misalinement among the crossed 2D-MOT
beams, push beam and zero magnetic field region.

5.1.2 Optical parameters
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Figure 5.2: 2D-MOT experimental characterization. (a) Number of atoms in the MOT
as a function of the 2D-MOT detuning at fixed saturation s2D-MOT = 3.6. The blue
points are the experimental values of the number of atoms in the MOT. The cyan regions
are the MC simulations properly normalized to the experimental points. (b) Number of
atoms in the MOT as a function of the 2D-MOT saturation at fixed ∆2D-MOT = −1.6 Γ.

The 2D-MOT characterizations as a function of the optical beam proprieties
are reported in Fig.5.2 MOT fluorescence is measured at oven temperature Tov =
460 ◦C and at resonant push intensity spush = 0.34 and e−2 waist on the atoms is
wpush = 0.81 mm. For a given total optical power P2D-MOT, the saturation intensity
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5.1 – 2D-MOT optimization

is computed considering the waist beams w2D-MOT = 9.5 cm.

The Fig.5.2(a) reports the measured MOT number of atoms as a function of 2D-
MOT beam detuning (blue points) taken at fixed 2D-MOT intensities s2D-MOT =
3.6. The experimental optimization shows an optimum value at ∆2D-MOT = −1.6 Γ
with a FWHM of 1.5 Γ. Our experimental investigation (blue point) is compared
with the result of our simulation (cyan dots). The maximum value of simulations
are normalized to the experimental maximum point. We notice that simulations
are in good agreement with the experimental data. Fig.5.2(b) reports the MOT
number of atoms as a function of 2D-MOT saturation intensity (blue points) at fixed
2D-MOT detuning ∆2D-MOT = −1.6 Γ. From the experimental characterization we
observe that the MOT number of atoms increases as a function of the saturation
intensity. At higher value of the saturation intensity, the experimental trend seems
to saturate while the simulating one (cyan dots) does not show an equivalent trends.
Also in this case, simulations overall predicts experimental trends.

5.1.3 Atomic transfer process
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Figure 5.3: Push characterization. (a) Number of atoms in the MOT as a function of
the push detuning at fixed saturation spush = 0.34 (b) Number of atoms in the MOT as
a function of the push saturation at ∆push/Γ = 0.

In this section we study the MOT capture efficiency as a function of the optical
transfer parameters given by the push beam The measurements reported in Fig.5.3
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5 – Atomic source characterization

were taken at Tov = 460 ◦C and with s2D-MOT = 6.56, ∆2D-MOT/Γ = −1.6. The push
beam radius e−2 on the atoms is ωpush = 0.81 mm.

The Fig.5.3(a) shows the MOT number of atoms as a function of the push de-
tuning beam at spush = 0.34. From this plot we observe that the best transfer
efficiency is obtained around the resonance condition of the push beam. Fig.5.3(b)
reports the MOT number of atoms as a function of the push saturation param-
eter. These characterizations were taken with resonant push beam ∆push = 0.
From the Fig.5.3(b) we observe that the maximum number of atoms is achieved at
spush = 0.34 which corresponds to an optical power of 0.15 mW. At higher push
intensity, the transfer efficiency starts to decrease. A possible explanation to this
behaviour is provided considering the possible mismatch between the atomic lon-
gitudinal velocity, given by the push beam, and the final MOT capture velocity,
defined by the final trapping region. At higher push saturation parameter, the
mean atomic velocity becomes larger than the MOT capture velocity and so gener-
ating a reduction of MOT trapping efficiency. This effects will be discussed in the
next section.

5.2 Proprieties of cold atomic beam
In this section, the proprieties of the cold atomic beam generated from atomic

source are studied. This experimental investigation is performed observing the flu-
orescence signal between the atomic beam generated from the atomic source and a
probe beam. The probe beam is place perpendicularity to the atomic beam along
the vertical direction of the MOT beam. The probe beam was aligned in order to
maximize the collected fluorescence and slightly tilted in order to avoid the retro-
reflection given by the vertical MOT mirror. This fluorescence detection procedure
was employed in order to study the atomic beam proprieties without considering
the perturbation induced by the MOT.

The reduction in the MOT atoms number at higher push intensity can be ex-
plained considering the velocity mismatch between the trapping velocity of the
MOT and the longitudinal velocity of the cold atomic beam. If the push intensity
increases, the velocity of the cold atomic beam will increases as well. In Fig.5.4, the
push intensity characterization (blue points) is compared with the MC simulation
(cyan dots). Considering the MOT beam dimension wMOT = 6.2 mm, the total
saturation intensity sMOT = 2.5, the detuning ∆MOT/Γ = −1.2 and the magnetic
gradient bMOT = 0.4 T/m we numerically estimate the MOT capture velocity of
vMOT

cap ∼ 60 m/s. With this parameter we performed a MC simulation considering
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Figure 5.4: Comparison between MOT and probe collected fluorescences with their
respective MC simulations. Blue points describe the number of atoms in the MOT as
a function of the push intensity. Cyan dots are the associated MC simulation. In this
simulation, a MOT capture velocity of vc = 60 m/s is imposed. Red triangles are the
probe fluorescence as a function of spush. Orange dots are the associated MC simulation.
For comparison purpose, all the sets are normalize to their maximum values

the maximum longitudinal velocity admitted below of vMOT
cap . Adding this restric-

tion as a maximum longitudinal velocity admitted during the atomic transferring
process, the simulation trend (cyan dots) well describes the experimental trend.
To confirm the mismatch velocity hypothesis, we also measure the probe fluoresce
signal as a function of the push saturation intensity spush (red triangles) because
this measure is not dependent on MOT capture velocity. In this case, a decreas-
ing trend of the fluorescence signal as a function at higher push intensity is not
observed. Removing the constraint of the MOT capture velocity in the MC simula-
tion (orange dots) we correctly predict the experimental trend of probe fluorescence.

In conclusion, the Fig.5.4 shows us that the capture efficiency on the MOT
region mainly depends on the longitudinal velocity of our cold atomic beam. At
higher longitudinal velocity compare the MOT capture velocity, the MOT is not
able to efficiently capture the flux coming from the atomic source.
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5 – Atomic source characterization

5.2.1 Longitudinal velocity
The push beam is the parameter that control the transfer process of the atoms

from the atomic source to the final MOT region. In this section we want to char-
acterize the longitudinal velocity of the cold atomic flux emitted from the atomic
source as a function of the push saturation intensity spush.

Our experimental procedure is reported in Fig.5.5(a). We program an optical
push impulse (red dashed line) with finite time duration by tuning the the RF sig-
nal injected to the push AOM. The optical push impulse interact with the atoms
trapped in the 2D-MOT accelerating them toward the science cell. When the atoms
reach the science cell they interact with the probe beam, the fluorescence light f(t)
generated is collected with the photodiode as a function of the time as show in
the fig.5.5. In the Fig.5.5, we report different fluorescence traces as a function of
the push saturation parameters. The total push pulse duration is ∆tpush = 5 ms.
Apart from the amplitude of the collected fluorescence signal, no differences in the
fluorescence profile f(t) were observed changing to ∆push = 2 ms which means that
deviations of the f(t) caused by a longer push pulse is negligible. In this analysis,
the possible role of the transverse velocity components are neglected. The trace
f(t) reported on Fig.5.5(a) is obtained after averaging 32 traces. The longitudinal
velocity distribution is estimated knowing fluorescence time distribution f(t) and
the distance d = 36.5(5) cm between the 2D-MOT center and interaction region of
probe and cold atomic beam. In the Fig.5.5(b), we compute the longitudinal veloc-
ity distribution as f(v) = f(d/t). From these profiles we extrapolate the maximum
value vL of f(v) which is the most probable longitudinal velocity

Fig.5.5(b) reports the velocity distribution f(v) obtained from f(t) at different
push saturation spush. The signal f(t) is sampled with a time step δt = 0.1 ms
within a total time T ≃ 100 ms. According our temporal sampling, we are able
to detect a minimum velocity of vmin = d/T = 3.65 m/s and a maximum velocity
of vmax = δt/d = 3.65 × 103 m/s. Information about the higher velocity compo-
nents are limited by the photodetector and pre-amplifier characteristic time scale
τPD = 6.5 ms which give us vPD = d/τPD = 56 m/s. This means that the estimate
velocity distribution between vmin < v < vPD are not affected by our acquisition
method. The obtained velocity are then corrected considering also a delay time in-
duced by the acquisition system. The estimated delay time of acquisition method
is τlag ≃ τPD and longitudinal velocity is computed as f(v) = f(d/(t − τlag)). The
effect of the photodiode is also observe in the velocity profiles f(v), at velocity
larger than vPD (which means at time-scale shorter than t < τPD) the traces start
to broaden generating a non symmetric signal for high velocities. This non sym-
metric broadening is neglected if all the signal information f(v) is below the vPD.
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Figure 5.5: Measuring the longitudinal velocity. (a) Fluorescence time profile f(t)
(solid lines) respect to the push pulse (red dashed line). Push pulse has a time duration
of ∆tpush = 5 ms at different push saturation parameter spush. (b) Velocity distribution
f(v) (solid lines)

Fig.5.6 compares experimental most probable velocities vL (blue points) with
the simulated ones (orange dots). The error bar is estimated considering the ac-
quisition time interval δt which gives us a velocity uncertainty of δv ≃ 6 m/s for
each point. Good agreement is found with the experimental data (red triangles)
given by [107]. The experimental most probable velocity are fit with the function
vL(s) = v0s

n, where v0 is a conversion factor and n a scaling factor. From the fit
procedure we obtain v0 = 34.7(6) m/s and n = 0.40(2). In the Fig.5.5, the Gaus-
sian fit plot (blue line) is also reported. In the comparison with MC simulations, a
large mismatch is observed between numerical prediction and the experimental val-
ues. Numerical longitudinal velocities are systematically higher that experimental
ones. From simulating point of view, this discrepancy in the longitudinal velocity
explained considering that in MC simulation we do not simulate the push pulse
effect. In the MC simulation we are continuously loading the atoms in the MOT
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Figure 5.6: Comparison between experimental and simulated longitudinal velocity at
different push saturation intensities. Blue points are experimental most probable longi-
tudinal velocities. Red triangles are experimental most probable longitudinal velocities
given by [107]. Orange dots are the MC simulated longitudinal velocities. The orange
areas are the associated standard deviations

region by means of push beam and so they continuously increase their longitudi-
nal velocity during the transfer process from the 2D-MOT region toward the final
MOT. To simulate correctly the longitudinal velocity we would have simulate the
atomic trajectory of atoms trapped in the 2D-MOT and accelerated by a finite time
push interaction and then extract their longitudinal velocity distribution.

5.2.2 Temperature and divergence
In this section we estimate the transverse velocity of cold atomic beam emitted

from the 2D-MOT region. At fixed push intensities spush = 0.34, we collect the
probe fluorescence signal at different probe detuning ∆probe and fixed sprobe = 0.1
as reported in Fig.5.7. These measures are taken with total saturation parameter
s2D-MOT = 6.6.

As reported in Fig.5.15, the Voigt function is used as fitting function for the col-
lected fluorescence signal. The Voigt profile is a convolution between the Lorentzian
distribution and Gaussian distribution. This fitting function allow us to take into
account the natural linewidth of the 1S0 – 1P1 transition of Sr together with the
Doppler broadening of atomic beam transverse velocity [219]. Introducing a com-
plex notation, the Voigt profile is analytically described according with the following
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Figure 5.7: Transverse spectroscopy. Probe fluorescence signal as a function of probe
detuning ∆probe. Blue points are probe fluorescence signal of the atomic beam with its
Voigt fit (blue line).

equation [220]:

f(z) = A
Re[w(z)]
σT

√
2π

(5.1)

where z is a complex variable and w(z) is also called Faddeeva function defined as:

z = (∆probe − ∆0) + iΓ√1 + sprobe√
2σT

w(z) = 2iz

π

∫ ∞

0

e−t2

z2 − t2 dt (5.2)

where Γ and λ are the linewidth and the wavelength of the 1S0 – 1P1 transition
of Sr, ∆probe = 0 is the probe detuning and sprobe = 0.1 is the probe saturation
parameter. The value σT = vT /λ is related to thermal Doppler broadening along
the transverse direction and vT is its corresponding transverse velocity. The re-
lated Experimental temperatures values are computed as T = mSrv

2
T /2kB. Doppler

broadening σT with corresponding transverse velocity vT and temperature T are
reported in Tab.5.2.

σT /MHz vT /(m/s) T / mK
2D-MOT 3.6(8) 1.7(4) 14(7)

Table 5.1: Voigt fit results. Doppler broadening and related transverse parameters of
the cold atomic beam at spush = 0.34, s2D-MOT = 6.6 and ∆2D-MOT/Γ = −1.6.
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According the transverse velocity fitted results in Tab.5.2, it is possible provide
an estimation of the beam divergence. As show in Fig:5.6, at spush = 0.34 the
cold atomic beam has longitudinal most probable velocity of vL = 22.5(4) m/s
with a transverse velocity of vT = 1.7(4) m/s. This give us a beam divergence
of θbeam = vT /vL = 75(17) mrad which is slightly below the maximum admitted
divergence θDPC = 88 mrad imposed by the differential pressure channel constraint.
This value of atomic divergence is in agreement with [107] and its uncertainty can
be further improved with a better estimation of the transverse velocity of the atomic
beam.

5.2.3 Atomic flux
Knowing the longitudinal velocity vL and the transverse component vT of the

cold atomic beam, we can finally estimate the atomic flux emitted from the atomic
source using Eq.3.33. Atomic flux Φ2D emitted from the 2D-MOT region is detected
by probing the cold atomic beam with the transverse probe beam.

For the flux detection we scan different saturation parameters of the 2D-MOT
optical beam as reported in the Fig.5.8 while the push intensity and 2D-MOT de-
tuning are fixed at spush = 0.34 and ∆2D-MOT/Γ = −1.6. In this configuration,
the transverse velocity of the cold atomic beam is vT = 3.6(8) m/s and leads a
negligible Doppler contribution F (vT ) ≃ 1 in the fluorescence detection as defined
in Eq.3.32. According to Eq:3.32, the Doppler contribution in the transverse ve-
locity starts to have an effect when the radial velocity of the beam is larger that
vT ∼ Γ/kL ∼ 14 m/s which is above the estimated radial velocity of our cold atomic
beam. The best atomic flux is observed at s2D-MOT = 6.6, ∆side/Γ = −3.1 and it is
Φ2D = 0.85(15) × 108 atoms/s.

The theoretical prediction of the maximum atomic flux generated by the our
atomic source is estimated according the following equation:

Φth
2D = pcappradΦov (5.3)

where Φov = 1 × 1014 atoms/s is the atomic flux exit from the capillary at Tov =
460 °C, this flux is estimated according to the Eq.3.10 considering a capillary trans-
mission efficiency of 20 %. This efficiency factor takes into account the possible
extra losses of flux divergence induced by a capillaries non perfect alignment. The
factor pcap is the probability that an atoms is captured from the thermal beam and
transferred with the push beam toward the MOT region. This factor is estimated
as the product pcap = rMCc, as explained in Eq.4.27. With the best 2D-MOT con-
figuration we obtain a factor rMC ∼ 0.2 and so pcap = 4.5 × 10−4. The factor prad
is the probability that an atom during the trapping process does not decay in the
metastable state 3P2 and so it continues to interact with the trapping laser beams.
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Figure 5.8: Atomic flux generated from the atomic source as a function of the 2D-MOT
saturation parameter. This data are taken at spush = 0.34, ∆2D-MOT/Γ = −1.6 and
∆side/Γ = −3.1

This probability is estimated as prad = 1 − R ⟨τ2D⟩, where ⟨τ2D⟩ is the average time
that a trapped atoms spend in the 2D-MOT region before be moved by the push
beam and R is the decay rate in the metastable state. According our MC simula-
tion this time is estimated as ⟨τ2D⟩ = 2.9(6) ms. The decay rate R is computed as
[122]:

R = 1
2

stot

1 + stot + 4∆/Γ2 Γ1P1→1D2B1D2→3P2 = 223(80) s−1 (5.4)

where stot = 6.5 is the total saturation of the 2D-MOT perceived from atoms,
∆2D-MOT/Γ = −1.6 is the detuning of the 2D-MOT, Γ1P1→1D2 = 3.8(14) × 103 s−1

[119] is the decay rate in the state 1D2 , and B1D2→3P2 = 1/3 is the branching ratio
for the state 3P2. The probability that an atom does not decay in the state 3P2
during the 2D-MOT trapping is estimated at prad = 0.35(17). Merging all these
considerations in the Eq.5.3 we finally obtain Φth

2D ≃ 6(3) × 109 atoms/s providing a
discrepancy of a factor ∼ 70 between the theoretic estimation and the experimental
results. Considering the fact that this estimation is only performed by theoretical
arguments and numeric simulations, the result is in a reasonable agreement with
the experimental observation. Some extra losses in the 2D-MOT region may also
be induced by a non-perfect alignments of the zero magnetic field of the permanent
magnets and push beam. This factor will further reduce the theoretical expectation
on the atomic flux.
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5.3 Oven temperature
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Figure 5.9: Oven temperature characterization. Blue points are MOT number of atoms
as a function of the oven temperature Tov. The dashed curve is the expected atomic
flux power law Φ ≃ PSr(Tov)T −5/2

ov . Red triangles are the atomic source pressure PHV
measured during the characterization at different oven temperatures.

The temperature of the oven is another parameter that can affect the perfor-
mances of the atomic flux. The Fig.5.9 shows the collected MOT atomic number
as a function of the oven temperature Tov (blue points). This characterization is
taken at fixed 2D-MOT parameters ∆2D-MOT = −1.6 Γ and s2D-MOT = 3.6 and
resonant push intensity spush = 0.34. Pressure values measured in the HV region
PHV by the NexTorr D-200 pump’s driver is also reported in the figure (red triangle).

It is also interesting to predict the scaling law of the number of atoms captured
in the MOT as a function of the oven temperature Tov. Again, we are assuming the
presence of a proportionality relation between the 2D-MOT loading rate and the
MOT loading rate. According the calculations presented in Sec.3.2.5, the atomic
flux generated by the oven scales with the oven temperature as Φov ∼ novT −1/2

ov .
Considering the capture velocity of a 2D-MOT and its loading rate relation given
by Eq.2.39, the loading rate scales with the oven temperature as Φ2D ∼ novT −3/2

ov .
Remembering that nov ∼ PSr(Tov)T −1

ov , the scaling law of the 2D-MOT atomic flux
can be written as:

Φ2D ∼ PSr(Tov) × T −5/2
ov (5.5)

In the plot, we fit the experimental measurements with N(Tov) = αΦ2D(Tov)
(dashed blue line), where α is a proportionality parameter. The scaling law is
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5.3 – Oven temperature

in good agreement with the experimental results until Tov < 500 ◦C.

During the entire temperature ramp, the pressure in the atomic source region
remains below than PHV < 1 × 10−7 mbar. As already explained in the Eq.3.2, the
maximum differential pressure sustainable by our differential channel is estimated
to be PUHV/PHV = 2.1 × 10−4. This means that for all the temperatures explored,
the pressure in the atomic source region affects the vacuum quality of the MOT
region only at the level of ∆PUHV ∼ 10−11 mbar or below which is below the mini-
mum detectable pressure of our ion pump drivers.
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Figure 5.10: Time scales comparison as a function of the oven temperature Tov. The
green line is the estimated collision τcoll time among atoms of thermal beam at different
Tov. The red line is the simulating time of atoms spent in the 2D-MOT interaction region
defined by the beams dimensions. Inset shows the simulating time distribution τ2D of
N ∼ 3700 trapped atomic trajectories.

As shown in the Fig.5.9, At Tov > 500 ◦C, the MOT number of atoms decreases
even if the background pressure PHV increases. A possible explanation is provided
considering the collisions processes among the atoms in 2D-MOT with atoms in the
thermal beam. We compared the expected collision time among hot atoms in the
thermal beam with the time that a trappend atom spends in the 2D-MOT region.
The green line in Fig.5.10 reports the collision time τcoll among the atoms in the
thermal beam as a function of the oven temperature. τcoll is computed according
to Eq.4.22. The red line in Fig.5.10 is the time spent by the atoms in the 2D-
MOT interaction region τ2D including the effect of the 2D-MOT beams and push
beam. This time scale is estimated with MC simulations explained in Ch.4 and
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considering the interaction region defined by the volume of the 2D-MOT beams di-
mension. The τ2D distribution obtained from the simulation is reported as an inset
in Fig.5.10. The mean value of the distribution is estimated as ⟨τ2D⟩ = 2.9(6) ms.
At oven temperature value from 350 ◦C and 550 ◦C the computed mean value τ2D
remain unaltered. According our calculation, at Tov ≃ 500 ◦C the time spent in
the 2D-MOT region is equal to the collision time among the atoms in the thermal
beam hence resulting in a reduction of the MOT atomic flux. Another possible
limiting factor is the presence of the capillaries array that may change the atomic
flux regime at higher oven temperature. According Fig.3.8 at Tov > 500 ◦C, the
capillary can no longer be considered as transparent and the flux emitted from the
capillary is no more proportional to the pressure inside the oven [159, 160] hence
reducing the overall atomic flux emitted.

5.4 Sideband enhancement
In this section we introduce a new trapping method used to enhance the atomic

flux generated by the atomic source. This new trapping scheme employs an extra
frequency component added to the standard 2D-MOT beam where the sideband
beam is red-detuned compared to the 2D-MOT frequency. As already discussed
in Sec.4.1.1, with these beams configuration it is possible to increase the atomic
capture velocity of the 2D-MOT showing the possibility to increase the atomic flux
provided by the atomic source. In this section, we present the experimental evi-
dence of this method. In the literature, examples of these approach are given in
the MOT [221] and 2D-MOT [102] by means of EOM modulation on the frequency
of the trapping beams.

Our strategy adopted to find the best optical sideband configuration is to mea-
sure the number of atoms in the MOT as a function of different sibeband optical
powers and detunings. During the sideband power and detuning mapping, the side-
band radius e−2 beam is set equal to the 2D-MOT e−2 radius w2D-MOT = wside =
9.5 mm and we maintain the 2D-MOT detuning at its best value of trapping effi-
ciency ∆2D-MOT = −1.6Γ observed in the Fig.5.2(a). We perform such investigation
keeping fixed the overall optical power Ptot = P2D-MOT + Pside, and so also the total
intensity perceived by atoms, and we redistribute the optical power among the side-
band beam and the 2D-MOT beam observing the related MOT number of atoms.
This procedure is repeated for different sideband detunings values.

In order quantify the performance of this trapping method, we introduce two
numerical quantities. The first one is the gain G of the number of atom in the
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MOT induced by the presence of sideband beams. This parameter is defined as:

G = N(sside = stot − s2D-MOT, ∆side)
N(s2D-MOT = stot − sside)

(5.6)

where N is the number of atoms trapped in the MOT with and without the sideband
enhancing. This gain factor is easily measured by chopping the sideband beam and
computing the ratio between the two MOT fluorescence levels with and without
the sideband beam. Follow the definition of Eq.5.6, this G parameter compares
the trapped number of atoms with different saturation parameters sside + s2D-MOT
and s2D-MOT. If we want to measure the performance of the sideband trapping
keeping constant the saturation parameter perceived by atoms, a second parameter
is defined. We call this parameter η and we defined it as:

η = N(sside = stot + s2D-MOT, ∆side)
N(s2D-MOT = stot)

(5.7)

This parameter compares two different trapping configurations with same satura-
tion parameter perceived by atoms. For these reason, the η parameter is chosen for
a fine optimization of the sideband configuration while the G parameter is used as
a comparison between others enhancing methods spread in the literature. If η > 1
it means that the new trapping configuration is advantageous compare to the usual
trapping configuration, the single frequency 2D-MOT. If η ≤ 1, the new trapping
configuration is not effective compared to the standard one. The adimensionality
of η and G also allows to directly compare the numerical estimated ηMC with the
experimental ηexp without any scaling factors. We optimize the sideband beam con-
sidering two optical power levels: Ptot = 110 mW and Ptot = 200 mW. These power
levels correspond to a total saturation parameters of stot = 3.61 and stot = 6.56

5.4.1 Complete sideband optimization
Fig.5.11(a) reports the experimental results while the Fig.5.11(b) reports the

related simulation at stot = 3.61. MC simulation catches the main features of the
experimental trends such as the optimum region where η > 1, and the no gain region
η < 1. At stot = 3.61, the best enhancement factors measured is ηexp = 1.48(7)
while the computed one is ηMC = 1.87(3). The best sideband configuration is
reached around the values sside = 1.3 and ∆side = −3.1 Γ which correspond to a
AOM frequency of −260 MHz and a optical power level of Pside = 40 mW.

Fig.5.12(a) shows the experimental enhancement factor ηexp as a function of
sside, ∆side at fixed stot = 6.56. Fig.5.12(b) is the MC simulation of the ηMC at
different ssat and ∆side. From these map plots we can see that our MC simulation
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Figure 5.11: Enhancement factors η. Comparison at fixed total saturation parameter
stot = 3.61 and ∆2D-MOT = −1.6 Γ. (a) Experimental enhancement factor ηexp. (b)
Numerical enhancement factor ηMC obtained by MC simulation.

catches the main features of the experimental measures such as the optimum peak
region around the sside ≃ 3.1, ∆side ≃ −3.1 Γ and the no gain region 0 < η < 1 at
sside > 5.2. At stot = 6.56, the best enhancement factor measured is ηexp = 2.3(1)
while the simulated one is ηMC = 2.13(4). All the maximum η values are reached
around sside = 3.1 and ∆side = −3.1 Γ, which correspond to a AOM frequency of
−260 MHz and a optical power level of Pside = 90 mW.

Both numeric and experimental results reported in Fig.5.11 and in Fig.5.12,
suggest to set a sidebad detuning at ∆side ≃ −3.1 Γ which is close to twice value
of the 2D-MOT detuning ∆2D-MOT = −1.6 Γ. The power redistribution between
the sideband beam and the 2D-MOT beam depends on the total amount of power
sent to the atoms. In the case of low total power Ptot = 110 mW, the maximum
enhancement value ηexp = 1.48(7) is obtained distributing the optical power as 36 %
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Figure 5.12: Enhancement factors η. Comparison at fixed total saturation parameter
stot = 6.56 and ∆2D-MOT = −1.6 Γ. (a) Experimental enhancement factor ηexp. (b)
Numerical enhancement factor ηMC obtained by MC simulation.

on the standard 2D-MOT beams (P2D-MOT ≃ 70 mW) and the 64 % on the sideband
beam (Pside ≃ 40 mW). This power unbalance between the two beams is reduced
at higher optical power Ptot = 200 mW, where the 50 % is set to the sideband beam
(Pside = 100 mW) while the 50 % is set to the 2D-MOT beam (P2D-MOT = 10 mW)
providing an enhancement factor of ηexp = 2.3(1). This discrepancy reduction at
higher power can be explained considering the saturation effect in the capture num-
ber of atom with the standard 2D-MOT configuration. As show in the Fig.5.2(b),
at higher saturation parameter s2D-MOT, the gain in the captured atoms as a func-
tion of saturation parameter starts to decrease. This implies that it is possible to
subtract some optical power from the 2D-MOT beam without affecting the overall
performance of the trapping. This power reduction is lower in the case of lower
total optical power stot = 3.1, where the saturation effect in the efficiency trapping
is not reached. In latter case, removing some optical power from the 2D-MOT
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beam will reduce the efficiency trapping.
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Figure 5.13: Number of atoms captured in the MOT region for different optical power
redistributions. The stot = 6.56 is split with the sideband beam sside and the 2D-MOT
beam s2D-MOT. All the values are computed at best 2D-MOT detuning configuration
∆2D-MOT = −1.6 Γ. The green diamonds are the number of atom capture in the MOT
region using the sideband enhancing. The experimental values are taken at fixed sideband
detuning ∆side = −3.13 Γ. The green filled area is associated MC simulation. The blue
points describe the number of atom in the MOT region shutting the sideband beam.

After finding the optimized parameters reported in Fig.5.11 and Fig.5.12, the
maximum enhancing factor ηexp = 2.3(1) observed is obtained at ∆side = −3.13 Γ
and ∆2D-MOT = −1.6 Γ at stot = 6.56. In Fig.5.13 we compare the number of atoms
in the MOT as a function at different sideband power (green diamonds) with the
number of atoms in MOT observing by shutting the sideband beam (blue points).
One can also appreciate how the MC simulation well predicts the different enhance-
ment regions reported by the experimental points. Shutting the sideband beam at
sside ≃ 4 we obtain a gain in number of atoms Gexp

side ≃ 5 as compared to the stan-
dard single frequency 2D-MOT.

5.4.2 Comparison with Zeeman Slower enhancing
Our first attempt to enhance the flux generated from the atomic source was to

lunch a linear polarized Zeeman slower (ZS) beam toward the hot atoms flux gener-
ated by the oven. The ZS beam is far red-detuned respect to the 2D-MOT frequency
and exploiting the tails of the magnetic field quadrupole of the 2D-MOT, the faster
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atoms are slowed down along the ZS beam direction increasing their probability of
being captured in the 2D-MOT region. This enhancing method was demonstrated
to provide a gain efficiency of 12 for Na atoms [104] and a gain efficiency of 4 for
Sr atoms [107].
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Figure 5.14: ZS optmization. Blue line show the MOT level without the ZS, the are
region is the associated uncertainty. (a) Number of atom in the MOT as a function of
ZS detuning. (b) Number of atom in the MOT as a function of ZS saturation parameter.

In Fig.5.14, the characterization of ZS beam is shown. We find the best config-
uration ZS configuration at ∆ZS = −8.1 Γ, PZS = 140 mW, P2D-MOT = 36 mW and
∆2D-MOT = −1.5 Γ. We set the ZS beam waist at wZS = 4.1 mm . The distance
between the ZS windows and the oven position is roughly 25 cm. Shutting the ZS
beam, we observe a gain efficiency GZS = 4.3(6) in the number of atoms in MOT.
This result is in agreement with ZS gain efficiency estimated in [107]. Unfortu-
nately, we did not accomplish the full characterization of the ZS because of the
drop in the trasmissivity in the ZS window which rapidly becomes metallized by
Sr atoms. With this sever limitation, we were not able to produce a stable MOT
during the day even if the ZS window was heated up to 350 ◦C. With this severe
limitation we consider the sideband enhanced 2D-MOT as a viable alternative to
ZS enhanced 2D-MOT. As reported in the Fig.5.13, with the sideband enhanced
2D-MOT we where able to measure a stable gain factor Gexp

side = 5.31(1).

Even if GZS and Gside are the same order of magnitudes, the ZS enhancement for
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the 2D-MOT loading has two experimental drawbacks considering the design of our
atomic source. First of all, the quantization axis of the magnetic field along the hot
atoms direction imposes that only one half of the linear polarized ZS light power
has the correct circular polarization. This means that at least half of the ZS beam
optical power is wasted in the slowing process. Secondly, the optical access of the
ZS beam has to be constantly heated in order to avoid Sr metallization. A possible
way to reduce Sr metallization is to increase the distance between oven and ZS
window by means of vacuum extension and keeping heated the ZS windows. This
solution is already implemented in [107] but it does not satisfy the compact vision of
the atomic source. Another possibility is to insert a in-vacuum mirror and send the
ZS beam along the orthogonal direction of the thermal atomic beam exploiting the
reaming free optical access of the atomic source. Even if the reflection of the mirror
it is not highly reduced in the short exposition time by Sr deposition, for a longer
exposition time also in-vacuum mirror has to be replaced [222]. On the other hand,
the sideband beams has a well defined polarization in the capture region and in
addiction there is no needed of any vacuum extension or heating elements that keep
clean the optical access. We also think that the approach of sideband enhancing is
not limited to transversally loaded 2D-MOT atomic source but it can be reliably
extended to any kind of atomic source that employ a 2D-MOT approach.

5.4.3 Cold atomic beam temperature
We are also interested in investigating the possible heating effect induced by

sideband enhancing method. The extra heating induced by this method could in-
crease the radial temperature of the cold atomic beam generated by the atomic
source. The temperature estimation of the cold atomic beam is performed by re-
peating the analysis reported in Sec.5.2.2. At fixed push intensities spush = 0.34,
we collect the probe fluorescence signal at different probe detuning ∆probe and fixed
sprobe = 0.1 as reported in Fig.5.15. These measures were taken with and without
the sideband enhancement at the optimum optical configuration found in the pre-
vious section where s2D-MOT = 3.5, ∆2D-MOT/Γ = −1.6 , sside = 3.1, ∆side/Γ = −3.1.

The measure of the fluorescence signal of the probe is reported in Fig.5.15 (green
triangles). These measures are also compared with the previous measures reported
in Sec:5.2.2 taken without the sideband beam at the same total saturation param-
eter stot = 6.6. The Voigt function expressed with Eq.5.1 is used as fit function for
the collected fluorescence signals. Tab.5.2 summarizes the fit results.

Fig.5.16 reports the 2D-MOT temperatures comparisons among experimental
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Figure 5.15: Transverse spectroscopy. Probe fluorescence signal as a function of probe
detuning ∆probe. Blue points are probe fluorescence signal of the atomic beam generated
without the sideband enhancing with its Voigt fit (blue line). Green triangles are probe
fluorescence signal of the atomic beam generate with the sideband enhancing with its
Voigt fit (green dashed line).

σT /MHz vT /(m/s) T / mK
2D-MOT 3.6(8) 1.7(4) 14(7)
2D-MOT + sideband 0.8(3.0) 0.4(1.3) 0.7(5.0)

Table 5.2: Voigt fit results. Doppler broadening and related transverse parameters

investigations, numeric simulations and theory prediction. From laser cooling the-
ory, the Doppler temperature TD is computed as [85]:

TD = ~Γ
8kB

1 + s + 4(∆/Γ)2

|∆|/Γ = 2.14 mK (5.8)

where s = 6.6 is the total intensity saw by atoms in 2D-MOT interaction region,
∆ = −1.6 Γ is 2D-MOT detuning and Γ is the linewidth of 1S0 – 1P1 transition of Sr.

From Fig.5.16, we observe that no extra-heating effect is induced by the side-
band beam. Instead this method seems to reduce the temperature of the cold
atomic beam produced from the atomic source. This effect reduction is observed
in the numeric simulations. The temperature reduction with the presence of the
sideband beam can be explained considering that a fraction of the power of the
2D-MOT, which it is closer to resonance of 1S0 – 1P1 transition, is transferred to
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Figure 5.16: Radial temperature comparison with and without the sideband enhancing.
Simulations, theory and experiment are compared

higher detuning hence reducing the induced heating. With the data and with the
experimental method used in the Fig.5.16 it is not possible to claim that the atomic
flux generated form the 2D-MOT sideband enhanced has a lower temperature of
the atomic flux generated from the single 2D-MOT. As suggested in [214], a better
estimation of the fit parameter of the Voigt profile can be obtained employing the
1S0 – 3P1 transition instead of 1S0 – 1P1 transition.

5.4.4 Atomic flux and comparison
As a final characterization, we measured the atomic flux generated from the

atomic source by means of the sideband enhancing method at stot = 6.56. Keep-
ing fixed the total saturation parameter stot = 6.56, ∆2D-MOT = −1.6 Γ and
∆side = −3,1 Γ, we measure the atomic flux at different sideband saturation pa-
rameter. The Fig.5.17 reports flux generated from the atomic source with (green
triangles) and without (blue points) the sideband enhancing.

At sside ≃ 3.2, we measure an atomic flux of Φ2D = 2.0(2) × 108 atoms/s. The re-
lated enhancing factor is η = 2.3(4) and it is in agreement with all the experimental
and numerical results reported in Sec.5.4. The value of Φ2D = 2.0(2) × 108 atoms/s
represents our best value for the atomic flux generated by sideband enhanced 2D-
MOT with the experimental setting reported in the Tab.5.3 at Tov = 460 °C and
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Figure 5.17: Atomic flux as a function of sideband saturation parameter. The total
saturation parameter stot = 6.56 is split with the sideband beam and the 2D-MOT beam
keeping fixed the ∆2D-MOT = −1.6 Γ and ∆side = −3.2 Γ. Blue point are the atomic flux
without the sideband enhancing. Green triangle are the point with the sideban enhancing

2D-MOT magnetic gradient of b2D-MOT = 0.2 T/m.

Power/mW fAOM/MHz radius/mm s ∆/Γ
spectroscopy 0.5 80† 0.37 0.11 0.0
2D-MOT 100 -210 9.50 3.28∗ -1.6
sideband 100 -260 9.50 3.28∗ -3.13
push 0.15 -80† 0.81 0.34 0.0
MOT 45 -200 6.20 2.49∗ -1.2
probe 0.5 -80† 0.83 1.07 0.0

Table 5.3: Atomic source optimization. Detuning, power and optical e−2 radius inter-
acting with Sr atoms. Total power of the blue laser source is around 600 mW (†) AOM
is consider in double-pass configuration. (∗) Calculation of the saturation intensity is
performed considering the retro-reflection contribution. For the MOT beam we consider
also the windows trasmittivity Tw = 84(8)%.

Comparison with [107, 223]

Although our atomic flux generated form the 2D-MOT has the same order of
the atomic flux reported in Nosske et.al work [107, 223] it is not fully comparable.

125



5 – Atomic source characterization

In particular, our flux estimation is about a factor 5 lower. There are some dif-
ferences between our atomic source and the one reported in Nosske work like the
presence of the capillary array, some differences regarding the trapping parameters
of the 2D-MOT and possible underestimation of the atomic due to our fluorescence
detection method.

The presence of the capillary array is the main difference. Here we try to
estimate theoretically the expected flux capture in the 2D-MOT region with and
without the presence of the capillaries. As described in the Eq.3.10, it is possible
estimate the ratio Rov between atomic flux produced by the oven with and without
the presence of the capillaries as:

Rov = Φov

Φov(no cap.) = W
Scap

Sov
= 2.5 × 10−3 (5.9)

where W ≃ 8rcap/3Lcap = 2.62 × 10−2 is the Clausing factor which describes the
transmission probability of atoms through a single long capillary in the long tube
approximation (Lcap ≫ rcap), Scap = Ncapπr2

cap = 1.88×10−5 m2 is the total surface
described by the capillaries array, Sov = πr2

ov = 2.01 × 10−4 m2 is the oven surface
aperture. We remember that rcap = 0.2 mm, Lcap = 2 cm, rov = 8 mm and Ncap =
150. The Eq.5.9 indicates a reduction of the atomic flux because of the capillaries.
On the other hand, the angular divergence between the two types of atomic fluxes
are quite different. The collimation propriety of the thermal beam induced by
capillary is estimated as Ωcap = πa2

cap/L2
cap = 1.25 × 10−3 sr where acap = 2rcap,

while the solid angle of the 2D-MOT capture process is Ω2D = πw2
2D-MOT/x2

0 =
1.73 × 10−2 sr where w2D-MOT = 9.5 mm is the 2D-MOT beam waist and x0 =
128 mm is the distance between the oven aperture and the center of the 2D-MOT
region. As expected, Ωcap < Ω2D which means that all the thermal collimated
beam generated by capillaries participates to the 2D-MOT loading process. With
this consideration, it is legit to approximate the atomic flux captured by the 2D-
MOT as Φ2D ≃ Φov(vc/vth)4 where vc is the 2D-MOT capture velocity and vth

is the thermal velocity, while without the capillary presence the captured flux by
2D-MOT is estimated as Φ2D-MOT(no cap.) ≃ Φov(Ω2D/2π)(vc/vth)4. The flux ratio
between the 2D-MOT capture rate with and without the presence of the capillary
can be estimated as:

R2D-MOT = Φ2D-MOT

Φ2D-MOT(no cap.) = Rov
1

Ω2D/2π
= 0.9 (5.10)

which means that we aspect to find the same captured flux in the 2D-MOT with
and without the presence of the capillary. From this point of view, the presence
of the capillaries does not affect the performances of the atomic source , moreover
they reduce the flux emitted from the oven increasing the atomic source lifetime.
A non correct orientation of the capillaries or the a possible obstruction along the
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5.5 – MOT loading curves

capillary path are the majors drawbacks and they may reduce the performances of
our atomic source compare to Nosske work.

Minor differences are also present in the trapping parameter of the 2D-MOT. In
our system we send almost 220 mW in the 2D-MOT while in the Nosske work they
employed 250 mW of blue power in the atomic source region. Another difference
is the magnetic field gradient generated by the permanent magnets. In the Nosske
work, they put the permanent magnets at distance of 7.5 cm and 8.8 cm of the
2D-MOT plane generating of 0.36 T/m. Because of the presence of the mechanical
insert for the water cooling system of the atomic source, we are obliged to put
the magnets position at larger distances as 9 cm and 11 cm of the 2D-MOT plane
generating a 2D-MOT magnetic gradient of 0.2 T/m. This lower magnetic field
gradient and the lower optical power employed in the 2D-MOT region can affect
atomic flux generated from our atomic source. We also think that the motivation of
this mismatch is not due to the low efficiency of the sibeband enhanced compared
with the ZS ones. In fact, if we consider the ZS gain reported in the [107], it has
the same gain compared to our ZS enhanced estimation and it is slightly lower
compared to the sibenband enhanced gain.

Another possibility is the non correct calibration of the photodiode or the pres-
ence of some systematic errors not take into account in our fluorescence detection
system. Employing a more sophisticated diagnostic system, like a imaging system
by beam of CCD camera, it can provide us a better to estimation of the atomic
flux provided by the atomic source and to the number of atoms capture in the final
MOT.

5.5 MOT loading curves
The Fig.5.18 reports the MOT loading rates using the sideband enhancing

method. The green line is the best MOT loading with the sideband beam while blue
line represents the MOT loading by chopping the sideband beam. These loading
curve are taken with the experimental configuration provided by Tab.5.3. MOT
number of atoms N are fitted with the following function:

N(t) = NMOT(1 − e(t−t0)/τ )Θ(t − t0) + Noffset (5.11)

where Θ(t) is the heaviside function, NMOT is the MOT number of atoms, t0 is
the time delay from the push pulse and τ is the loading time. Using the exper-
imental parameters of Tab.5.3 we were able to reach NMOT ≃ 2.3(2) × 106 atoms
with a loading time τ ≃ 45(2) ms hence resulting in a MOT loading rate LMOT =
NMOT/τ = 5.2(5) × 107 atoms/s. The error bar in the MOT number of atoms takes
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into account also the systematic uncertainty of 10 % induced by the fluorescence
calibration.
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Figure 5.18: Loading curves. The green line is the MOT loading curve with experimen-
tal configuration reported in Tab.5.3. The total optical power in the 2D-MOT region is
Ptot = P2D-MOT + Pside = 200 mW. The blue line is the MOT loading curve by chopping
the sideband beam and so reducing the total optical power in the 2D-MOT region at
P2D-MOT = 100 mW. The fitted MOT rising times τ = 47(1) ms are equals

2d-mot 2d-mot + side
NMOT/atoms 1.0(1) × 106 2.3(2) × 106

τ / ms 47(1) 45(1)
t0 / ms 15.2(6) 16.3(1)
LMOT / (atoms / s) 2.2(2) × 107 5.2(5) × 107

Φ2D / (atoms / s) 0.85(15) × 108 2.0(2) × 108

Table 5.4: Atomic flux best values and MOT performances

The Tab.5.4 reports the final atomic source performances considering the atomic
source settings reported in Tab.5.3. In the case of the sideband configuration, the
estimated MOT capture efficiency is given by the ratio LMOT/Φ2D = 25(6) %. One
possible reason of this losses can be motivated considering optical quality of the
science cell windows. As stated previously, at λ = 461 nm the cell windows have
and average transmittivity of Tw = 84(8) %. Moreover, the transmission efficiencies
among to all the windows are not the same hence inducing some power imbalance
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5.5 – MOT loading curves

from beams to beams and reduce the quality of the polarization. Another factor is
related to the low diameter of the windows of 16 mm. In fact, as we explained in the
Ch.2, the MOT beam diameter plays an important role in the capture efficiency,
at larger MOT beam waist we aspect a lower losses.

As final calibration, the Fig.5.19 reports the MOT number of atoms as a function
of the MOT gradient. The maximum number of atoms is reached at current value
above I = 7.5 A. This calibration was taken without the sideband enhancing
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Figure 5.19: MOT number of atoms as a function of MOT coils current

Rempumpers

We also observe the first signature of the repumper effect in the MOT signal.
The Fig.5.20 reports the number of atoms in MOT with different repumpers. As
already discussed before, the loading rate of the MOT is τ = 47(1) ms. We first
add the rempumper λ = 707 nm in the MOT fluorescence signal. The repumper
is superimposed to the MOT beams after the AOM of the MOT. We send a total
power level to the atom of P707 = 16.1 mW. With this configuration we observed
a gain factor in the number of atoms of the order of G707 = 4.5(1) with a rising
time τ707 = 55(1) ms. We also added the second rempumper at λ = 679 nm in
the MOT fluorescence with a total power of P679 = 8.1 mW. With the two rempu-
per configuration we observe a gain factor of G707+679 = 9.6(2) with a rising time
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τ679 = 69(1) ms.
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Figure 5.20: MOT number of atoms with repumper lasers

The gain on the steady-state atoms number are in agreement with the one re-
ported in [122]. From Fig.5.20, the number of atoms decreases a function of the
time in the case of double repumpers schemes. This is mainly due to a wavelength
instability observe for the 679 nm repumper laser source, this problem can be solved
opportunely chancing the voltage in the piezo of the master maximizing the MOT
fluorescence signal. This instability is not observed in the single repumper scheme
of 707 nm laser source. This laser source is able to maintain a constant number of
atoms in the MOT even for a couple of hours without tuning the piezo of the master.
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Chapter 6

Conclusions

The atomic source designed for our apparatus represent an innovative set-up
conceived for optical lattice clock applications as well as for fundamental physics
research. The atomic source is composed of a two dimensional magnetic optical
trap (2D-MOT) which it is transversally loaded from a thermal beam of Sr atoms.
The trapped atoms are then transferred to the final MOT by means of a push
beam. This atomic source design features important advancements in metrological
applications like a:

• complete optical control of the cold atomic flux generated by the atomic
source by means of the 2D MOT and push beams;

• suppression of the hot-background collisions among atoms trapped in the
optical lattice for the clock interrogation and the thermal beam. Thanks to
the orthogonality between the loading beam in the 2D-MOT and the MOT
loading axis these collisions are virtually eliminated;

• strong reduction of the black-body shift on the clock transition given that the
oven (and the Zeeman slower window if used) is not in line of sight of the
final science chamber

Once the optical lattice clock will be operated regularly, all these contributions on
clock performance will be investigated in details. As reported in [148], the scientific
target of this Sr clock is to explore the quantum frontiers of the frequency measure-
ments exploiting state-of-the-art optical lattice clocks and systems where atoms are
strongly coupled with electromagnetic radiation by means of a mechanical cavity.

The main contribution of my PhD work consist in the building of a novel atomic
source for a new optical lattice clock with Sr atoms for the Time and frequency
division at INRIM. Starting the project form a scratch, at the end of this PhD
it is possible to generate a stable fluorescence signal of atoms trapped in a MOT.
We also fully characterized the atomic source and we proposed a novel trapping

131



6 – Conclusions

method to enhance the atomic flux from the source. During my PhD I spent the
first period at UNITN where I started to assemble the main components of the
experimental apparatus. At UNITN I also had the opportunity to participate in
the construction of a new apparatus for the production of a Na Bose Einstein con-
densate. Both systems share common atomic source design and common hardware
and software control system. I also developed preliminary numerical simulations
in order to compare various trapping configurations maximizing the atomic source
performances. Once obtained a stable MOT signal, the entire apparatus was moved
to INRIM. At INRIM, a new trapping scheme employing a sideband enhanced 2D-
MOT was studied and demonstrated, both numerically and experimentally, as a
possible method to increase the atomic flux production of the atomic source. This
method is a robust trapping method that preserves the compactness of the atomic
source and avoids the introduction of any hot window elements typically used in
the standard ZS enhancing method. This trapping scheme can be reliably extended
to any kind of atomic source that employs a 2D-MOT approach. At INRIM we also
assembled and characterized the laser sources for the second MOT cooling stage,
repumping transitions and clock laser transition. Currently we are assembling the
multi-wavelengths stabilization system in order to achieve a stable second MOT
cooling stage. In the system we will lock all the cooling lasers and the optical
dipole trap laser to an ultrastable cavity avoiding the need of the heatpipe element.
At the same time we are preparing the opto-electronics system to realize the clock
laser, exploiting the ultrastable laser and optical frequency comb already present
at INRIM.

Once the Sr clock will operate, INRIM will have a set of optical lattice clocks
composed of an already operating clock with neutral Yb atoms and a clock with
neutral Cd atoms which is under construction, opening to the possibility of novel
metrological and physical investigations. With this set of clocks it will be possi-
ble perform the evaluation and validation of different high accuracy atomic clocks,
performing direct frequency measurements to test fundamental physics models. An-
other reason to employ a set of different clocks based on different atomic transition
deals with the possible redefinition of the second based on the optical transition.
One of the objective of this investigation is to figure out the best atomic transi-
tion candidate for the second redefinition considering the uncertainty reached and
stability and robustness offered by different optical atomic clocks systems [224].
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